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Abstract

Submanifolds of Frobenius manifolds are studied. In particular, so-called natural submanifolds are
and, for semi-simple Frobenius manifolds, classified. These carry the structure of a Frobenius algebra
tangent space, but will, in general, be curved. The induced curvature is studied, a main result being th
natural submanifolds carry a induced pencil of compatible metrics. It is then shown how one may constrain
Hamiltonian hierarchies associated to a Frobenius manifold to live on these natural submanifolds whilst r
their, now non-local, bi-Hamiltonian structure.
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1. Introduction

The study of the structures induced on a submanifold and their relationship to the ambient m
is one of the oldest problems in differential geometry. The aim of this paper is to study the prope
submanifolds of Frobenius manifolds. Frobenius manifolds have a particularly rich structure, an
their origin, as well as applications, in a wide range of seemingly disparate areas of mathematics

• topological quantum field theory;
• algebraic/enumerative geometry and quantum cohomology;
• singularity theory;
• integrable systems.
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The emphasis in this paper will be on the purely geometric properties of submanifolds an
application within the theory of integrable systems. This will draw on ideas from singularity th
in particular properties of discriminants and caustics. Whether or not the ideas are of relevanc
other areas is an open question.

The key property of a Frobenius manifold is the existence of a Frobenius algebra on each
space to the manifold:

Definition 1.1. An algebra(A,◦, 〈, 〉) overC is a Frobenius algebra if:

• the algebra{A,◦} is commutative, associative with unitye;
• the multiplication is compatible with aC-valued bilinear, symmetric, nondegenerate inner produ

〈, 〉 :A×A→C

in the sense that

〈a ◦ b, c〉 = 〈a, b ◦ c〉
for all a, b, c ∈A.

With this structure one may defined a Frobenius manifold [4]:

Definition 1.2. (M,◦, e, 〈, 〉,E) is a Frobenius manifold if each tangent spaceTpM is a Frobenius algebr
varying smoothly overM with the additional properties:

• the inner product is a flat metric onM (the term ‘metric’ will denote a complex-valued quadra
form onM);
• ∇e = 0, where∇ is the Levi-Civita connection of the metric;
• the tensor(∇Wc)(X,Y,Z) is totally symmetric for all vectorsW,X,Y,Z ∈ TM ;
• a vector fieldE must be determined such that

∇(∇E)= 0

and that the corresponding one-parameter group of diffeomorphisms acts by conformal tran
tions of the metric and by rescalings on the Frobenius algebrasTpM .

It is immediately apparent that an arbitrary submanifoldN ⊂ M of a Frobenius manifold will no
be a Frobenius manifold, as the induced metric will in general be curved. Moreover, the in
multiplication on the subtangent spaceTpN ⊂ TpM, p ∈ N will not be, in general, associative. Rath
than develop a full structural theory for submanifolds—which could easily be done—only so-
natural submanifolds will be studied. On such submanifolds the induced multiplication is associat
compatible with the induced metric. For semi-simple Frobenius manifolds such natural subma
may be classified. The simplest example comes from the Frobenius manifold constructed fr
Coxeter groupA3. Here the natural submanifolds are the swallow-tail discriminant, the cylinder
the semi-cubical caustic and the planar Maxwell set.

The motivation for studying submanifolds came from two main examples, more detail of whic
given below. One of the best understood classes of Frobenius manifolds come from the unfoldin
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An singularity [4], zn+1 �→ zn+1+ a1z
n−1 + · · · + an = p(z). This derivation assumes that the roots

p′(z)= 0 are distinct. However without this assumption, i.e., with multiple roots, much of the stru
of a Frobenius manifold remains—one has a semi-simple Frobenius algebra on each tangen
compatible with an Euler vector field, and having a covariantly constant identity vector field. Ho
the metric is no longer, in general, flat (a similar question was raised in [13, III.7.1]). This manifo
multiple roots should be thought of a submanifold (in fact a caustic) of the original Frobenius ma
The details of this constitute Main Example A below. The second motivation came from studying s
of hydrodynamic type associated with Toda/Benney hierarchies [9,16], the simplest being

uT = uvX,

vT = vuX

which is just the familiar dispersionless Toda equation (and hence related to the quantum coho
of CP 1). An obvious reduction of this system is to constrain the system to the submanifoldu− v = 0,
reducing the system to the Riemann equationuT = uuX. Such submanifolds are clearly very special a
should be thought off a submanifold (in fact a discriminant) of the original Frobenius manifold
details of this constitute Main Example B below.

Main Example A [4]. Consider the spaceM of complex polynomials

p(z)= zm+1+ a1z
m−1+ · · · + am.

Such a space carries the structure of a Frobenius manifold, associated with the Coxeter groupAm. Tangent
vector toM take the form

ṗ(z)= ȧ1z
m−1+ · · · + ȧm,

and the algebra on the tangent space is

Ap =C[z]/p′(z)
and the inner product is

(1.1)〈f,g〉p = res
z=∞

{
f (z)g(z)

p′(z)

}
.

In terms of canonical coordinatesui = p(αi) where theαi are (distinct) roots ofp′(z) = 0 the metric
becomes diagonal and Egoroff:

(1.2)g =
∑ 1

p′′(αi)

(
dui

)2
,

(1.3)
1

p′′(αi)
= 1

m+ 1

∂a1

∂ui
.

Note that this all assumes that the roots ofp′(z)= 0 are distinct. In what follows no such assumption w
be assumed. The generic features will remain—the metric will remain diagonal and Egoroff. The
will be incorporated in a more general scheme which will be developed over the subsequent s
One may regard the manifoldN with repeated roots as a submanifold (in fact a caustic) inM .
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p′(z)= (m+ 1)
n∏

i=1

(z− αi)
ki

whereki � 1,
∑n

i=1 ki = m,
∑n

i=1 kiαi = 0. Coordinates onN are defined byτ i = p(αi). It follows
immediately that

δij = ∂p

∂τ j

∣∣∣∣
z=αi

,

0= dk

dzk

∂p

∂τ j

∣∣∣∣
z=αi

, 1� k � ki − 1.

A simple parameter counts yieldsm equations for them unknowns in ∂p

∂τ j
. This gives two different forms

for ∂p

∂τ j
:

(1.4)
∂p

∂τ j
= p(j)(z)

∏
i �=j

(z− αi)
ki

(1.5)= 1+
m−1∑
k=kj

1

k!
dk

dzk

(
∂p

∂τ j

)∣∣∣∣
z=αj

.(z− αj)
k,

wherepj is a polynomial of degreekj − 1 with pj(αj ) �= 0. The metric onN is given by

gij = res
z=∞

{ ∂p

∂τ i
∂p

∂τ j

p′
dz

}
and using (1.4) gives immediately that the metric is diagonal and, on using (1.5), that

gii = res
z=αi

{
1

p′(z)

}
.

In the case of simple poles this reduces to (1.2). An immediate corollary of this is that

(1.6)
n∑

i=1

gii = 1

2πi

∮
C

dz

p′(z)
= 0,

whereC is a large contour containing all of theαi . To show that this metric is Egoroff is considerab
more involved, even though the final result is simple. A more geometric proof will be given below
it will be derived by direct calculation.

Let

h(i) =
∏
r �=i

(z− αr)
kr =

m−ki∑
s=0

h(i)
s

(z− αi)
s

s!
and define the coefficientsh(i,−1)

s by the inverse series(
h(i)

)−1=
∞∑

h(i,−1)
s

(z− αi)
s

s! .
s=0
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r �=i(αi −αr)

kr �= 0 these coefficients are uniquely defined. To proceed further one req
the following:

Lemma 1.3. Consider the expansion ofp(i)(z) aroundz= αi , and let

p(i)
r =

drp(i)

dzr

∣∣∣∣
z=αi

thenp(i)
r = h(i,−1)

r for r = 0, . . . , ki − 1.

This is proved by showing that the linear equations for theh(i,−1)
r and thep(i)

r are identical. In the cas
of simple zeros this result is immediate. Note that the explicit form of these coefficients is not req
just their equality. Then

gii = res
z=αi

1

p′(z)

= 1

m+ 1
res
z=αi

1

(z− αi)
ki
(h(i))−1

= 1

m+ 1
res
z=αi

1

(z− αi)ki

∞∑
s=0

h(i,−1)
s

(z− αi)
s

s!

= 1

m+ 1

h
(i,−1)
ki−1

(ki − 1)!

= 1

m+ 1

p
(i)
ki−1

(ki − 1)!
= 1

m+ 1
coefficient ofzm−1 in expansion of

∂p

∂τ i

= 1

m+ 1

∂a1

∂τ i
.

Hence the metric is Egoroff. Other properties may be similarly derived;N carries an Euler vector fiel
and a covariantly constant unity vector fielde (this following from (1.6)).

Main Example B. The multicomponent Toda hierarchy is defined in terms of a Lax function

L(z)= zM−1+
M−2∑
i=−1

ziSi(X,T), T= {T1, T2, . . .}

by the Lax equation

(1.7)
∂L
∂Tn

= {(
L n

M−1
)
+,L

}
.

Here the bracket is defined by the formula

{f,g} = z
∂f ∂g − z

∂f ∂g
∂z ∂X ∂X ∂z
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and (O)+ denotes the projection of the functionO onto non-negative powers ofp. For example, one
obtains from the Lax equation (1.7) withM = 2, n= 1 the system (whereL= z+ S +Pz−1)

ST = PX,

(1.8)PT = PSX

and, withM = 3, n= 1 the system (whereL= z2+ Sz+ P +Qz−1 )

ST = PX − 1

2
SSX,

PT =QX,

(1.9)QT = 1

2
QSX.

A change of dependent variables from the{Si(X,T)} to so-called modified variables{vi(X,T)} defined
by a factorization of the Lax equation

L= 1

z

N∏
i=1

[
z+ vi(X,T)

]
provides an extremely useful computational tool in the study of the Toda hierarchy [9,16]. Qua
such as

Q(n) = 1

2πi

∮
L n

m−1
dz

z

which are conserved with respect to the evolutions defined by the Lax equation (1.7) may be ev
for all values ofM andn in terms of a simple combinatorial formula

Q(n) =
∑

{ri : ∑M
i=1 ri=n}

{
M∏
i=1

(
n

M−1
ri

)
v
ri
i

}
,

and similar formulae exist for the evolution equations themselves. Thus the modified variables
one to perform the general calculations with an arbitrary numbers of fields with little increa
complexity. The geometrical significance of these variables is that they are basically the flat coor
for the intersection form of the underlying Frobenius manifold, or equivalently, flat coordinates f
second Hamiltonian structure. This Hamiltonian structure is defined by the manifestly flat metric

g=
∑
i �=j

dvi

vi

dvj

vj

(so the actual flat coordinates areṽi = logvi ).
Consider (1.8) written in terms of these modified variables

uT = uvX,

vT = vuX
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whereS = u+ v andP = uv. Similarly the 3-component system (1.9) transforms to

uT = u(−uX + vX +wX),

vT = v(+uX − vX +wX),

wT =w(+uX + vX −wX),

whereS = u+ v +w, P = uv + vw+ wu andQ= uvw. It is clear from the symmetric form of thes
equations that one possible reduction is to constrain the systems onto the surface given by the c
u− v = 0. In terms of the original variables this corresponds to the constraintS2 − 4P = 0 and in the
second this corresponds to the constraint

4P 3+ 27Q2− 18PQS −P 2S2+ 4QS3= 0,

these being the condition for the corresponding polynomial equationL(z) = 0 to have a double roo
Clearly these ideas generalize to an arbitrary number of fields and arbitrary multiple roots. Geome
one is constraining anM dimensional system onto aN dimensional submanifold. Note that the
reductions are far easier to study using these modified variables. All these results generalize to
Lax equations in an entirely analogous fashion.

These two examples provided the motivation for the study of submanifolds. The key propert
sessed by the submanifolds in both these examples is the commutative, associative and quas
neous multiplication on the subspace’s tangent bundle. Submanifolds with such induced structu
be referred to as ‘natural’ submanifolds. These examples also have an induced identity vector
the submanifolds, and hence one has a Frobenius algebra on each tangent space of the subman
paper is a much extended version of the paper [18].

2. F -manifolds and their natural submanifolds

The definition of a Frobenius manifold consists of a large number of intermeshing parts, an
perhaps difficult to see which components are the most important. One point of view, comi
singularity theory, is that it is the multiplication and the Euler vector field which are the ce
elements; the existence of a compatible flat metric being, for example, derived results. This p
view is encapsulated in the weaker notion of anF -manifold [10,11,13]. Here one has a commutati
associative multiplication with a single additional property, automatically satisfied in the ca
Frobenius manifolds. Starting with anF -manifold one may gradually add additional structures
compatibility conditions until one obtains a Frobenius manifold. This has the advantage that on
see on what structures the various compatibility conditions depend.

A similar approach will be taken here for submanifolds. One may defined a natural submanifolN of
anF -manifoldM by requiring thatTN ◦ T N ⊂ TN . As one adds various structures and compatib
conditions ontoM one can also study the induced structures onN and the failure, of otherwise, of th
associated compatibility conditions. The various results in this section are formulated with this ap
in mind, even though the main aim is to study natural submanifolds of Frobenius manifolds. The
in this section are mainly algebraic; curvature properties being studied in Section 3.
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Definition 2.1 [11,13]. An F -manifold is a pair(M,◦) whereM is a manifold and◦ is a commutative
associative multiplication◦ :TM × TM→ TM satisfying the following condition:

(2.1)LieX◦Y (◦)=X ◦ LieY (◦)+ Y ◦ LieX(◦), ∀X,Y ∈ TM.

Expanding the definition yields the equivalent condition

[X ◦ Y,Z ◦W ] − [X ◦ Y,Z] ◦W − [X ◦ Y,W ] ◦Z
−X ◦ [Y,Z ◦W ] +X ◦ [Y,Z] ◦W +X ◦ [Y,W ] ◦Z
− Y ◦ [X,Z ◦W ] + Y ◦ [X,Z] ◦W + Y ◦ [X,W ] ◦Z = 0

for all W,X,Y,Z ∈ TM . To such a manifold one may add various structures, demanding that th
compatible with the multiplication.

Definition 2.2. (a) An FE manifold is anF -manifold with an Euler field of weightd. This is a global
vector field satisfying the condition

(2.2)LieE(◦)= d · ◦.
(b) An Fg manifold is anF -manifold with a metric〈, 〉 compatible with the multiplication:

(2.3)〈X ◦ Y,Z〉 = 〈X,Y ◦Z〉, X,Y,Z ∈ TM.

(c) An F manifold is both anFE and anFg manifold, with theE andg related by the relation

(2.4)LieE〈, 〉 =D〈, 〉
for some constantD.

Expanding definition (2.2) yields the equivalent condition

[E,X ◦ Y ] − [E,X] ◦ Y −X ◦ [E,Y ] − d ·X ◦ Y = 0

for all X,Y ∈ TM , and (2.4) yields the equivalent condition

E〈X,Y 〉 − 〈[E,X], Y 〉− 〈
X, [E,Y ]〉=D〈X,Y 〉

for all X,Y ∈ TM .
The following definition of a natural submanifold will play a central role in this paper.

Definition 2.3. A natural submanifoldN of anFE manifold (M,◦,E) is a submanifoldN ⊂M such
that:

(a) TN ◦ T N ⊂ TN ,
(b) Ex ∈ TN for all x ∈N .

One could clearly define the notion of a natural submanifold of anF -manifold by ignoring the secon
condition. An immediate consequence of this definition is the following basic result, the proof of
follows from the fact that ifX,Y ∈ TN then[X,Y ] ∈ TN :
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Lemma 2.4. All natural submanifolds of anFE manifold areFE manifolds with respect to the natur
induced structures.

Example 2.5 (MassiveF -manifolds). Given a semi-simpleFE manifold (M,◦,E) the tangent spac
TpM at a generic point decomposes into one-dimensional algebras with

δi ◦ δj = δij δi

(so δi are the idempotents of the algebra onTpM). TheF manifold condition ensures that these vec
fields commute[δi, δj ] = 0 and hence provide a canonical coordinate system{ui} with

∂i = ∂

∂ui
.

In this basis one has then:

∂

∂ui
◦ ∂

∂uj
= δij

∂

∂ui
, i, j = 1, . . . ,m= dimM,

E =
dimM∑
i=1

ui ∂

∂ui
.

Then the submanifolds defined by the level sets{
ui = 0, i ∈D}︸ ︷︷ ︸

discriminant hypersurfaces

∩ {
ui − uj = 0, (i, j) ∈ C}︸ ︷︷ ︸

caustic hypersurfaces

are naturalFE manifolds. HereD andC are arbitrary subsets ofI andI × I whereI = {1, . . . ,dimM}.
This example will turn out to be canonical for natural submanifolds of semi-simple Frobenius man

Relabeling the coordinates gives the following parametrization of a natural submanifold:(
u1, . . . , um

)= (
τ 1, . . . , τ 1︸ ︷︷ ︸

k1

; . . . ; τn, . . . , τ n︸ ︷︷ ︸
kn

; 0, . . . ,0︸ ︷︷ ︸
m−(k1+···+kn)

)
.

In what follows the notation(k1, . . . , kn,0) will be used to denote a particular submanifold, so the orig
manifold would just be(1,1, . . . ,1). An alternative notation is to use a Young tableau, so, for exam
the (4,2) caustic would be denoted . The terms pure discriminant will refer to a submanifo
whereki = 1 and a pure caustic will refer to a submanifold where

∑
ki = m. For dimM = 2 the only

possibilities are (the notationM→N means thatN is a natural codimension one submanifold ofM):

{1,1}

�
�
�
��

�
�

�
��

{1,0} {2}

For dimM = 3 one obtains the following strata of nested submanifolds:
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{1,1,1}

�
{1,1,0}

�
{1,0,0}

�
�
�
��

�
�
�
��

�
�

�
��

{2,1}

{2,0}
�

�
�
�
��
{3}

For dimM > 3 such diagrams become considerably more complicated, the number of such subma
being

∑m
n=1µ(n), whereµ(n) is the number of partitions ofn.

Suppose now one has anFg-manifold. Then on any (non-null) submanifoldN one may define an
induced metricgN and also an induced product1 :TN × TN→ T N where1 is defined by

X 1 Y = pr(X ◦ Y ) ∀X,Y ∈ TxN ⊂ TxM,

wherepr denotes the projection (using the original metricg on M) of u ◦ v ∈ TxM ontoTxN (Fig. 1).
This induced multiplication may have very different algebraic properties than those of its prog
However the induced metric and multiplication remain compatible.

Lemma 2.6. The induced structures satisfy the condition

〈X 1 Y,Z〉 = 〈X,Y 1 Z〉 ∀X,Y,Z,∈ TxN.

The proof following immediately from the definitions. Putting these results together give
following:

Proposition 2.7. Any natural submanifold of anF -manifold is anF -manifold with respect to th
naturally induced structures.

Fig. 1. The definition of the induced multiplication.
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One note of caution though: this is a formal result—it may be the case that the induced metric
defined or is degenerate on a specific natural submanifold.

The definition of a natural submanifold just uses the multiplication and the Euler vector field.
has, in addition, an identity vector field then a natural submanifold will inherit an induced identity

Lemma 2.8. Let (M,◦, g) be an Fg manifold with a unity vector fielde and let N be a natural
submanifold ofM . ThenN possesses an induced identity vector field.

Proof. (Note, this lemma only uses part (a) of the definition of a natural submanifold.) Using the m
one has an orthogonal decomposition (assuming the induced metric onN is not degenerate) of the tange
spaceTxM (at pointsx ∈N ):

(2.5)TxM ∼= (TxN)⊕ (TxN)⊥, x ∈N,

soe decomposes ase= e� + e⊥. Hence

X ◦ e⊥ =X−X ◦ e� ∈ TxN.

Clearly 〈X ◦ e⊥, n〉 = 0 for all n ∈ (TxN)⊥ and〈
X ◦ e⊥, Y 〉= 〈

X ◦ Y, e⊥〉= 0

for all Y ∈ TxN , using the invariance property of the multiplication. ThusX ◦ e⊥ = 0 and hence
X ◦ e� =X for all X ∈ TxN . ✷

An immediate corollary of this is:

Corollary 2.9. Let M be a Frobenius manifold and letN ⊂M be a natural submanifold. Then ea
tangent spaceTxN carries the structure of a Frobenius algebra with respect to the induced structur

For a semi-simpleF -manifold one may classify all natural submanifolds, at least formally. The id
to describe an arbitrary submanifold as the intersection of level sets,N =⋂{φα̃ = 0}, the geometric
conditions onN to be a natural submanifold then reduce to a simple set of overdetermined
differential equations for the functionsφα̃ which may be solved.

Theorem 2.10. Let {M,◦,E,g} be a semi-simpleF manifold. Then:

(a) the only natural submanifolds are those given in the above example;
(b) the identity field is tangential to a natural submanifold if and only if it is a pure caustic.

Proof. (a) Let ı :N →M be the inclusion of a submanifoldN in the manifoldM . Vector fields onN
may be pushed-forward to vector fields onM . Adopting a parametrization of the submanifoldN , so
ui = ui(τα), wherei = 1, . . . ,m, α = 1, . . . , n, one obtains

ı1 :TN→ TM,

ı1

(
∂

∂τα

)
= ∂ui

∂τα

∂

∂ui
.
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Similarly [17], using the orthogonal decomposition (2.5) (assuming the induced metric onN is not
degenerate):

(2.6)
∂

∂ui
=Aα

i

∂

∂τα
+ nα̃

i

∂

∂να̃

where span(∂ν)= (TxN)⊥.
Consider now

∂

∂τα
◦ ∂

∂τβ
= ∂ui

∂τα

∂uj

∂τβ

∂

∂ui
◦ ∂

∂uj
=

m∑
i=1

∂ui

∂τα

∂ui

∂τβ

(
Aα

i

∂

∂τα
+ nα̃

i

∂

∂να̃

)
,

on using the canonical multiplication. To ensure thatTN ◦ T N ⊂ TN one must have

(2.7)Ξα̃
αβ = 0

where

Ξα̃
αβ =

m∑
i=1

∂ui

∂τα

∂ui

∂τβ
nα̃
i .

To proceed further one adopts a Monge parametrization ofN so

ui = τ i, i = 1, . . . , n,

un+α̃ = hα̃(τα), α̃ = 1, . . . ,m− n.

With thisN may be described as the intersection of level sets

N =
m−n⋂
α̃=1

{φα̃ = 0}

whereφα̃ = hα̃−un+α̃ . This may be used to find the normal vectorsnα̃
i with which the conditionΞα̃

αβ = 0
become

δαβ
∂hα̃

∂τα
= ∂hα̃

∂τα

∂hα̃

∂τβ
, α,β = 1, . . . , n, α̃ = 1, . . . ,m− n.

If α = β thenhα̃
α = 0 or 1. But if α �= β thenhα̃

αh
α̃
β = 0 which implies thathα̃

α = 0 except, possibly, fo
one values ofα ∈ {1, . . . , n}. Such a value will be denotedπ(α̃). Hence there are two possibilities:

hα̃ = aα̃, hα̃ = uπ(α̃) + bα̃

for arbitrary constantsaα̃, bα̃. Note, if one was to consider semi-simpleFg manifolds, then the
classification of natural submanifolds would stop here.

ForN to be a natural submanifold requires the further conditionEx ∈ TxN ,

Ex =
m∑
i=1

ui ∂

∂ui
=

m∑
i=1

ui

(
Aα

i

∂

∂τα
+ nα̃

i

∂

∂να̃

)
.

Thus(Ex)
⊥ = 0 implies, using this parametrization, that

m∑
ui ∂

∂ui
hα̃ = hα̃,
i=1
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so thehα̃ must be homogeneous functions of degree 1. Henceaα̃ = bα̃ = 0. Thus

(2.8)hα̃ = 0, hα̃ = uπ(α̃).

On renaming the coordinates one arrives at the examples described above.
(b) Note that, as a consequence of semi-simplicity, there exists a unity vector field

e=
m∑
i=1

∂

∂ui

with the property thate ◦X =X for all X ∈ TM . Similarly

eN =
n∑

α=1

∂

∂τα

will be a unity vector field onTN . Consider now the restriction ofe to a natural submanifold. Using th
above formulae, and in particular (2.8), it is straightforward to show that

m∑
i=1

∂

∂ui
=

n∑
α=1

∂

∂τα
−

m−n∑
α̃=1

{
1−

n∑
j=1

∂hα̃

∂τ i

}
∂

∂να̃
.

Hencee⊥ = 0 if and only if
n∑

j=1

∂hα̃

∂τ i
= 1 ∀α̃ = 1, . . . ,m− n,

that is, using (2.8), if and only ifN is a pure caustic. ✷
In the next section curvature properties of natural submanifolds will be examined.

3. Frobenius manifolds and the curvature properties of natural submanifolds

Given anF -manifold one may define the following tensors,c(X,Y,Z)= g(X ◦ Y,Z), which, from
(2.3), is a totally symmetric(3,0) tensor,∇◦ and∇c. The following theorem is due to Hertling [10]:

Theorem 3.1. Let (M,◦,∇) be a manifoldM with a commutative associative multiplication◦ on TM

and with a torsion free connection∇. By definition,∇ ◦ (X,Y,Z) is symmetric inY andZ. If the (3,1)-
tensor∇◦ is symmetric in all three arguments, then the multiplication satisfies for any local vector
X andY

LieX◦Y (◦)=X ◦ LieY (◦)+ Y ◦ LieX(◦).
The converse, however, is false; one requires the properties of a unity vector field. So fa

mention has been made of the possibility of having a unity vector fielde on M , i.e., e ∈ TM such that
e ◦X = X,∀X ∈ TM . Such fields play an important role in Frobenius andF manifolds, as it connect
the metric and the multiplication since〈X,Y 〉 = c(X,Y, e). With this field one may prove the following
again due to Hertling [10]:
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Theorem 3.2. Let (M,◦, e, g) be a manifold with a commutative and associative multiplication◦ on
TM , a unit fielde, and a metric〈, 〉 on TM which is multiplication invariant(2.3). ∇ denotes the Levi
Civita connection to the metric. The coidentityε is the1-form defined byε(X)= 〈X,e〉. The following
conditions are equivalent:

(i) (M,◦, e) is anF manifold andε is closed;
(ii) the(4,0) tensor∇c is totally symmetric;

(iii) the(3,1) tensor∇◦ is totally symmetric.

The property that∇c is a totally symmetric(4,0) tensor is sometimes referred to as quasi-potent
conditions since, if the metric is flat, one may integrate the equations to givec in terms of derivatives o
a prepotentialF , i.e.,

c(X,Y,Z)=XYZ(F).

Definition 3.3. A Frobenius manifold is anF manifold(M,◦,E,g) endowed with a unity vector fielde
and satisfying the following conditions:

(a) g is flat;
(b) dε = 0 whereε(·)= 〈e, ·〉;
(c) Liee〈, 〉 = 0;
(d) 8(U,V )= 0,

where8(U,V )=∇U∇VE −∇∇UV E, and∇ is the Levi-Civita connection.

This definition differs somewhat from the conventional one given above. Conditions (b) an
together imply that∇e = 0 By the above theorem, condition (b) implies that∇c is totally symmetric, and
condition (a) then implies that there exists a prepotential. Condition (d) perhaps needs a little expla
If U andV are flat vector fields the8(U,V )= ∇U∇VE. Alternatively,8k

ij = ∇i∇jE
k in terms of the

flat coordinate system.
To proceed further in the study of these natural submanifolds one must study the curvature

induced metric and its relation with the various other structures.
A powerful in the study of Frobenius manifolds is the extended connection∇̃ onM × P1 defined by

∇̃U =∇U + zU◦,
∇̃z d

dz
= z

d

dz
+ zE ◦ −ν,

where ν(U) = D
2 U − ∇UE (so 〈X,ν(Y )〉 + 〈ν(X),Y 〉 = 0). The vanishing of the curvature of th

extended connection is then equivalent to the above definition of a Frobenius manifold.
Since the pull-back of any totally symmetric(r,0) tensor fromM to a submanifoldN remains totally

symmetric, any natural submanifold of a Frobenius manifold retains the quasi-potentiality condition
if it is not flat (note, however, that there is no reason for an arbitraryF manifold to be quasi-potential
Similarly, one may restrict the extended connection onM × P1 to N × P1. This new connection will no
be flat, but it still has special curvature properties.
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Proposition 3.4. The curvature of the restriction of the extended connection of a Frobenius manif
a natural submanifold is independent ofz.

Proof. Consider

R̃(U,V )W = (∇̃U ∇̃V − ∇̃V ∇̃U − ∇̃[U,V ]
)
W

= {
R(U,V )W

}
+ z

{
U ◦ ∇VW − V ◦ ∇UW − [U,V ] ◦W +∇U(V ◦W)−∇V (U ◦W)

}
+ z2{U ◦ (V ◦W)− V ◦ (U ◦W)

}
.

The last term vanishes by the commutativity and associativity of the◦ product. The middle term vanishe
by a result of Hertling (using the definition (2.1) of anF manifold). The first term is just the curvature
the manifoldN . The only other curvature to calculate is

R̃

(
z
d

dz
,U

)
V = (∇̃z d

dz
∇̃U − ∇̃U ∇̃z d

dz

)
V

=∇Uµ(V )−µ(∇UV )

=−∇U∇VE +∇∇UV E

=−8(U,V ),

the other terms vanishing for similar reasons as above. Thus the only non-zero terms in the curv
the extended connection is the curvatureR(U,V )W of the manifoldN and8(U,V ). However since

8(U,V )−8(V,U)=∇U∇VE −∇V∇UE −∇∇UV−∇V UE

=∇U∇VE −∇V∇UE −∇[U,V ]
=R(U,V )E

the independent non-zero terms are curvature and the symmetric part8s(U,V ) of 8(U,V ). ✷
The following result relates8 to the curvature,8(U,V )=R(U,E)V . This properties may be prove

using submanifold theory. The following theorem is standard, and is included here only to fix nota

Theorem 3.5. LetM be a manifold with Levi-Civita connection∇ and letN be an arbitrary submanifold
Then for allW,X,Y,Z ∈ TN and normal vectorsξ, η ∈ TN⊥:

• Gauss formula:

∇XY =∇XY︸︷︷︸
TN

+α(X,Y )︸ ︷︷ ︸
TN⊥

;

• Weingarten formula:

∇Xξ =−AξX︸ ︷︷ ︸
TN

+∇⊥Xξ︸︷︷︸
TN⊥

;

• Gauss equation:〈
R(X,Y )Z,W

〉= 〈
R(X,Y )Z,W

〉− 〈
α(Y,Z),α(X,W)

〉+ 〈
α(X,Z),α(Y,W)

〉;
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• Codazzi equation:(
R(X,Y ),Z

)⊥ = (∇⊥Xα)(Y,Z)− (∇⊥Y α)(X,Z);
• Ricci equation:〈

R(X,Y )ξ, η
〉= 〈

R⊥(X,Y )ξ, η
〉− 〈[Aξ ,Aη]X,Y

〉
.

Hereα is the second fundamental form andA is the shape operator, which are related by〈
α(X,Y ), ξ

〉= 〈AξX,Y 〉 ∀X,Y ∈ TN, ξ ∈ TM⊥.

Proposition 3.6. LetN be a natural submanifold of a Frobenius manifoldM . ThenN (with the naturally
induced structures) is anF manifold with, for allU,V ∈ TN :

8(U,V )=R(U,E)V,

LieEα = 0,〈∇Ue
�, V

〉= 〈
α(U,V ), e⊥

〉
.

Proof. The proof is a simple exercise in submanifold theory. Recall that for a natural subma
E⊥ = 0 soE ∈ TN and thatα(U,V ) ∈ T N⊥ for all U,V ∈ TN .

8(U,V )=∇U∇VE −∇∇UV E

=8(U,V )−Aα(V,E)U +Aα(U,V )E

(3.1)+ α(U,∇VE)− α(∇UV,E)− [
α(U,V ),E

]+∇⊥U α(V,E)−∇⊥Eα(U,V ),

where the torsion free condition has been used to calculate the term∇α(U,V )E. Taking the tangentia
component of (3.1) yields (since8= 0)

8(U,V )=Aα(V,E)U −Aα(U,V )E +
[
α(U,V ),E

]�
and taking the inner product of this withW ∈ TN gives〈

8(U,V )W
〉= 〈

α(V,E),α(U,W)
〉− 〈

α(U,V ),α(E,W)
〉+ 〈[

α(U,V ),E
]�

,W
〉
.

Using (2.4) gives〈[α(U,V ),E],W 〉 = 0 so

(3.2)
[
E,α(U,V )

]� = 0.

Hence, by the Gauss equation〈
8(U,V ),W

〉= 〈
R(U,E)V,W

〉=R(U,E,V,W)

or 8(U,V )=R(U,E)V .

Taking the perpendicular component of (3.1) yields

0=∇⊥Uα(V,E)−∇⊥Eα(U,V )+ α(U,∇VE)− α(∇UV,E)− [
α(U,V ),E

]⊥
.

Using the Codazzi equation and the torsion free property of the induced connection gives

(LieEα)(U,V )= [
LieEα(U,V )

]� = 0

by (3.2), soLieEα = 0.
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To obtain the last part of the proposition, recall that the identity fielde satisfies the relation∇e = 0
and decomposes ase= e� + e⊥ onTN . Thus

0=∇Ue

=∇Ue
� +∇Ue

⊥

= (∇Ue
� −Ae⊥U

)+ (∇⊥U e⊥ + α(U, e�)
)
.

Decomposing this into tangential and perpendicular components gives〈∇Ue
�, V

〉= 〈Ae�U,V 〉 = 〈
α(U,V ), e⊥

〉
,

∇⊥U e⊥ =−α(U, e�).

[Note that 〈∇Ue
�, V 〉 − 〈∇V e

�,U 〉 = 0 so the 1-formεN(·) = 〈e�, ·〉 is closed, as it must, sinc
d(ı1ε)= 0.] ✷

An immediate corollary of this proposition is the following:

Corollary 3.7. Any flat caustic of a semi-simple Frobenius manifold is itself a Frobenius manifolds
it is a Frobenius submanifold. All two dimensional caustics are Frobenius submanifolds.

Proof. The only thing to note is that for natural submanifold of a semi-simple Frobenius manifold

{e⊥ = 0} ⇔ {N is a caustic}.
Hence by the above proposition∇Ue= 0. If the caustic is flat then all obstruction vanish. Note that o
general (non-flat) causticα(e,U)= 0 so from the Gauss equation

(3.3)R(W,X,Y,Z)= 0 if any of the vector fieldsW,X,Y,Z= e.

Hence all two-dimensional caustics are Frobenius submanifolds.✷
3.1. Semi-simpleF -manifolds

In this subsection the curvature properties of semi-simpleF -manifolds will be studied. Again th
approach will stress those properties intrinsic to anF -manifold as defined above, and those whic
natural submanifold of a Frobenius manifold possesses. From the semi-simplicity and the comp
of the multiplication with the metric:

ηij = 〈∂i, ∂j 〉
= 〈e, ∂i ◦ ∂j 〉
= δij 〈e, ∂i〉

and hence the metric is diagonal. Curvature calculations for diagonal metrics are standa
completeness and to fix notation:



84 I.A.B. Strachan / Differential Geometry and its Applications 20 (2004) 67–99

or any
). Thus
irectly

proof
Proposition 3.8. Letηii =H 2
i , βij = ∂iHj

Hi
. Then:

Γ i
jk = 0, wherei, j, k are distinct;

Γ i
ik =

Hk

Hi

βki;

Γ i
jj =−

Hj

Hi

βij , wherei �= j.

Similar formulae hold forΓ ij

k , where Γ
ij

k = −gisΓ
j

sk. Moreover: R
ij

kl = 0 if i, j, k, l are distinct,
Rii

kl =R
ij

kk = 0, Rij

il =−Rij

li =R
ji

li =−Rji

il , and, fori �= j, i �= l,

R
ij

il =
1

HiHj

{∂lβji − βjlβli},

R
ij

ij =
1

HiHj

{
∂iβij + ∂jβji +

∑
p �=i,j

βpjβpi

}
.

HereRij

kl = ηisR
j

skl andR(∂i, ∂j )∂k =Rr
kij ∂r .

In addition to the metric and multiplication onF one has unity and Euler vector fields:

e=
n∑

i=1

∂i, E =
n∑

i=1

ui∂i

and the homogeneity condition (2.4) becomesE(ηii)= (D − 2)ηii , or E(βij )=−βij . No more can be
said about the curvature properties of a generalF manifold.

Consider now a semi-simple Frobenius manifold. Condition (b) in its definition implies:

(b′) ⇒ {metric is Egoroff, i.e., βij = βji};
and hence the induced metric on the natural submanifold is Egoroff, as condition (b) hold f
submanifold (and it is clear that the induced metric on a natural submanifold remains diagonal
natural submanifolds of semi-simple Frobenius manifolds are Egoroff (one may also prove this d
from the definition of a natural submanifold).

The following proposition may be derived by direct computation in diagonal coordinates, so no
will be given.

Proposition 3.9. Consider a semi-simple EgoroffF manifold in canonical coordinates. Then:

∇i∇jE
k = 0 ⇔ ∂kβij − βikβkj = 0, i, j, k distinct,

∇i∇jE
i = 0 ⇔ e(βij )= 0, i �= j.

Hence

8= 0 ⇔ R = 0

and so there is only one obstruction to the extended connection onN × P1 being zero, namely8(U,V ).
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For an Egoroff metric, the curvature components may be combined to give

R
ij

ij +
∑
p �=i,j

R
ij

ip =
1

HiHj

e(βij ), i �= j.

This formula enables one to consider the curvature of pure caustics and pure discriminants. O
caustice(Hi)= 0⇒ e(βij ) = 0 and this right hand side vanishes (in accordance with (3.3)). On a
discriminant∂kβij − βikβkj = 0, i, j, k distinct (this will be shown in the next section), so the only n
zero curvatures areRij

ij = 1
HiHj

e(βij ). Pure discriminants also have the property of having flat nor

bundles,R⊥ = 0, the conditions{ui = 0, i ∈D} being a holonomic nets of lines of curvature [7].

3.2. The induced intersection form and pencils of compatible metrics

An important feature of a Frobenius manifoldM is the existence of a second flat metric,
intersection form, defined by

(2)gij =E
(
dti ◦ dtj )

(in what follows the original metricg will be denoted(1)g). Here{t i} are the flat coordinates onM . One
important feature of this metric is that

Liee
(2)gij = (1)gij

and it follows from this that the pencil of metric defined by(Λ)gij = (2)gij +Λ(1)gij is flat for all values
of Λ.

A second metric, and hence a pencil of (inverse)-metrics, may also be defined on a natural subm
N ⊂M since, by definition,T N ◦ T N ⊂ T N andEx ∈ T N ∀x ∈ T N . This is not immediately obviou
for a discriminant submanifold since an equivalent definition of canonical coordinates for a Fro
manifold is as solutions of the polynomial equation

(3.4)det
[
(2)gij − u (1)gij

]= 0,

and hence on a submanifold withui = 0, det[(2)gij ] = 0 so the metric is non-invertible. However t
problem lies in the orthogonal component toN . One may use the orthogonal decompositionTM ∼=
T N ⊕ T N⊥, and consider

gij ∂

∂t i
⊗s

∂

∂tj
∈ TM ⊗s TM ∼= (T N ⊗s T N)⊕ (

T N ⊗s T N⊥
)⊕ (

TN⊥ ⊗s T N⊥
)
.

The cross term vanishes and hence on obtains a symmetric bilinear from onT N ⊗s T N . In canonical
coordinates (and hence for a semi-simple Frobenius manifold)

(2)gij =
m∑
i=1

ηii

ui

(
dui

)2
,

and similar looking formulae hold for the induced metrics on a natural submanifold. Although
induced metric will no longer, in general, be flat, certain special curvature properties remain.
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Lemma 3.10. Consider two diagonal metrics(i = 1,2)

(i)g =
n∑

r=1

(i)grr
(
dur

)2

with rotation coefficients(r)βij and (i)Hr =
√

(i)grr . Let

(2)grr =
(1)grr

ur

and

(3.5)(Λ)grr = (2)grr +Λ(1)grr .

Then

(Λ)Γ
ij

k = (2)Γ
ij

k +Λ(1)Γ
ij

k ,

(Λ)Rij
rs = (2)Rij

rs +Λ(1)Rij
rs

where(Λ)Γ
ij

k and (Λ)R
ij
rs are the appropriate Christoffel and curvatures of the pencil of metric(3.5).

Thus any semi-simpleF manifold carries such a pencil, and in particular, so does any na
submanifold of a Frobenius manifold. In the terminology of [14], on such (sub)-manifolds one
pencil of compatible metrics. It is this result that will be behind the study of induced bi-Hamilto
structures on natural submanifolds that will be given in the next section. Pure discriminant subm
have further special properties:

Theorem 3.11 [4]. LetM be a Frobenius manifold and letN be a pure discriminant submanifold. Th
the metric onN induced from(2)g is flat.

Thus on a pure discriminant one has a distinguished coordinate system being the flat coordin
the second induced metric. Examples will be given in the next section (see also Main Example B

(2)βij =
√

ui

uj

(
(1)βij

)
(and note that the second metric will not be Egoroff) it follows from

∂k
(2)βij − (2)βik

(2)βkj =
√

ui

uj

(
∂k

(1)βij − (1)βik
(1)βkj

)
that (1)Rij

ik = 0, as stated at the end of the last section.

3.3. Tangent vectors to a natural submanifold

The intersection form of a Frobenius manifoldM enables one to construct natural vector fields tang
to a natural submanifold. In a flat coordinate system{t i} wheree = ∂1, (2)gmi = Ei , so the component
of the last row/column of the intersection form are the components of the Euler vector field whi
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definition, is tangent to a natural submanifold. Consider the vector fields defined onN by

V (α) =
(

∂ti

∂τα

(1)gij
(2)gjk

)∣∣∣∣
N

∂

∂tk

which a priori lie inTM . Using (2.6) and the fact that

Ek
∣∣
N
=Eα

N

∂tk

∂τα

it follows that the component ofV (α) in T N⊥ is(
Ξα̃

αβE
β

N

) ∂

∂να̃

and hence is zero.
Using techniques identical to the above, one may show that if

(3.6)X ◦ Y ∈ TN ∀X ∈ TN, Y ∈ TM

then them vector fields

V (i) = (2)gij ∂

∂tj

are all tangential to the submanifold. In the semi-simple case one may show, using their e
parametrization, that the only natural submanifolds which satisfy the above condition are
discriminants. For Frobenius manifolds based on Coxeter groups this result is already known
and more generally [4,10]. For codimension one discriminants a simple proof that (3.6) holds m
given using the decomposition of the unity vector fielde= e�+ e⊥. Since, ifN is a natural submanifold
X ◦ e⊥ = 0,∀X ∈ TN then because any vector inT N⊥ must be a multiple ofe⊥ the result follows.

3.4. Examples of Frobenius submanifolds

Frobenius submanifolds certainly exist—any flat caustic, if they exist, of a semi-simple Frob
manifold will inherit the structure of a Frobenius manifold. In theory this gives a way to find
submanifolds, though in practice it would be computationally difficult. A more practical way
look for submanifolds which are hyperplanes (in the flat coordinates{t i}, and coordinate hyperplane
in particular).

Example 3.12. Let I ⊂ {1,2, . . . ,m} and suppose thatN is given by the conditionst i = 0 for i /∈ I . Then
the obstruction reduces to the algebraic condition

ckij

∣∣
N
= 0, i, j ∈ I, k /∈ I.

This condition was derived in [19] in the context of Frobenius manifolds constructed from Co
groups. Here it is a specialization of the more general condition (2.7).

Example 3.13. [13, Section III.8.7.1].
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Table 1
Frobenius submanifolds associated with Coxeter groups

Coxeter group Coxeter subgroup

A2n+1 Bn

Dn+1 Bn

D5 H3
E6 F4
E8 H4

W (arbitrary) I2 (Coxeter number ofW )

Table 2
Extended affine Frobenius submanifolds

Extended affine Coxeter group Extended affine Coxeter subgroup

Ak=n
l=2n−1 Cn

Dn+1 Bn

E6 F4
W (arbitrary) Ak=1

l=1

It is not clear, but follows from the results above, that these submanifolds are caustics.
Large numbers of examples may be found using these results. For example, for Frobenius m

constructed from Coxeter groups one finds that the submanifold associated with another Coxete
obtained by ‘folding’ the original Coxter diagram. For example theH3-Frobenius contains the Frobeni
manifoldI2(10) as a submanifold, which corresponds to the folding

� � � � � �5 10

� �
� �fold

The possible foldings, and hence submanifolds, of Coxter groups, are given in Table 1.
These results may also be generalized to Frobenius manifolds constructed from extende

Coxeter groups [5] (and probably more generally too, since notions of foldings exist more ge
in singularity theory). The analogous results are given in Table 2.

However, such submanifolds are just hyperplanes. More interesting examples may be constru

Example 3.14. Frobenius submanifolds ofA3 (this is a special case of Main Example A). For theA3-
singularity one takes the polynomial

p(z)= z4+ a1z
2+ a2z+ a3

and constructs the metric via the formula (1.1). This metric is flat, though not in flat coordinates,
are given by

a1= t3,

a2= t2,

a3= t1+ 1
t2
3 .
8
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In these coordinates the metric takes the standard antidiagonal form. Having fixed the flat coordin

(3.7)p(z)= x4+ t1+ 1

8
t2
3 + t2x + t3x

2

the algebra is defined by

cijk =− res
x=∞

∂tif ∂tj f ∂tkf

∂zf
dz.

From this the prepotential may be constructed. The canonical coordinates are now defined as roo
cubic (3.4). The discriminant and caustics may easily be calculated from this cubic.

Discriminant (the induced structure on the discriminant does not define a Frobenius manifold
results are given here for use in the next section). Ifui = 0 then from (3.4) det( (2)gij )= 0, or

(3.8)−t3
1 +

27

256
t4
2 −

9

16
t1t

2
2 t3+

1

8
t2
1 t

2
3 −

7

128
t2
2 t

3
3 +

1

64
t1t

4
3 −

1

512
t6
3 = 0.

This is precisely the condition for the polynomial (3.7) to have a repeated root, i.e., it d
a discriminant hypersurface. Using the fact that such surfaces are ruled one may easily o
parametrization of the surface

t1=+2−9(u4− 6u2v2− v4),
t2=+2−4uv2,

t3=−2−3
(
u2+ v2

)
,

whereu andv are the flat coordinates for the induced intersection form. Such an explicit parametri
will be used in the next section to construct induced bi-Hamiltonian structures on this discriminan

Caustics. If ui = uj for somei �= j then the polynomial (3.4) must have a double root, and
condition for this is either (a)t2 = 0 or (b) 27t2

2 + 8t3
3 = 0. These surfaces correspond to the cylind

over the Maxwell strata and caustic of the polynomial (3.7). The induced structures on these s
define Frobenius manifolds (corresponding to the Coxeter groupI2(4)): the structure on the (a) bein
studied by Zuber [19] and on (b) by the author [17]. Note how the two parts in the definition of a n
submanifold are used; the induced multiplication on the flat surfacet2

2 + kt3
3 = 0 is associative for al

values ofk, but the Euler field is tangential only for the two special values ofk given above.

Further examples may be obtained by tensoring Frobenius manifolds together and restricting st
to various hyperplanes [13,17].

4. Induced bi-Hamiltonian structure

An equation of hydrodynamic type is, by definition, of the form

(4.1)Ui
T = V i

j

(
Uk

)
U

j

X.

It was observed by Riemann that such system transform covariantly with respect to arbitrary cha
dependent variables̃Ui = Ũ i(U). It is not surprising therefore that geometrical ideas should be us
the study of such equations. Associated with any semi-simple Frobenius manifold is a bi-Hami
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hierarchy of such hydrodynamic equations. The aim of this section is to show how one may co
such systems onto a natural submanifold while retaining its bi-Hamiltonian structure. In this ca
system (4.1) may be diagonalised

ui
T = λi(u)ui

X, i = 1, . . . ,m.

(Note that a diagonalised system is defined in terms of Riemann invariants

Ri
T = λi(R)Ri

X

and these are only defined up toRi �→ R̃i(Ri) transformation. The canonical coordinates are spe
examples of Riemann invariants, and do no have such a freedom.) Theλi are known as the characteris
speeds of the system. It is immediate from this diagonal form that if the mild finiteness condition

(4.2)λj
∣∣
λi=0 <∞

holds then one may restrict the system to the discriminantui = 0. To reduce the system to a caus
ui − uj = 0 requires the much stronger condition

(4.3)
(
λi − λj

)∣∣
ui−uj=0= 0

together with a mild finiteness condition for the remainingλi . Such constraints do hold for the syste
associated with semi-simple Frobenius manifolds and this will be proved below.

Before this a more general discussion will be given which will associateF manifolds with certain
diagonal sets of equations.

4.1. Semi-Hamiltonian systems and curvedF -manifolds

Definition 4.1. A diagonal system of hydrodynamic type

ui
T = λi(u)ui

X, i = 1, . . . ,m,

is semi-Hamiltonian if there exists a diagonal metric

g =
m∑
i=1

gii(u)
(
dui

)2

satisfying the equations

∂j log
√
gii = ∂jλ

i

λj − λi

for i �= j .

On cross differentiating on obtains the identities

∂k
∂jλ

i

λj − λi
= ∂j

∂kλ
i

λk − λi
,

for distincti, j, k. All semi-Hamiltonian systems are integrable, via the generalized hodograph tran
Such systems possess an infinite number of commuting flows

ui
T ′ =wi(u)ui

X
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(4.4) to
where thewi are solutions of the linear system

∂wi

wj −wi
= ∂jλ

i

λj − λi
, i �= j,

which exists since its integrability follows from the definition of semi-Hamiltonian. If the metri
homogeneous with respect to the vector fieldE, so

Eηii = (D − 2)ηii

them one obtains a semi-simpleF manifold. It also follows from the definition of semi-Hamiltonian th
the only non-zero curvature components areR

ij

ij , for i �= j .

Example. Consider the system

(4.4)ui
T =

(
m∑

r=1

ur + 2ui

)
ui
X, i = 1, . . . ,m,

which corresponds to the dispersionless limit of the coupled KdV hierarchy [2,8]. Such a system i
Hamiltonian with metric

g =
m∑
i=1

{∏
r �=i(u

r − ui)

φi(ui)

}(
dui

)2
, φi arbitrary.

The metric(1)g is defined as the above metric withφi = 1, and is homogeneous with respect to the E
vector field, and so one obtained semi-simpleF manifold. This metric is not Egoroff, so one does n
obtain a Frobenius manifold, nor can it be a natural submanifold of a semi-simple Frobenius ma
This metric is, however flat; in flat coordinates

(1)gij =
(0 0 1

0 1 0
1 0 0

)
, (2)gij =

( 0 −1 t1/2
−1 0 t2/2
t1/2 t2/1 t3

)
(both flat) and the Euler and identity fields are

E = t1∂1+ 2t2∂2+ 3t3∂3,

e= 3∂1+ 1

2
t1∂2− 1

2
t2∂3.

The associative multiplication is somewhat complicated when written in the flat coordinate system
also that

det
[
(1)g

]=∏
i �=j

(
ui − uj

)2
,

so the metric is degenerate on bifurcation diagrams.

This example may also be used to illustrate how one may reduce hydrodynamic systems to bifu
diagrams and discriminants, and also some of the problems that may arise. Restricting the system
a discriminant is trivial—the form of the equations is unchanged. On a bifurcation diagram{k1, . . . , kr}
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ui
T =

(
n∑

r=1

kru
r + 2ui

)
ui
X, i = 1, . . . , n,

which remains semi-Hamiltonian (in fact for all values for theki ) with metric

(1)gC =
n∑

i=1

∏
r �=i

(
ur − ui

)ki (
dui

)2
.

Thus one obtains a ‘stratified’ space where(1)g is defined everywhere except on bifurcation diagra
but with another metric(1)gC on the bifurcation diagram (which in term is defined everywhere on
bifurcation diagram except at sub-bifurcation diagrams etc.).

4.2. Bi-Hamiltonian hierarchies associated to Frobenius manifolds

Given a Frobenius manifold there exits an associated hierarchy of hydrodynamics type, wh
terms of flat coordinates{tα} are given by

(4.5)
∂tγ

∂T (α,p)
= c(α,p)β

γ ∂Xt
β,

{
α = 1, . . . ,m,

p = 0, . . . ,∞.

The primary part of the hierarchy is defined by

∂tγ

∂T (α,0)
= cαβ

γ ∂Xt
β.

From the flatness of the extended connection it follows that there exists functionsh(α,p) which satisfy the
relation

∂2h(α,p)

∂tαtβ
= cαβ

γ ∂h(α,p−1)

∂tγ

with the initial conditionh(α,0) = tα = ηαβt
β . These define Hamiltonians

H(α,p) =
∫

h(α,p+1) dX

which are conserved with respect to all flows. Here the Hamiltonian structure is define
the fundamental theorem of Dubrovin and Novikov, by any flat metricg. For functionalsF =∫
f (t, tX, . . .) dX, G= ∫

g(t, tX, . . .) dX the Hamiltonian is defined by

{F,G} =
∫

δF

δti
Aij δG

δtj
dX

where

Aij = gij (t)
d

dX
− gisΓ

j

sk(t)t
k
X.

Heregij is the (inverse) flat metric andΓ jk

i the corresponding Christoffel symbols. The zero-curva
condition ensures that the bracket satisfies the Jacobi identity.
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On a given Frobenius manifoldM one has a pencil of flat metrics(Λ)gij =(2) gij +Λ(1)gij , and this
then gives rise to a bi-Hamiltonian structure

{F,G}Λ = {F,G}2+Λ{F,G}1.
It then follows that the hierarchy (4.5) is Hamiltonian with respect to the Poisson bracket defin
{., .}2 in addition to being Hamiltonian with respect to the Poisson bracket defined by{., .}1. In particular,
one has the following equation

(4.6)
{
tγ ,H(β,q−1)

}
2=

(
q +µβ + 1

2

){
tγ ,H(β,q)

}
1+

q∑
k=1

(Rk)
σ
β

{
tγ ,H(σ,q−k)

}
1

where the matricesRk are defined in terms of the monodromy atz = 0 of the system̃∇z d
dz
ξ = 0 (for a

precise formulation see [6]). The constantsµβ are defined by the formula for the Euler vector field
flat-coordinates)

E =
∑
β

{(
1− d

2
−µβ

)
tβ + rβ

}
∂

∂tβ

(andd is defined byE(F)= (3− d)F + quadratic terms whereF is the prepotential of the Frobeniu
manifold).

The following theorems on the restriction of hierarchies to natural submanifolds are formal—
implicitly assume that various functions are finite on the submanifold. For specific classed of Fro
manifolds one may show that the quantities are finite (see, for example, Example 5.1), but it woul
to be very difficult to say anything about the values of these functions on natural submanifold
generalFrobenius manifold.

Theorem 4.2. Let M be a semi-simple Frobenius manifold. Then the restriction of the bi-Hamilto
hierarchy(4.5) to a natural submanifold remains bi-Hamiltonian.

Proof. Given an arbitrary submanifoldN of a flat manifoldM one may constrain, using the Dira
procedure the corresponding Hamiltonian structure onM to the submanifoldN [7]. This results in a
Hamiltonian structure of the form

{F,G} =
∫

δF

δτα
Aαβ δG

δτβ
dX

where

Aαβ = gαβ(τ)
d

dX
− gαµΓ β

µν(τ)τ
ν
X +

∑
α̃

wα
α̃µτ

µ
x (∇⊥)−1w

β

α̃ν
τ ν
x .

Heregαβ is the (inverse) induced metric onN,Γ α
µν the corresponding Christoffel symbols, andwα

α̃β
the

Weingarten operators of the submanifold. The operator∇⊥ is defined by

∇⊥φα = d

dX
φα + ωα

βφβ

whereωα
β are the normal connection one-forms.



94 I.A.B. Strachan / Differential Geometry and its Applications 20 (2004) 67–99

old to
e. Care
as the

e case
w this
g

n by

f objects
Recall, from Lemma 3.10, that on a natural submanifold
(Λ)Γ

ij

k = (2)Γ
ij

k +Λ(1)Γ
ij

k ,

(Λ)Rij
rs = (2)Rij

rs +Λ(1)Rij
rs.

This then implies that if one restricts the flat bi-Hamiltonian structure on the Frobenius manif
any natural submanifold one obtains a new bi-Hamiltonian structure with non-local tails, as abov
has to be taken with the structure of the non-local tail for the curved pencil; it is twice as long
codimension, each half containing the non-local tail of one of the individual metrics.✷

It is not obvious from this result that the resulting system is still local. This may be shown to b
by directly studying the restriction of the hierarchy (4.5) onto a natural submanifold. In order to sho
the system will first be rewritten in canonical coordinates.1 Extensive use will be made of the followin
formulae, all of which are derived in [4]:

cαβγ =
m∑
i=1

ψiαψiβψiγ

ψ1i
,

∂tα

∂ui
=ψi1ψi

α,
∂ui

∂tα
= ψiα

ψi1
,

whereψ2
i1= η11. Indices onψ are raised and lowered usingηαβ , soψi

α =ψiβη
βα and

m∑
i=1

ψiαψiβ = ηαβ,

m∑
i=1

ψi
αψi

β = ηαβ

and crucially the following:

(4.7)
(
uj − ui

)
βij =

∑
α

(
qα − d

2

)
ψiαψj

α.

In canonical coordinates these become

∇i∇jh(α,p) = δij
∂h(α,p−1)

∂uj

and

(4.8)λi
(α,p) = ηii∇i∇ih(α,p)

(4.9)= 1

ηii

∂h(α,p−1)

∂ui

where∇ is the Levi-Civita connection of the first metric.
In canonical coordinates the characteristic speeds of the primary part of the hierarchy are give

λi
(α,0) =

∂ui

∂tα
.

1 N.B. The notation used in the rest of this section differs from that used above. Greek letters denote components o
in flat coordinates, and Latin letters denote components of objects in canonical coordinates. Alsoη will refer to the metric(1)g.
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Thus conditions (4.2) and (4.3) become, respectively, the conditions

(4.10)
∂ui

∂tα

∣∣∣∣
uj=0

<∞,

and

(4.11)
∂(ui − uj )

∂tα

∣∣∣∣
ui−uj=0

= 0.

If these conditions hold for the primary part of the hierarchy, then they hold for the entire hierarch

Theorem 4.3. Suppose that condition(4.11)holds, and that the set{µβ} does not contain negative hal
integers. Then(

λi
(β,q+1)− λ

j

(β,q+1)

)∣∣
ui−uj=0= 0

and hence the entire hierarchy may be restricted onto the bifurcation diagramui − uj = 0.

Proof. Eq. (4.6) implies the following relation

{
ui,H(β,q−1)

}
2=

(
q +µβ + 1

2

)
λi
(β,q+2)+

q∑
k=1

(Rk)
σ
β λ

i
(σ,q−k+2).

The left-hand-side may be expanded

{
ui,H(β,q−1)

}
2=

ui

ηii

[
∂2

∂ui2
−
∑
r

(2)Γ
r

ii

∂

∂ur

]
h(β,q)

and since, by definition,

λi
(β,q+1)=

1

ηii

[
∂2

∂ui2
−

(1)∑
r

Γ r
ii

∂

∂ur

]
h(β,q),

one may eliminate the second derivatives to obtain

{
ui,H(β,q−1)

}
2= uiλi

(β,q+1)+
ui

ηii

[∑
r

(
(1)Γ r

ii − (2)Γ r
ii

)∂h(β,q)

∂ur

]
.

Expanding the Christoffel symbols (see Proposition 3.8) and using Eqs. (4.7)–(4.9) gives

ui

ηii

[∑
r

(
(1)Γ r

ii − (2)Γ r
ii

)∂h(β,q)

∂ur

]
=

∑
α,γ,r �=i

ηrrη
αγ

[(
qα − d

2

)
λr
(γ,0)λ

r
(β,p+1)

]
λi
(α,0)+

1

2
λi
(β,q+1),

since

λi
(β,0)=

∂ui

β
= ψiβ

.

∂t ψi1
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Putting these formulae back together yields the following recursion relation between the charac
speeds:(

q +µβ + 1

2

)
λi
(β,q+2)=

(
1

2
+ ui

)
λi
(β,q+1)−

q∑
k=1

(Rk)
σ
βλ

i
(σ,q−k+2)

+
∑

α,γ,r �=i
ηrrη

αγ

[(
qα − d

2

)
λr
(γ,0)λ

r
(β,p+1)

]
λi
(α,0).

This shows two things; firstly that if one can restrict the primary part of the hierarchy onto a discrim
then one may restrict the entire hierarchy, and also that(

λi
(β,p)− λ

j

(β,p)

)∣∣
ui−uj=0= 0

if the results holds forα = 0. Hence the result. Note that if technical requirement on the set{µβ} is to
ensure the coefficient ofλi

(β,q+2) is always non-zero. ✷
As already pointed out, these results are formal, depending on the nondegeneracies of

quantities when restricted to the submanifold. An example of what can happen when degeneracie
will be given in the next section, where the results are illustrated by means of various examples.

5. Examples

The Main Examples A and B in the introduction are concrete examples of the general theory dev
in this paper. The following examples are self-explanatory. Further examples may be found in [17

Example 5.1 (TheAn caustics). The construction of the Frobenius manifold based on the Coxeter g
An was given in Main Example A. It follows that

∂ui

∂tα
= ∂p

∂tα

∣∣∣∣
z=αi

.

On a causticui = uj implies thatαi = αj (which is not true on a Maxwell strata), so

∂ui

∂tα

∣∣∣∣
ui−uj=0

= ∂p

∂tα

∣∣∣∣
z=αi, αi=αj

= ∂uj

∂tα

∣∣∣∣
ui−uj=0

.

Hence one may restrict theAn hierarchy onto any caustic. The same should be true for restriction
Maxwell strata.

Example 5.2 (The A3 discriminant). This example is a continuation of Example 3.14. Using
parametrization of the swallowtail discriminant given there, the induced metrics become

ηN =
(−u4+ 3u2v2+ v4)du2+ 2uv

(
u2+ 4v2)dudv + v2(7u2+ v2)dv2,

gN =−du2− dv2.
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Note that detηN = v2(v2− 2u2)3. The submanifolds given by detηN = 0 correspond to the componen
of the subdiscriminant(1,0,0). In terms of the polynomial (3.4) these correspond to further degener
amongst the its zeroes.

The induced algebra, Euler vector field and unity vector field are given by:

∂u 1 ∂u =
[
u
(
u2− 2v2)/64

]
∂u−

[
v
(
u2+ v2)/64

]
∂v,

∂u 1 ∂v =−
[
v
(
u2+ v2

)
/64

]
∂u −

[
3uv2/64

]
∂v,

∂v 1 ∂v =−
[
3uv2/64

]
∂u−

[
v
(
4u2+ v2

)
/64

]
∂v,

EN = u∂u+ v ∂v,

eN = [192uv/8] ∂u −
[
64
(
u2+ v2

)
/8

]
∂v,

where8= v(2u2− v2)2.
The T = T (3,1)-flow for the A3 Frobenius manifold may be calculated and then restricted onto

discriminant to yield the hydrodynamic system

uT =
(
3u2− 3v2

)
ux − 6uvvx,

vT =−6uvux −
(
3u2+ 3v2

)
vx.

This may easily be put into Hamiltonian form using the induced intersection form (up to some o
constants)(

u

v

)
T

=
(

1 0
0 1

)
d

dX

(
∂uh

∂vh

)
whereh= u4− 6u2v2− v4. Thish belongs to a family given by hypergeometric functions

h(1,r)(u, v)= ur
2F1

(
− r

2
,

1− r

2
,

3− r

4
; 1

2

(
v

u

)2)
,

the second familyh(2,r) coming the second linearly independent solution of the correspon
hypergeometric equation.

Example 5.3. Consider the Frobenius manifold defined by the prepotential and Euler vector field [1

F = t1t2t3− 1/2t2(t3)2+ 1/2t4(t1− t3)2− t3et
2 + et

4(
1+ t3e−t

2)+ 1/2
(
t3)2(

log t3− 3/2
)
,

E = t1∂1+ ∂2+ t3∂3+ 2∂4.

The submanifold corresponding to the limitt4→−∞ is a caustics, since the polynomial (3.4) ha
repeated root. However the inverse metric on this caustic is degenerate:

(1)gij =
(0 1 0

1 0 1
0 1 0

)
.

Thus the ideas in this paper cannot be directly applied. However, the algebra on this submanifol
associative, with product

∂

∂ti
◦ ∂

∂tj
=

3∑
cij

k
∣∣
t4→−∞

∂

∂tk

k=1
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so

∂i ◦ ∂1= ∂i,

∂2 ◦ ∂2=−et2∂2− t3et
2
(∂1+ ∂3),

∂2 ◦ ∂3=−et2(∂1+ ∂3),

∂3 ◦ ∂3=−∂3+ 1/t3∂2.

One may also reduce the corresponding hydrodynamics systems onto this submanifold, but the
while bi-Hamiltonian, have non-trivial Casimirs. Further investigation of such degenerate ca
similar to the classical limit of quantum cohomology, requires further study.

6. Comments

There are clearly many questions that may be addressed on the structure of submanifolds in
and of submanifolds in particular. Some of the most interesting concern the connection withτ -functions
are isomonodromy. For an arbitrary integrable system with conserved densitieshk one may defined th
1-form

ω=
∑
i

hi dTi+1

which is closed. This then implies the existence of a so-calledτ function

hk = ∂ logτ

∂X∂Tk+1
.

This type of definition predates more sophisticated definitions based on Grassmannians and loop
On a submanifoldN ⊂M one may pull back the form, which remains closed, and hence one may
a τ -functions for the submanifold. For the dispersionless integrable systems associated with Fr
manifolds the central object is the isomonodromicτ -function, denotedτI . It would be of interest to
see how such an object, and the whole theory of isomonodromy, behaves on a natural subm
One problem is that most of the objects are defined onC

m\caustics, so various limiting arguments w
have to be used to understand the behaviour of the objects on the caustics themselves. The
Frobenius submanifolds lie in such caustics suggests that this may be possible, at least in som
The singular nature of theτI function on natural submanifolds is also reminiscent of the work of
where singularities inτ functions are labeled by Young tableaux. This suggest that a general stu
the zero/singular set ofτ -functions would be of interest. Intimately connected with theτI -function is the
whole question of how one may deform these dispersionless hierarchies [6].

Other interesting questions include:

• To what extent, if at all, does a natural submanifold of a Frobenius manifold define a (top
cal/cohomological) quantum field theory?

The fact that one has a Frobenius algebra on each tangent space indicates that such an interpret
be possible. Also much of the discussion on cohomological field theories in [13] may be repro
without the flatness and condition and the existence of a prepotential. A simpler question woul
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e larger
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tions.
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s, Adv.
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–219.
omm.

Witten

in: S.P.

(1991)

rarchies,

rability:

110.

J. Math.

Guest,
Series,
understand how the field theory corresponding to a Frobenius submanifold is embedded within th
field theory.

• Do natural submanifolds carry information relevant to enumerative geometry and quantum co
ogy?

In the case of Frobenius submanifolds the information they can contain includes certain con
Gromov–Witten invariants of the ambient manifold [13,17].
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