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Abstract

In this paper we classify linear maps preserving commutativity in both directions on the
space N(F) of strictly upper triangular (n + 1) × (n + 1) matrices over a field F. We show
that for n � 3 a linear map ϕ on N(F) preserves commutativity in both directions if and only
if ϕ = ϕ′ + f where ϕ′ is a product of standard maps on N(F) and f is a linear map of N(F)

into its center. © 2002 Elsevier Science Inc. All rights reserved.
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1. Introduction and statement of results

Let M be a matrix space over a field F. A linear map ϕ on M is said to be com-
mutativity preserving if ϕ(A) commutes with ϕ(B) for every pair of commuting
elements A, B ∈ M . It is said to be commutativity preserving in both directions when
the condition AB = BA holds if and only if ϕ(A)ϕ(B) = ϕ(B)ϕ(A). It is one of
the linear preserver problems to classify commutativity preserving linear maps on
matrix spaces (see [10, Section 3.4], [11] and [14, Section 7.1]). Several authors
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have classified commutativity preserving linear maps on a number of variations of
matrix spaces, see [1,5,6,9,12,13,15–17].

In this paper, we will classify linear maps preserving commutativity in both direc-
tions on the space N(F) of strictly upper triangular (n + 1) × (n + 1) matrices over
an arbitrary field F. Our main result is:

Theorem 1.1. Let n � 3. A linear map ϕ on N(F) preserves commutativity in both
directions if and only if ϕ is of the form

ϕ = ψcωµ
(n2)
b4

µ
(12)
b3

µ
(n1)
b2

µ
(11)
b1

σT + f, (1.1)

where the factors in the first term on the right-hand side are standard maps on N(F)

and f is a linear map of N(F) into its center.

We will give the definitions of standard maps on N(F) in Section 2 and prove
this theorem in Section 3. By Theorem 1.1, we can obtain the following theorems
(Theorems 1.2 and 1.3).

Theorem 1.2. Let n � 3. Regard N(F) as an associative algebra over F. A map ϕ

on N(F) is an F-algebra automorphism if and only if ϕ is of the form

ϕ = σT (1 + f ), (1.2)

where both σT and 1 + f are standard F-algebra automorphisms of N(F).

On the other hand, we define the bracket operation [A, B] = AB − BA on N(F).
It is clear that ϕ is commutativity preserving in both directions if and only if it pre-
serves zero brackets in both directions. In this paper, we will use this fact repeatedly.

The bracket operation defines a structure of Lie algebra on N(F). Choi et al. [6]
mentioned that the results on linear maps preserving commutativity can be viewed
in the content of Lie algebra, where one assumes that the linear map preserves ze-
ro products and the conclusion is that the map “essentially” preserves all products.
Marcoux and Sourour [12] also pointed out that the linear maps that preserve zero
Lie brackets in both directions differ only slightly from those that preserve all Lie
brackets. These assertions are also true for the strictly upper triangular matrix space
N(F) when n � 3. In fact, we have the following theorem.

Theorem 1.3. Let n � 3. Regard N(F) as a Lie algebra over F. A map ϕ on N(F)

is a Lie automorphism if and only if ϕ is of the form

ϕ = ωµ
(n1)
b2

µ
(11)
b1

σT (1 + f ) if char F /= 2 (1.3)

or

ϕ = ωµ
(n2)
b4

µ
(12)
b3

µ
(n1)
b2

µ
(11)
b1

σT (1 + f ) if char F = 2, (1.4)

where the factors on the right-hand side are standard Lie automorphisms of N(F).
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We will define standard F-algebra automorphisms and standard Lie automor-
phisms in Section 2 and prove Theorems 1.2 and 1.3 in Section 3.

Remark 1. The result of Theorem 1.2 is covered with our earlier one in [4], where
for n � 1 we characterize R-algebra automorphisms of strictly upper triangular ma-
trices over an arbitrary commutative ring R.

Remark 2. In [3], for n � 3 we characterize Lie automorphisms of strictly upper
triangular matrices over a local ring that contains 2 as a unit and an integral domain
of characteristic other than 2. In [3], ω, µ

(n1)
b2

µ
(11)
b1

and 1 + f are called graph, ex-
tremal and central automorphisms, respectively, and σT is called inner or diagonal
automorphism according as T is an upper triangular matrix having entries 1’s on the
main diagonal or an invertible diagonal matrix. It follows from Theorem 1.3 that over
a field F of characteristic 2 there exist Lie automorphisms of N(F) which cannot be
expressed as a product of standard automorphisms defined in [3]. So for N(F) over
a field F of characteristic 2 the result of Theorem 1.3 is new.

Remark 3. For descriptions for Lie automorphisms of the upper triangular matrices
over a commutative ring, see [2,7].

2. Preliminaries and notations

Let F be an arbitrary field and F∗ the group of non-zero elements of F. Let
Mn+1(F) be the full matrix space of (n + 1) × (n + 1) matrices over F, and N(F)

the subspace of strictly upper triangular matrices in Mn+1(F). Let T (F) be the group
of invertible upper triangular matrices in Mn+1(F) and U(F) the group of upper
triangular matrices having entries 1’s on the main diagonal in Mn+1(F). Denote by E
the identity matrix in Mn+1(F) and by Eij the matrix with sole non-zero element 1 in
the (i, j) position. Then, {Eij | 1 � i < j � n + 1} is the canonical basis of N(F).
For a matrix X, we denote by Xt the transpose of X and use corresponding lower case
with subscripts xij to denote the (i, j) entry of X. If X is invertible, denote by x∗

ij the

(i, j) entry of X−1. For convenience sake, in a matrix expression X = ∑
xij Eij the

subscript i can be less than 1 and the subscript j can be greater than n + 1 and we
use the convention that the coefficient xij is regarded as zero if i < 1 or j > n + 1
in some term xij Eij .

Clearly, the following sets

Nk =

X ∈ N(F)

∣∣∣∣∣∣ X =
∑

j−i�k

xij Eij


 , k = 1, 2, . . . ,

are ideals of the F-algebra N(F) and Nn is the center of the F-algebra N(F). We
assume Nk = {0} for k > n. It is easy to check that
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NkNl = {
XY | X ∈ Nk, Y ∈ Nl

} ⊆ Nk+l .

Denote by S the set of all linear maps on N(F) that preserve commutativity in
both directions and by S′ the set of all bijections in S. Denote by 1 the identity map
on N(F).

Linear maps of N(F) into its center are given by X �→ f (X)E1,n+1 where f :
N(F) → F is a linear functional. We will use the term “linear functional on N(F)”
to denote both the linear functional of N(F) as well as the corresponding linear map
of N(F) into its center. It is clear that for ϕ ∈ S and a linear functional f on N(F),
the map ϕ + f : X �→ ϕ(X) + f (X)E1,n+1 is in S.

It is easy to check that when n�3 the following linear maps on N(F) are all in S:
(a) ψc : X �→ cX where c is a constant in F∗.
(b) σT : X �→ T −1XT where T ∈ T (F).
(c) ω=1 or ω0 where ω0 :X �→−RXtR with R=E1,n+1+E2n+· · ·+En2+En+1,1.

(d) µ
(ij)
b for b ∈ F, i = 1, n and j = 1, 2, are defined by

µ
(11)
b : X �→ X + bx12E2,n+1, µ

(n1)
b : X �→ X + bxn,n+1E1n,

µ
(12)
b : X �→ X + bx12E3,n+1 + bx13E2,n+1,

and

µ
(n2)
b : X �→ X + bxn,n+1E1,n−1 + bxn−1,n+1E1n.

We call the linear maps of types (a)–(d) defined above standard maps.
It is clear that σT is an F-algebra automorphism of N(F) and if f is a linear func-

tional satisfying the additional condition: f (XY ) = 0 for any X, Y ∈ N(F), then
1 + f is also an F-algebra automorphism of N(F). These automorphisms are called
standard F-algebra automorphisms of N(F).

On the other hand, σT , ω and µ
(i1)
b , i = 1, n, are all Lie automorphisms of N(F),

and if f is a linear functional satisfying the additional condition: f ([X, Y ]) = 0 for
any X, Y ∈ N(F), then 1 + f is also a Lie automorphism of N(F). In addition, when
char F = 2, both µ

(12)
b and µ

(n2)
b are also Lie automorphisms of N(F). These auto-

morphisms are called standard Lie automorphisms of N(F). The automorphisms
µ

(11)
b , µ

(n1)
b are called extremal automorphisms in [3] and when char F = 2, the auto-

morphisms µ
(12)
b and µ

(n2)
b are generalization of the extremal automorphisms in [3].

For the notion for extremal automorphisms of N(F), we are motivated by Gibbs [8],
where the automorphisms of certain unipotent subgroups of Chevalley groups and
Steinberg groups over a field are discussed.

Lemma 2.1.
(i) If ϕ ∈ S, then Ker ϕ ⊆ Nn.

(ii) ϕ ∈ S′ if and only if ϕ(E1,n+1) /= 0.

(iii) If ϕ ∈ S′, then ϕ(E1,n+1) = cE1,n+1 for some c ∈ F∗.

(iv) If ϕ ∈ S and f is a linear functional on N(F), then both ϕf and f ϕ are linear
functionals on N(F).
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Proof. (i) If X ∈ N(F) such that ϕ(X) = 0, then for any Y ∈ N(F) we have ϕ(X)

ϕ(Y ) = ϕ(Y )ϕ(X). So XY = Y X, i.e., X is in the center Nn of the F-algebra N(F).
(ii) Clearly, if ϕ is bijective, we have ϕ(E1,n+1) /= 0. Conversely, if ϕ(E1,n+1) /=

0 and ϕ is not bijective, then there exists some non-zero X ∈ N(F) such that ϕ(X) =
0. By (i) we have X = cE1,n+1 with some c ∈ F∗. It follows that ϕ(E1,n+1) = 0, a
contradiction.

(iii) The assertion follows from the fact that ϕ(Nn) = Nn and (ii).
(iv) It is clear that for f ϕ the assertion is true. It is easy to see that if ϕ(E1,n+1) =

cE1,n+1, then ϕf = cf . �

Lemma 2.2.
(i) ψc′ψc = ψc′c for any c′, c ∈ F∗.

(ii) σT ′σT = σT T ′ for any T ′, T ∈ T (F).
(iii) ω2

0 = 1.

(iv) µ
(ij)

b′ µ
(ij)
b = µ

(ij)

b′+b
for any b′, b ∈ F, i = 1, n, and j = 1, 2.

Proof. The proof is trivial. �

By Lemma 2.1(ii) all the standard maps are in S′. By Lemma 2.2, it is easy to
check that ψ−1

c = ψc−1 , σ−1
T = σT −1 , ω−1

0 = ω0 and (µ
(ij)
b )−1 = µ

(ij)
−b .

Lemma 2.3.
(i) ψc commutes with every linear map on N(F). In particular, ψc commutes

with every standard map.

(ii) ω−1
0 µ

(ij)
b ω0 = µ

(kj)
b where k = n or 1 according as i = 1 or n.

(iii) ω−1
0 σT ω0 = σω0(T −1).

(iv-1) σ−1
T µ

(i1)
b σT = µ

(i1)

b′ + f where b′ ∈ F and f is a linear functional on N(F).

(iv-2) σ−1
T µ

(i2)
b σT = σT ′µ(i2)

b2
µ

(i1)
b1

+ f = µ
(i2)
b2

µ
(i1)
b1

σT ′ + f where T ′ ∈ T (F), b1,

b2 ∈ F and f is a linear functional on N(F).

(v) If n � 4, then any pair of maps of type (d) is commutative except the pairs
consisting of µ

(12)
b1

and µ
(42)
b2

when n = 4. If n = 4, we have

µ
(12)
b1

µ
(42)
b2

= σT µ
(42)
b2

µ
(12)
b1

= µ
(42)
b2

µ
(12)
b1

σT ,

where T = E − b1b2E24.

Proof. The proof is routine, but tedious. We give the proof only for (iv-2) with
i = 1. For any X ∈ N(F),

σ−1
T µ

(12)
b σT (X)

= σ−1
T µ

(12)
b (T −1XT )
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= σ−1
T

(
T −1XT + bt∗11t22x12E3,n+1

+ b
(
t∗11t33x13 + t∗11t23x12 + t∗12t33x23

)
E2,n+1

)
= X + bt∗11t22t∗n+1,n+1x12(t13E1,n+1 + t23E2,n+1 + t33E3,n+1)

+ bt∗n+1,n+1

(
t∗11t33x13 + t∗11t23x12 + t∗12t33x23

)(
t22E2,n+1 + t12E1,n+1

)
= X + b2x12E3,n+1 + (ax23 + b1x12 + b2x13)E2,n+1

+ (c1x12 + c2x23 + c3x13)E1,n+1

= (
σT ′µ(12)

b2
µ

(11)
b1

+ f
)
(X)

= (
µ

(12)
b2

µ
(11)
b1

σT ′ + f
)
(X),

where

T ′ = E + aE3,n+1, a = bt∗12t33t22t∗n+1,n+1,

b1 = 2bt∗11t22t23t∗n+1,n+1, b2 = bt∗11t22t33t∗n+1,n+1,

and

f : X �→ c1x12 + c2x23 + (c3 − a)x13,

with

c1 = bt∗11t∗n+1,n+1(t22t13 + t12t23),

c2 = bt∗12t12t33t∗n+1,n+1,

c3 = bt∗11t12t33t∗n+1,n+1. �

If X ∈ N(F), we denote by C(X) the centralizer of X in F-algebra N(F), i.e.,
C(X) = {Y ∈ N(F) | XY = Y X}.

Lemma 2.4. If X ∈ Nk\Nk+1 for 1 � k � n, then

dim C(X) � 1
2 n(n + 1) − (n − k). (2.1)

In particular, if X = Em,m+k for 1 � m � n + 1 − k, then the equality holds.

Proof. For the sake of convenience, we first give some notations. For 1 � k � n

and 1 � m � n + 1 − k, set

Um,k =


Y ∈ Nk

∣∣∣∣∣∣∣∣
Y =

∑
i<m

i+k�j<m+k

yij Eij


 ,
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Vm,k =


Y ∈ Nk

∣∣∣∣∣∣∣∣
Y =

∑
i<m

j>m+k

yij Eij




and

Wm,k =




Y ∈ Nk

∣∣∣∣∣∣∣∣∣
Y =

∑
m<i�n+1−k

j�i+k

yij Eij




.

The matrices in Um,k , Vm,k and Wm,k are of the forms

1 ··· ··· ··· k k+1 ··· ··· m−1+k m+k m+1+k ··· n+1




0 · · · 0 ∗ · · · ∗ 0 0 · · · 0
. . .

. . .
. . .

...
...

...
...

. . .
. . . ∗ 0 0 · · · 0

. . .
. . . 0 0 · · · 0

. . .
. . . 0 · · · 0

. . .
. . .

. . .
...

. . .
. . . 0

. . . 0
. . .

...

0




1

...
m−1

m

m+1

...
n+1−k

n+2−k

...
n+1

,

1 ··· ··· ··· k k+1 ··· ··· m−1+k m+k m+1+k ··· n+1




0 · · · 0 0 · · · 0 0 ∗ · · · ∗
. . .

. . .
. . .

...
...

...
...

. . .
. . . 0 0 ∗ · · · ∗

. . .
. . . 0 0 · · · 0

. . .
. . . 0 · · · 0

. . .
. . .

. . .
...

. . .
. . . 0

. . . 0
. . .

...

0




1

...
m−1

m

m+1

...
n+1−k

n+2−k

...
n+1
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and
1 ··· ··· ··· k k+1 ··· ··· m−1+k m+k m+1+k ··· n+1



0 · · · 0 0 · · · 0 0 0 · · · 0
. . .

. . .
. . .

...
...

...
...

. . .
. . . 0 0 0 · · · 0

. . .
. . . 0 0 · · · 0

. . .
. . . ∗ · · · ∗

. . .
. . .

. . .
...

. . .
. . . ∗

. . . 0
. . .

...

0




1
...

m−1

m

m+1

...
n+1−k

n+2−k

...

n+1

,

respectively.
It is clear that Um,k,Vm,k and Wm,k are left, two-sided and right ideals of the

F-algebra N(F), respectively. Moreover, we have

Um,k · Wm,k ⊆ Vm,k, V2
m,k = 0, Wm,k · Um,k = 0,

Wm,k · Vm,k = 0 and Vm,k · Um,k = 0.

Assume X ∈ Nk\Nk+1 with some xm,m+k /= 0. We write X as

X =




0 · · · 0 ∗ · · · ∗ x1,m+k ∗ · · · ∗
. . .

. . .
. . .

...
...

...
...

. . .
. . . ∗ xm−1,m+k ∗ · · · ∗

. . .
. . . xm,m+k xm,m+1+k · · · xm,n+1

. . .
. . . ∗ · · · ∗

. . .
. . .

. . .
...

. . .
. . . ∗

. . . 0
. . .

...

0




= xm,m+kEm,m+k +
m−1∑
i=1

xi,m+kEi,m+k +
n+1∑

j=m+k+1

xmj Emj + U + V + W

with U ∈ Um,k , V ∈ Vm,k and W ∈ Wm,k . Set
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T1 = E +
m−1∑
i=1

xi,m+kx−1
m,m+kEim,

T2 = E −
n+1∑

j=m+k+1

xmj x−1
m,m+kEm+k,j

and T = T1T2. Then

T −1XT = (T1T2)−1X(T1T2)

=




0 · · · 0 ∗ · · · ∗ 0 ∗ · · · ∗
. . .

. . .
. . .

...
...

...
...

. . .
. . . ∗ 0 ∗ · · · ∗

. . .
. . . xm,m+k 0 · · · 0

. . .
. . . ∗ · · · ∗

. . .
. . .

. . .
...

. . .
. . . ∗

. . . 0
. . .

...

0




= xm,m+kEm,m+k + U ′ + V ′ + W ′

with U ′ ∈ Um,k, V ′ ∈ Vm,k and W ′ ∈ Wm,k . Since dim C(X) = dim C(T −1XT )

for any T ∈ T (F), we can assume without loss of generality that

X = xm,m+kEm,m+k + U + V + W,

where xm,m+k /= 0, U ∈ Um,k, V ∈ Vm,k and W ∈ Wm,k .
Let Z = ∑

p<q zpqEpq ∈ C(X). It follows from ZX = XZ that

m−1∑
p=1

xm,m+kzpmEp,m+k + ZU + ZV + ZW

=
n+1∑

q=m+k+1

xm,m+kzm+k,qEmq + UZ + V Z + WZ, (2.2)

where ZU ∈ Um,k, ZV, V Z ∈ Vm,k, WZ ∈ Wm,k ,

ZW =

 ∑

1�p<q�n+1

zpqEpq


 ·




∑
m<i�n+1−k

j�i+k

xij Eij



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=
n+1∑

j=m+k+1

j−k−1∑
p=1


 j−k∑

i=max{p,m}+1

zpixij


 Epj (2.3)

and

UZ =


 ∑

i<m
i+k�j<m+k

xij Eij


 ·


 ∑

1�p<q�n+1

zpqEpq




=
m−1∑
i=1

n+1∑
q=i+k+1


min{m+k,q}−1∑

j=i+k

xij zjq


 Eiq. (2.4)

If we regard the entries zpq of Z as unknowns, then ZX = XZ yields a system of
1
2 n(n + 1) homogeneous linear equations in 1

2 n(n + 1) unknowns. The dimension
of C(X) is equal to that of the solution space of the system of equations. Also, we
know by (2.2)–(2.4) that the above system of equations contains the following n − k

homogeneous linear equations

xm,m+kzpm = ∑m+k−1
j=p+k xpj zj,m+k, p = 1, . . . , m − 1,

xm,m+kzm+k,q = ∑q−k

i=m+1 xiqzmi, q = m + k + 1, . . . , n + 1.

}
(2.5)

Since each of the n − k unknowns z1m, z2m, . . . , zm−1,m and zm+k,m+k+1,

zm+k,m+k+2, . . . , zm+k,n+1 occurs once and only once in all the n − k equations
in (2.5), these n − k homogeneous linear equations are linearly independent. Hence
the dimension of the solution space of the system of equations given by ZX = XZ is
less than or equal to 1

2 n(n + 1) − (n − k) and so the desired inequality (2.1) holds.
If X = Em,m+k , then Eq. (2.2) becomes

m−1∑
p=1

zpmEp,m+k =
n+1∑

q=m+k+1

zm+k,qEmq.

It is easy to see that the dimension of C(X) is equal to 1
2 n(n + 1) − (n − k). �

Lemma 2.5. For any ϕ ∈ S′, ϕ(Nk) = Nk and ϕ induces a linear bijection of the
quotient space Nk/Nk+1 onto itself, k = 1, 2, . . .

Proof. If we can prove that ϕ(Nk\Nk+1) ⊂ Nk\Nk+1, then the assertions of the
lemma follow from the bijectivity of ϕ. Now, we use induction on l = n − k to
prove that ϕ(Nk\Nk+1) ⊂ Nk\Nk+1. When l = 0, the assertion follows from Lem-
ma 2.1(iii). Assume that for any ϕ ∈ S′ the assertion holds for n − k � l with
l � 0. Let X ∈ Nk\Nk+1 where k = n − l − 1 and ϕ ∈ S′. Assume Y = ϕ(X) ∈
Nm\Nm+1. We need to prove m = k.
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If m > k, it follows from n − m � n − k − 1 = l and the induction hypothe-
sis that X=ϕ−1(Y ) ∈ ϕ−1(Nm\Nm+1) ⊆ Nm\Nm+1 ⊆Nk+1, a contradiction. Thus
m � k. To prove m = k, we first consider the special case that X = Ei,i+k . It
follows from Lemma 2.4 that dim C(ϕ(Ei,i+k)) = dim C(Ei,i+k) = 1

2 n(n + 1) −
(n − k). If m < k, again by Lemma 2.4, dim C(ϕ(Ei,i+k))� 1

2 n(n + 1) − (n − m)<
1
2 n(n + 1) − (n − k), a contradiction. So m = k for X = Ei,i+k , i.e., ϕ(Ei,i+k) ∈
Nk\Nk+1 for 1 � i � n + 1 − k. Since any X ∈ Nk\Nk+1 can be expressed as X =∑

j−i�k xij Eij with xij ∈ F, by the argument above and the induction hypothesis
we get ϕ(X) ∈ Nk . From the induction hypothesis, it is easy to see that ϕ(X) ∈
Nk\Nk+1. �

For any ϕ ∈ S′, assume

ϕ(Ei,i+1) =
n∑

j=1

ajiEj,j+1 mod N2 for 1 � i � n.

Then ϕ determines a matrix

A(ϕ) =




a11 a12 . . . a1n

a21 a22 . . . a2n
...

...
. . .

...

an1 an2 . . . ann


 ,

where the entries aji are dependent on ϕ.

Lemma 2.6. For any ϕ ∈ S′, det A(ϕ) /= 0 and the entries of the matrix A(ϕ) sat-
isfy the following relations:

arαasβ = arβasα if |r − s| = 1 and |α − β| > 1.

Proof. Since ϕ induces a linear bijection of the quotient space N1/N2 onto itself by
Lemma 2.5, det A(ϕ) /= 0.

If |r − s| = 1 and |α − β| > 1, then [Eα,α+1, Eβ,β+1] = 0. So [ϕ(Eα,α+1),

ϕ(Eβ,β+1)] = 0, on the left-hand side of which the coefficient of Er,s+1 for r < s or
Es,r+1 for s < r is ±(arαasβ − arβasα). Hence arαasβ − arβasα = 0, i.e., arαasβ =
arβasα . �

Lemma 2.7. Let ϕ ∈ S′ such that A(ϕ) is the identity matrix. Then

ϕ(Ei,i+k) ≡ b
(k)
ii Ei,i+k mod Nk+1

for 2 � k � n and 1 � i � n + 1 − k, (2.6)

where b
(k)
ii /= 0.
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Proof. Since A(ϕ) is the identity matrix, we have

ϕ(Ei,i+1) ≡ Ei,i+1 mod N2 for 1 � i � n. (2.7)

By Lemma 2.5, for 1 < k � n and 1 � i � n + 1 − k we may assume

ϕ(Ei,i+k) ≡ b
(k)
1i E1,1+k + · · · + b

(k)
n+1−k,iEn+1−k,n+1 mod Nk+1. (2.8)

If k = n, (2.6) holds by Lemma 2.1(iii). Assume k < n. We use a case-by-case anal-
ysis to prove b

(k)
si = 0 for s /= i in (2.8).

(A-1) s � 2 and s − 1 /= i + k. Since [Es−1,s , Ei,i+k] = 0, we have [ϕ(Es−1,s),

ϕ(Ei,i+k)] = 0. By (2.7) and (2.8) we obtain

b
(k)
si Es−1,s+k − b

(k)
s−k−1,iEs−k−1,s ≡ 0 mod Nk+2,

which implies b
(k)
si = 0.

(A-2) s � n − k and i /= s + k + 1. As in (A-1), it follows from [Ei,i+k,

Es+k,s+k+1] = 0 that b
(k)
si = 0.

Since s − 1 = i + k implies that i /= s + k + 1, it follows from (A-1) and (A-
2) that b

(k)
si = 0 for 2 � s � n − k and s /= i, and it remains only to consider the

following two cases (B-1) and (B-2). In case (B-2), it follows from s = n + 1 − k

and s − 1 = i + k that k < 1
2 n. In case (B-1), noting that i � n + 1 − k, we also

have k < 1
2 n. So if k � 1

2 n, then cases (B-1) and (B-2) do not occur and we always

have b
(k)
si = 0 for any s /= i.

(B-1) s = 1, i = s + k + 1. By the argument above, we have k < 1
2 n and so

n − k > 1
2 n. By the comment above,

ϕ(E1+k,n+1) ≡ b
(n−k)
1+k,1+kE1+k,n+1 mod Nn+1−k,

where b
(n−k)
1+k,1+k /= 0 by Lemma 2.5. Hence applying ϕ to [Ei,i+k, E1+k,n+1] = 0, we

obtain b
(k)
1i = 0.

(B-2) s = n + 1 − k, s − 1 = i + k. As in (B-1), it follows from [E1,n+1−k,

Ei,i+k] = 0 that b
(k)
n+1−k,i = 0.

Thus we have proved that b
(k)
si = 0 in (2.8) for s /= i. Finally, by Lemma 2.5 we

have b
(k)
ii /= 0. �

3. Proofs of Theorems 1.1–1.3

Throughout this section, we assume that n � 3 and assume without loss of gen-
erality that ϕ is bijective. In fact, if ϕ is not bijective, we have ϕ(E1,n+1) = 0 by
Lemma 2.1(ii). Let f be a linear functional on N(F) such that f (E1,n+1) /= 0. Then
ϕ + f ∈ S′ again by Lemma 2.1(ii). Thus ϕ can be replaced with ϕ + f .

First, we will prove Theorem 1.1. The “if” part of the theorem is clear. For the
“only if” part, we will prove it for the case n � 4 and the case n = 3, respectively.
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First, we assume n � 4 and we will prove that any map ϕ in S′ can be expressed as
form (1.1) via Lemmas 3.1–3.8.

Lemma 3.1. We can take ω = 1 or ω0 such that the matrix A(ω−1ϕ) is diagonal.

Proof. Let A(ϕ) = (aji)n×n. We prove in turn the following statements:

(I) If arα /= 0 and |α − β| > 2, then arβ = 0.

Assume that arβ /= 0. Take s such that |r − s| = 1. By Lemma 2.6, we have
asα/arα = asβ/arβ . Denote by p this ratio. For any γ with 1 � γ � n, we have |α −
γ | > 1 or |β − γ | > 1. So by Lemma 2.6, arαasγ = arγ asα or arβasγ = arγ asβ .
Hence, asγ = p · arγ , γ = 1, . . . , n. Therefore, rows r and s of the matrix A(ϕ) are
linearly dependent. This contradicts the non-singularity of A(ϕ) and so (I) holds.

(II) If arα /= 0, |α − β| = 2 and 1 < r < n, then arβ = 0.

Assume that arβ /= 0. Take γ such that |α − γ | = |β − γ | = 1. If δ /= α, β and
γ , then arδ = 0 by (I). Moreover, ar−1,δ = ar+1,δ = 0. Otherwise, say ar−1,δ /= 0.
Since |α − δ|>2 or |β − δ|>2, say |α − δ|>2, by Lemma 2.6 we have ar−1,αarδ =
ar−1,δarα . The left-hand side of this equality is zero, but the right-hand side is not
zero, a contradiction. Again by Lemma 2.6, we have ar−1,αarβ = ar−1,βarα and
ar+1,αarβ = ar+1,βarα . Hence,

(ar−1,β , arβ, ar+1,β) = arβ

arα

(ar−1,α, arα, ar+1,α).

Thus the minor of the matrix A(ϕ) consisting of rows r − 1, r, r + 1 and columns
α, γ, β is zero and the other entries in these three rows are all zero, so these rows are
linearly dependent. This contradicts the non-singularity of the matrix A(ϕ). Hence,
arβ = 0 and (II) holds.

(III) For 1 < r < n, row r of the matrix A(ϕ) has only one non-zero entry that is in
some column except columns 1 and n and a11 /= 0 or an1 /= 0.

Assume arα /= 0 for some α. If we have arβ /= 0 with α /= β, then |α − β| = 1 by
(I) and (II). We assert that the non-zero entries in rows r − 1 and r + 1 of the matrix
A(ϕ) are all in columns α and β. Otherwise, say ar−1,γ /= 0, γ /= α, β. Then |α −
γ | > 1 or |β − γ | > 1. Say |α − γ | > 1. By Lemma 2.6, ar−1,αarγ = ar−1,γ arα .
But arγ = 0 by (I) or (II). This yields a contradiction. Furthermore, again by (I) and
(II), the non-zero entries in row r of the matrix A(ϕ) are also in columns α and β.
Again, this contradicts the non-singularity of the matrix A(ϕ).

Thus we have proved that row r of the matrix A(ϕ) has only one non-zero entry.
Assume arα is the sole non-zero entry in row r. We assert that α /= 1, n. Other-
wise, take β such that |α − β| = 1. Then for 1 < γ < n with γ /= α, β, we have
|α − γ | > 1. By Lemma 2.6, arαar−1,γ = arγ ar−1,α . It follows from arγ = 0 that
ar−1,γ = 0. The same argument shows that ar+1,γ = 0. Thus, the non-zero entries
in rows r − 1, r and r + 1 of the matrix A(ϕ) are all in columns α and β. This
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contradicts the non-singularity of the matrix A(ϕ). Hence, the sole non-zero entry in
any row of A(ϕ) except rows 1 and n is in some column except columns 1 and n.

Finally we have a11 /= 0 or an1 /= 0. Otherwise, the entries in the first column of
A(ϕ) are all zero, a contradiction.

(IV) Set ω = 1 if a11 /= 0 and ω = ω0 otherwise. Then the diagonal entries of A =
A(ω−1ϕ) are non-zero.

It is clear that for A = A(ω−1ϕ), a11 /= 0 and so a1n = 0 by (I). It follows from
the non-singularity of the matrix A(ϕ) that ann /= 0. Next, we have a22 /= 0. In fact,
if a22 = 0, assume a2α /= 0 with α > 2. By Lemma 2.6, a11a2α = a1αa21 = 0 since
a21 = 0, a contradiction. So a22 /= 0. In the same way, we can prove that a11 /=
0, . . . , aii /= 0 imply ai+1,i+1 /= 0, i = 2, . . . , n − 2.

(V) The matrix A = A(ω−1ϕ) is diagonal.

By (I)–(IV) above, for the matrix A = A(ω−1ϕ) we have obtained the following
results:

(i) In the first row, a11 /= 0 and a14 = · · · = a1n = 0.
(ii) In the ith row for 1 < i < n, the sole non-zero element is aii .

(iii) In the nth row, ann /= 0 and an1 = · · · = an,n−3 = 0.
Namely,

A =




a11 a12 a13 0 . . . 0 0 0 0
0 a22 0 0 . . . 0 0 0 0
0 0 a33 0 . . . 0 0 0 0
0 0 0 a44 . . . 0 0 0 0
...

...
...

...
. . .

...
...

...
...

0 0 0 0 . . . an−3,n−3 0 0 0
0 0 0 0 . . . 0 an−2,n−2 0 0
0 0 0 0 . . . 0 0 an−1,n−1 0
0 0 0 0 . . . 0 an,n−2 an,n−1 ann




for n > 5,

A =




a11 a12 a13 0 0
0 a22 0 0 0
0 0 a33 0 0
0 0 0 a44 0
0 0 a53 a54 a55


 for n = 5

and

A =



a11 a12 a13 0
0 a22 0 0
0 0 a33 0
0 a42 a43 a44


 for n = 4.
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Hence, for n > 3 we have

ω−1ϕ(E12) ≡ a11E12 mod N2,

ω−1ϕ(En,n+1) ≡ annEn,n+1 mod N2.

Applying ω−1ϕ to [E12, E1n] = 0 and [E2,n+1, En,n+1] = 0, we obtain

ω−1ϕ(E1n) ≡ b
(n−1)
11 E1n mod Nn,

ω−1ϕ(E2,n+1) ≡ b
(n−1)
22 E2,n+1 mod Nn,

}
(3.1)

where b
(n−1)
11 /= 0 and b

(n−1)
22 /= 0. When n > 5, we have

ω−1ϕ(E23) ≡ a12E12 + a22E23 mod N2,

ω−1ϕ(E34) ≡ a13E12 + a33E34 mod N2.

}
(3.2)

Applying ω−1ϕ to [E23, E2,n+1] = 0 and [E34, E2,n+1] = 0, by (3.1) and (3.2)
we obtain a12b

(n−1)
22 E1,n+1 = 0 and a13b

(n−1)
22 E1,n+1 = 0, which imply a12 = 0 and

a13 = 0, respectively. Similarly, an,n−1 = 0 and an,n−2 = 0. Thus A is diagonal.
When n = 4, 5, in the same way, we can also prove that A is diagonal. �

Lemma 3.2. Let ω be as above such that A(ω−1ϕ) is diagonal. Then there exists a
diagonal matrix D′ ∈ T (F) such that A(σ−1

D′ ω−1ϕ) is the identity matrix.

Proof. By Lemma 3.1, we have

ω−1ϕ(Ei,i+1) ≡ aiiEi,i+1 mod N2 for 1 � i � n.

Since det A(ω−1ϕ) /= 0, aii /= 0. Set D′ = diag
{
1, a11, (a11a22), . . . , (a11 · · · ann)

}
.

Then

σ−1
D′ ω−1ϕ(Ei,i+1) ≡ Ei,i+1 mod N2 for 1 � i � n.

This means that A(σ−1
D′ ω−1ϕ) is the identity matrix. �

Lemma 3.3. There exist a T ′ ∈ U(F) and b′
3, b′

4 ∈ F such that(
µ

(12)

b′
3

)−1(
µ

(n2)

b′
4

)−1
σ−1

T ′ σ−1
D′ ω−1ϕ(Ei,i+1)

≡ Ei.i+1 mod Nn−1 for 1 � i � n. (3.3)

Proof. First, we will use induction on k to prove that there exist Tk ∈ U(F), k =
1, 2, . . . , n − 3, such that

σ−1
Tk

σ−1
D′ ω−1ϕ(Ei,i+1) ≡ Ei,i+1 mod Nk+1 for 1 � i � n. (3.4)

Let T1 = E. Then Lemma 3.2 shows that (3.4) for k = 1 is true, and for (3.4) we
may assume n > 4. Assume that there exists a Tk−1 ∈ U(F) with 1 � k − 1 � n − 4
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such that (3.4) for k − 1 is true. Set θ = σ−1
Tk−1

σ−1
D′ ω−1ϕ. It is clear that A(θ) is still

the identity matrix. Assume

θ(Ei,i+1) ≡ Ei,i+1 +
n+1−k∑

j=1

a
(k)
ji Ej,j+k mod Nk+1 for 1 � i � n. (3.5)

For (3.5), we first prove the following claim:

Claim. a
(k)
si = 0 for s /= i, i + 1 − k.

We give a case-by-case analysis. In the following discussion, assume s /= i, i +
1 − k.

(A-1) s � n − k and s /= i − k, i − k − 1. Applying θ to [Ei,i+1, Es+k,s+k+1] =
0, we have

Ei,i+1 +
n+1−k∑

j=1

a
(k)
ji Ej,j+k, Es+k,s+k+1 +

n+1−k∑
j=1

a
(k)
j,s+kEj,j+k




≡ a
(k)
i+1,s+kEi,i+1+k + a

(k)
si Es,s+k+1

− a
(k)
s+k+1,iEs+k,s+2k+1 − a

(k)
i−k,s+kEi−k,i+1

≡ 0 mod Nk+2.

Hence a
(k)
si = 0.

(A-2) s � 2 and s /= i + 1, i + 2. As in (A-1), applying θ to [Es−1,s , Ei,i+1] = 0,
we have a

(k)
si = 0.

Since s = i − k or i − k − 1 implies that s /= i + 1, i + 2, it follows from (A-1)
and (A-2) that for 2 � s � n − k the claim is true and it remains to consider the
following cases (B-1), (B-2), (C-1) and (C-2).

(B-1) s = 1 and s = i − k. By Lemma 2.7 we have

θ(E1+k,3+k) ≡ b
(2)
1+k,1+kE1+k,3+k mod N3,

where b
(2)
1+k,1+k /= 0. Applying θ to [E1+k,2+k, E1+k,3+k] = 0, we obtain

E1+k,2+k +
n+1−k∑

j=1

a
(k)
j,1+kEj,j+k + · · · , b

(2)
1+k,1+kE1+k,3+k + · · ·


 = 0.

On the left-hand side of the above equality there is a term a
(k)
1,1+kb

(2)
1+k,1+kE1,3+k and

the other terms do not contain the basis element E1,3+k . So a
(k)
1,1+k = 0, i.e., a

(k)
si = 0.

(B-2) s = 1 and s = i − k − 1. As in (B-1), applying θ to [E2+k,3+k, E1+k,4+k] =
0, we obtain a

(k)
1,k+2 = 0, i.e., a

(k)
si = 0.

(C-1) s = n + 1 − k and s = i + 1. As above, applying θ to [Es−2,s , Es−1,s] = 0,
we obtain a

(k)
s,s−1 = 0, i.e., a

(k)
si = 0.
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(C-2) s = n + 1 − k and s = i + 2. Applying θ to [Es−3,s , Es−2,s−1] = 0, we
obtain a

(k)
s,s−2 = 0, i.e., a

(k)
si = 0.

Thus, the claim is proved and (3.5) may be rewritten as

θ(Ei,i+1) ≡ Ei,i+1 + a
(k)
i+1−k,iEi+1−k,i+1 + a

(k)
ii Ei,i+k mod Nk+1

for 1 � i � n. (3.6)

To complete the induction on k, we need again use induction on l to prove that there
exist Sl ∈ U(F), l = 0, 1, . . . , n, such that for 1 � i � l,

σ−1
Sl

θ(Ei,i+1) ≡ Ei,i+1 mod Nk+1 (3.7)

and for l + 1 � i � n,

σ−1
Sl

θ(Ei,i+1) ≡ Ei,i+1 + c
(l)
i+1−k,iEi+1−k,i+1 + c

(l)
ii Ei,i+k mod Nk+1. (3.8)

Let S0 = E. Then it follows from (3.6) that (3.8) with c
(0)
i+1−k,i = a

(k)
i+1−k,i and c

(0)
ii =

a
(k)
ii is trivially true, and (3.7) does not occur. Assume that (3.7) and (3.8) hold for

some Sl−1 ∈ U(F) with 0 � l − 1 � n − 1. In particular,

σ−1
Sl−1

θ(El,l+1) ≡ El,l+1 + c
(l−1)
l+1−k,lEl+1−k,l+1 + c

(l−1)
ll El,l+k mod Nk+1.

Set Z = E − c
(l−1)
l+1−k,lEl+1−k,l + c

(l−1)
ll El+1,l+k and Sl = ZSl−1. In fact, c

(l−1)
l+1−k,l =

0 if l /= k. This is clear for l < k. And for l > k applying σ−1
Sl−1

θ to [El−k,l−k+1,

El,l+1] = 0, we have c
(l−1)
l+1−k,lEl−k,l+1 ≡ 0 mod Nk+2. Hence, c

(l−1)
l+1−k,l = 0. It is

easy to check that (3.7) and (3.8) with

c
(l)
i+1−k,i = c

(l−1)
i+1−k,i + δl+k,ic

(l−1)
ll ,

where δji denotes the Kronecker delta, and c
(l)
ii = c

(l−1)
ii for Sl hold. Thus, the induc-

tion on l is completed. Set Tk = SlTk−1. Then (3.4) for k is true, and the induction on
k is completed. Hence we have proved that for n � 4, 1 � i � n and 1 � k � n − 3,
(3.4) is true. In particular, for k = n − 3, we have

σ−1
Tn−3

σ−1
D′ ω−1ϕ(Ei,i+1)

≡ Ei,i+1 +
3∑

j=1

a
(n−2)
j i Ej,j+n−2 mod Nn−1 for 1 � i � n. (3.9)

For k=n − 2, repeating the arguments in (A-1), (A-2), (B-1) and (C-1) above, we
obtain that in (3.9) a

(n−2)
si =0 for s /= i, i + 3 − n except a

(n−2)
31 and a

(n−2)
1n . (Note. For

k=n − 2, the arguments in (B-2) and (C-2) are invalid since E1+k,4+k =En−1,n+2
and Es−3,s =E03 are not elements in N(F).) Thus (3.9) may be rewritten as
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σ−1
Tn−3

σ−1
D′ ω−1ϕ(E12) ≡ E12 + a

(n−2)
11 E1,n−1 + a

(n−2)
31 E3,n+1 mod Nn−1,

σ−1
Tn−3

σ−1
D′ ω−1ϕ(Ei,i+1)

≡ Ei,i+1 + a
(n−2)
i+3−n,iEi+3−n,i+1 + a

(n−2)
ii Ei,i+n−2 mod Nn−1

for i = 2, . . . , n − 1,

and

σ−1
Tn−3

σ−1
D′ ω−1ϕ(En,n+1) ≡ En,n+1 + a

(n−2)
1n E1,n−1 + a

(n−2)
3n E3,n+1 mod Nn−1.

In the same argument as above, we can use induction to prove that there exists an
S ∈ U(F) such that T ′ = STn−3 satisfies

σ−1
T ′ σ−1

D′ ω−1ϕ(E12) ≡ E12 + b′
3E3,n+1

σ−1
T ′ σ−1

D′ ω−1ϕ(Ei,i+1) ≡ Ei,i+1, i = 2, . . . , n − 1,

σ−1
T ′ σ−1

D′ ω−1ϕ(En,n+1) ≡ En,n+1 + b′
4E1,n−1


 mod Nn−1

with b′
3, b′

4 ∈ F. It is easy to check that σT ′ , µ
(12)

b′
3

and µ
(n2)

b′
4

satisfy (3.3). The proof

is completed. �

Lemma 3.4. Let θ1 = (µ
(12)

b′
3

)−1(µ
(n2)

b′
4

)−1σ−1
T ′ σ−1

D′ ω−1ϕ. Then there exist a T ′′ ∈
U(F) and b′

1, b′
2 ∈ F such that(

µ
(11)

b′
1

)−1(
µ

(n1)

b′
2

)−1
σ−1

T ′′ θ1(Ei,i+1) ≡ Ei,i+1 mod Nn for 1 � i � n.

Proof. By Lemma 3.3, we have

θ1(Ei,i+1) ≡ Ei,i+1 + a
(n−1)
1i E1n + a

(n−1)
2i E2,n+1 mod Nn for 1 � i � n.

For 2 < i < n, applying θ1 to [E12, Ei,i+1] = 0, we have a
(n−1)
2i E1,n+1 = 0, from

which it follows that a
(n−1)
2i = 0. Similarly, for 1 < i < n − 1, applying θ1 to [Ei,i+1,

En,n+1] = 0, we have a
(n−1)
1i = 0. Furthermore, [E12, En,n+1] = 0 implies that

a
(n−1)
2n = −a

(n−1)
11 . Thus, we have

θ1(E12) ≡ E12 + a
(n−1)
11 E1n + a

(n−1)
21 E2,n+1

θ1(E23) ≡ E23 + a
(n−1)
22 E2,n+1

θ1(Ei,i+1) ≡ Ei,i+1, i = 3, . . . , n − 2,

θ1(En−1,n) ≡ En−1,n + a
(n−1)
1,n−1E1n

θ1(En,n+1) ≡ En,n+1 + a
(n−1)
1n E1n − a

(n−1)
11 E2,n+1




mod Nn.

Set T ′′ = E − a
(n−1)
1,n−1E1,n−1 + a

(n−1)
11 E2n + a

(n−1)
22 E3,n+1. Then
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σ−1
T ′′ θ1(E12) ≡ E12 + a

(n−1)
21 E2,n+1

σ−1
T ′′ θ1(Ei,i+1) ≡ Ei,i+1, i = 2, . . . , n − 1,

σ−1
T ′′ θ1(En,n+1) ≡ En,n+1 + a

(n−1)
1n E1n


 mod Nn.

Set b′
1 = a

(n−1)
21 and b′

2 = a
(n−1)
1n . Then (µ

(11)

b′
1

)−1(µ
(n1)

b′
2

)−1σ−1
T ′′ θ1 acts trivially on

Ei,i+1 mod Nn for 1 � i � n. The proof is completed. �

Lemma 3.5. Set θ2 = (µ
(11)

b′
1

)−1(µ
(n1)

b′
2

)−1σ−1
T ′′ θ1. Then

θ2(Ei,i+k) ≡ βkEi,i+k mod Nk+1 for 1 � k < n and 1 � i � n + 1 − k,

where β1 = 1 and βk ∈ F∗, k = 2, . . . , n − 1.

Proof. By Lemma 3.4, the assertion for k = 1 is true. So we need only to consider
the case of 2 � k � n − 1. Since the matrix A(θ2) is the identity matrix, by Lemma
2.7 we have

θ2(Ei,i+k) ≡ b
(k)
ii Ei,i+k mod Nk+1 for 2 � k � n − 1 and 1 � i � n + 1 − k.

For 1 � i � n − k, applying θ2 to[
Ei,i+k + Ei+1,i+1+k, Ei,i+1 + Ei+k,i+1+k

] = 0,

we obtain that(
b

(k)
ii − b

(k)
i+1,i+1

)
Ei,i+1+k ≡ 0 mod Nk+2.

So b
(k)
ii = b

(k)
i+1,i+1. Set βk = b

(k)
ii for 2 � k � n − 1. Then the proof is completed.

�

Lemma 3.6. Let θ2 and βk for 1 � k < n be as above. Then

θ2(Ei,i+k) ≡ βkEi,i+k mod Nn for 1 � k < n and 1 � i � n + 1 − k.

(3.10)

Proof. It follows from Lemma 3.4 that (3.10) for k = 1 is true. We use induction on
l to prove that for 2 � k � n − 1, 1 � i � n + 1 − k and 0 � l � n − k − 1,

θ2(Ei,i+k) ≡ βkEi,i+k mod N1+k+l . (3.11)

Then when l = n − k − 1, (3.11) shows that this lemma holds. First, Lemma 3.5
shows that (3.11) for l = 0 is true. Next, assume that (3.11) for l = p − 1 < n −
k − 1 is true. We need to prove that (3.11) for l = p is true. In order to shorten the
subscripts, we put k + p=m. Assume that for 2 � k � n − 1 and 1 � i � n+1 − k,

θ2(Ei,i+k) ≡ βkEi,i+k +
n+1−m∑

j=1

c
(k)
ji Ej,j+m mod N1+m. (3.12)
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To prove that (3.11) for l = p is true, we need to show that the coefficients c
(k)
ji = 0

in the above equation. We use a case-by-case analysis.
(A-1) j � 2 and j /= i, i + k + 1. Applying θ2 to [Ej−1,j , Ei,i+k] = 0, we obtain

c
(k)
ji Ej−1,j+m − c

(k)
j−1−m,iEj−1−m,j ≡ 0 mod N2+m,

which implies c
(k)
ji = 0.

(A-2) j � n − m and j /= i + k − m, i − m − 1. As in (A-1), applying θ2 to
[Ei,i+k, Em+j,m+j+1] = 0, we obtain c

(k)
ji = 0.

Since j = i or i + k + 1 implies j /= i + k − m, i − m − 1, it follows from (A-1)
and (A-2) that c

(k)
ji = 0 for 2 � j � n − m and (3.12) can be rewritten as

θ2(Ei,i+k) ≡ βkEi,i+k + c
(k)
1i E1,1+m + c

(k)
n+1−m,iEn+1−m,n+1 mod N1+m

for 2 � k � n − 1 and 1 � i � n + 1 − k, (3.13)

where c
(k)
1i = 0 for 1 /= i + k − m, i − m − 1 and c

(k)
n+1−m,i = 0 for n + 1 − m /=

i, i + k + 1. In particular, we have

θ2(Ei,i+2) ≡ β2Ei,i+2 + c
(2)
1i E1,3+p + c

(2)
n−1−p,iEn−1−p,n+1 mod N3+p

for 1 � i � n − 1, (3.14)

Next, we consider the remaining cases.
(B-1) j = 1 and j = i − m − 1. In this case we have i = m + 2. Apply θ2 to

[Em+2,m+2+k, Em+1,m+3] = 0. By (3.13) and (3.14),

δm+2+k,n−1−pβkc
(2)
n−1−p,m+1Em+2,n+1 + β2c

(k)
1,m+2E1,m+3

− δm+3,n+1−mβ2c
(k)
n+1−m,m+2Em+1,n+1 ≡ 0 mod N3+m,

which implies c
(k)
1,m+2 = 0, i.e., c

(k)
ji = 0.

(B-2) j = 1 and j = i − p. In this case, i = 1 + p. By (3.13) we have

θ2(E2+p,2+m) ≡ βkE2+p,2+m + c
(k)
n+1−m,2+pEn+1−m,n+1 mod N1+m.

Applying θ2 to [E1+p,1+m + E2+p,2+m, E1+p,2+p + E1+m,2+m] = 0, we have

c
(k)
1,1+pE1,2+m − (

c
(k)
n+1−m,1+p + c

(k)
n+1−m,2+p

)
×(δ2+p,n+1−mE1+p,n+1 + δ2+m,n+1−mE1+m,n+1) ≡ 0 mod N2+m.

Hence c
(k)
1,1+p = 0, i.e., c

(k)
ji = 0.

In view of (B-1) and (B-2), we have c
(k)
1i = 0 in (3.13).

(C-1) j = n + 1 − m and j = i + k + 1. In this case, we have i = n − m − k.
As in case (B-1), the equation [En−1−m,n+1−m, En−m−k,n−m] = 0 implies
c

(k)
n+1−m,n−m−k = 0, i.e., c

(k)
ji = 0.
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(C-2) j = n + 1 − m and j = i. In this case, i = n + 1 − m. By the above argu-
ments,

θ2(En−m,n−p) ≡ βkEn−m,n−p mod N1+m.

As in (B-2), the equation [En−p,n−p+1+En−m,n−m+1,En−m,n−p+En+1−m,n+1−p]=
0 implies c

(k)
n+1−m,n+1−m = 0, i.e., c

(k)
ji = 0.

The proof is completed. �

Lemma 3.7. Let θ2 and βk for 1 � k < n be as above. Then there exist a diago-
nal matrix D′′ ∈ T (F) and a scalar c ∈ F∗ such that for 1 � k < n and 1 � i �
n + 1 − k,

ψ−1
c σ−1

D′′ θ2(Ei,i+k) ≡ Ei,i+k mod Nn. (3.15)

Proof. Set D′′ = diag{d1, . . . , dn, dn+1} ∈ T (F) with dk = βk for 1 � k � n − 1,
dn = d2dn−1 and dn+1 = d2dn. Keep in mind the fact that d1 = β1 = 1. We first
show that

dkdl = dpdq for 1 � k, l, p, q � n and k + l = p + q � n + 2. (3.16)

If k = p, then (3.16) is clear. Assume k /= p. First consider the case of k + l =
p + q � n. Applying θ2 to [E1,1+k + E1,1+p, E1+k,1+k+l − E1+p,1+p+q ] = 0, we
obtain that (3.16) is true. Next consider the case of k + l = p + q = n + 1. In this
case, it is enough to prove

dkdl = dn for 1 � k, l � n and k + l = n + 1. (3.17)

When k = 1, 2, (3.17) is clear. Assume that for k with 2 � k � 1
2 (n − 1) (3.17) is

true. Then dk+1dn−k = dkd2dn−k = dkdn+1−k = dn. Thus (3.16) for k + l = p +
q = n + 1 is true. Similarly, (3.16) for k + l = p + q = n + 2 holds. By (3.16) we
have d2dkdi = d2di+k−1 = di+k, which implies

dkdid
−1
i+k = d−1

2 for 1 � k � n and 1 � i � n + 1 − k. (3.18)

Then by Lemma 3.6 and (3.18), we have

σ−1
D′′ θ2(Ei,i+k) ≡ dkdid

−1
i+kEi,i+k mod Nn ≡ d−1

2 Ei,i+k mod Nn

for 1 � k < n and 1 � i � n + 1 − k.

Set c = d−1
2 . Then (3.15) holds. �

Lemma 3.8. Set θ3 = ψ−1
c σ−1

D′′ θ2. Then there exists a linear functional f ′ on N(F)

such that θ3 = 1 + f ′.

Proof. By Lemmas 3.7 and 2.1(iii) we may assume that

θ3(Eij ) = Eij + fij E1,n+1, fij ∈ F, 1 � i < j � n + 1.

Let f ′ be the linear functional on N(F) such that f ′(Eij ) = fij for 1 � i < j �
n + 1. Then f ′ satisfies the lemma. �
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.Proof of Theorem 1.1 (for n � 4). It follows from Lemmas 3.1–3.8 that

ϕ = ωσD′σT ′µ(n2)

b′
4

µ
(12)

b′
3

θ1

= ωσD′σT ′µ(n2)

b′
4

µ
(12)

b′
3

σT ′′µ(n1)

b′
2

µ
(11)

b′
1

θ2

= ωσD′σT ′µ(n2)

b′
4

µ
(12)

b′
3

σT ′′µ(n1)

b′
2

µ
(11)

b′
1

σD′′ψcθ3

= ϕ′ + ϕ′f ′,

where ϕ′ = ωσD′σT ′µ(n2)

b′
4

µ
(12)

b′
3

σT ′′µ(n1)

b′
2

µ
(11)

b′
1

σD′′ψc. By Lemmas 2.1(iv), 2.2 and

2.3 it is easy to show that ϕ is of form (1.1). �

Proof of Theorem 1.1 (for n = 3). First we show that in the matrix A = A(ϕ) =
(aji) for any ϕ ∈ S′ we have a21 = a23 = 0. Otherwise, say a21 /= 0. By Lemma
2.6, we have a13a21 = a11a23 and a21a33 = a23a31. Thus ai3 = (a23/a21)ai1, i =
1, 2, 3. This contradicts the non-singularity of A. Now assume that ϕ is any map in
S′. We will show that ϕ can be expressed as form (1.1).

Since a23 = 0, we have a13 /= 0 or a33 /= 0. Set ω = 1 if a33 /= 0 and ω = ω0
otherwise. Set θ1 = ω−1ϕ and still denote A(θ1) by A = (aji). Then we have a21 =
a23 = 0 and a33 /= 0. Set b′

4 = a−1
33 a13 and θ2 = (µ

(32)

b′
4

)−1θ1 and denote A(θ2) by

A = (aji). Then we have a21 = a23 = a13 = 0 and a11 /= 0. Set b′
3 = a−1

11 a31 and

θ3 = (µ
(12)

b′
3

)−1θ2 and still denote A(θ3) by A = (aji). Then there is only one non-

zero entry in each of the first and the third columns of A and the sole non-zero entry
is a11 and a33, respectively. Assume that

θ3(Ei,i+2) ≡ b1iE13 + b2iE24 mod N3 for i = 1, 2.

Applying θ3 to [E12, E13] = 0, we obtain a11b21E14 = 0 and so b21 = 0. Further-
more, by Lemma 2.5 we have b11 /= 0. Similarly, b12 = 0 and b22 /= 0. Thus it
follows from [E13, E23] = 0 that b11a32E14 = 0 and so a32 = 0. Similarly, we have
a12 = 0. Therefore, the matrix A is diagonal. Set D = diag {1, a11, a11a22, a11a22a33}
and θ4 = σ−1

D θ3. Then A(θ4) is the identity matrix. We may assume that

θ4(Ei,i+1) ≡ Ei,i+1 + c1iE13 + c2iE24 mod N3 for i = 1, 2, 3.

Applying θ4 to [E12, E34] = 0, we have (c23 + c11)E14 = 0 and so c23 = −c11. Set
T ′ = E − c12E12 + c11E23 + c22E34 and θ5 = σ−1

T ′ θ4. Then

θ5(E12) ≡ E12 + c21E24
θ5(E23) ≡ E23
θ5(E34) ≡ E34 + c13E13


 mod N3.

Set b′
1 = c21, b′

2 = c13 and θ6 = (µ
(11)

b′
1

)−1(µ
(31)

b′
2

)−1θ5. Then
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θ6(Ei,i+1) ≡ Ei,i+1 mod N3 for i = 1, 2, 3.

In addition, by the argument above we may assume that

θ6(Ei,i+2) ≡ b′
iiEi,i+2 mod N3 for i = 1, 2,

where b′
ii /= 0. It follows from [E12 + E34, E13 + E24] = 0 that b′

11 = b′
22. Set D′ =

diag{1, d, d2, d3} with d = b′
11 and θ7 = σ−1

D′ θ6. Then

θ7(Eij ) ≡ d−1Eij mod N3 for 1 � i < j � 4 and j − i < 3.

Set θ8 = ψ−1
c θ7 with c = d−1. Then

θ8(Eij ) ≡ Eij mod N3 for 1 � i < j � 4 and j − i < 3.

Thus we may assume that

θ8(Eij ) = Eij + fij E14, fij ∈ F, 1 � i < j � 4.

Hence θ8 = 1 + f ′ where f ′ is a linear functional on N(F) such that f ′(Eij ) = fij

for 1 � i < j � 4. It follows from the series of arguments above that

ϕ = ωµ
(32)

b′
4

µ
(12)

b′
3

σ−1
D σ−1

T ′ µ
(31)

b′
2

µ
(11)

b′
1

σD′ψc(1 + f ′).

Finally, by Lemmas 2.1(iv), 2.2 and 2.3 we can obtain that ϕ is of form (1.1). �

Proof of Theorem 1.2. It is clear that a map on N(F) of form (1.2) is an F-algebra
automorphism. Conversely, assume that ϕ is any F-algebra automorphism on N(F).
By Theorem 1.1, we can assume

ϕ = ψcωµ
(n2)
b4

µ
(12)
b3

µ
(n1)
b2

µ
(11)
b1

σT + f.

Set θ = ψcωµ
(n2)
b4

µ
(12)
b3

µ
(n1)
b2

µ
(11)
b1

+ f ′ where f ′ = f σ−1
T is a linear functional on

N(F). Then ϕ = θσT and θ is an F-algebra automorphism. First, we assert that ω =
1. In fact, if ω = ω0, then for any c ∈ F∗ and any bi ∈ F, i = 1, . . . , 4, by calculation
we have

θ(En,n+1) = −c(E12 + b4E3,n+1 + b2E2,n+1)

+ f ′(En,n+1)E1,n+1 for n > 3,

θ(E34) = −c(E12 + b4E34 + b2b3E13 + b2(1 + b3b4)E24)

+ f ′(E34)E14 for n = 3,


 (3.19)

θ(En−1,n) = −cE23 + f ′(En−1,n)E1,n+1 for n � 3, (3.20)
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and

θ(En−1,n+1) = −c(E13 + b4E2,n+1) + f ′(En−1,n+1)E1,n+1 for n � 3.

(3.21)

Since En−1,n+1 = En−1,nEn,n+1, by (3.19) and (3.20) it follows that θ(En−1,n+1) =
c2b4E2,n+1. This contradicts (3.21). Therefore, ω = 1 and

θ(En,n+1) =




c(En,n+1 + b4E1,n−1 + b2E1n)

+ f ′(En,n+1)E1,n+1 for n > 3,

c(E34 + b4E12 + b2b3E24

+ b2(1 + b3b4)E13) + f ′(E34)E14 for n = 3

and

θ(En−1,n) = cEn−1,n + f ′(En−1,n)E1,n+1 for n � 3.

Since En,n+1En−1,n = 0, it follows that c2b4E1n = 0, which implies b4 = 0. Fur-
thermore, by E2

n,n+1 = 0 we get b2 = 0. Similarly, it follows from E23E12 = 0 and

E2
12 = 0 that b3 = 0 and b1 = 0. Thus θ = ψc + f ′. Since θ(E13) = θ(E12)θ(E23),

it follows that cE13+f ′(E13)E1,n+1 =c2E13 and so c=1. Thus θ =1 + f ′. Further-
more, for any X, Y ∈N(F), since θ(XY )=θ(X)θ(Y ), it follows that f ′(XY ) = 0.
By Lemma 2.1(iv), ϕ = σT (1 + f ′′) where f ′′ = σ−1

T f is a linear functional on
N(F) with the property that f ′′(XY ) = 0 for any X, Y ∈ N(F). The proof is com-
pleted. �

Proof of Theorem 1.3. It is clear that a map on N(F) of form (1.3) for char F /= 2 or
of form (1.4) for char F= 2 is a Lie automorphism. Conversely, assume that ϕ is any
Lie automorphism on N(F). As in the proof of Theorem 1.2, we can assume that ϕ =
θσT where θ = ψcωµ

(n2)
b4

µ
(12)
b3

µ
(n1)
b2

µ
(11)
b1

+ f ′ with f ′ = f σ−1
T . Clearly, θ is a Lie

automorphism. First, consider the case ω = ω0. Since En−1,n+1 = [En−1,n, En,n+1],
it follows from (3.19) and (3.20) that θ(En−1,n+1) = c2(b4E2,n+1 − E13). Compar-
ing this equation with (3.21), we have c = 1 and b4 = −b4. So b4 = 0 when char F /=
2. Similarly, the equation [E12, E23] = E13 implies that b3 = 0 when char F /= 2.
Using similar arguments, we can prove that if ω = 1, we also have c = 1 for any field
F and b3 = b4 = 0 when char F /= 2. Thus we have proved that θ = η + f ′ where
η = ωµ

(n1)
b2

µ
(11)
b1

when char F /= 2 and η = ωµ
(n2)
b4

µ
(12)
b3

µ
(n1)
b2

µ
(11)
b1

when char F = 2.
Finally, for any X, Y ∈ Nn(F), the facts that η is a Lie automorphism of Nn(F)

and θ([X, Y ]) = [θ(X), θ(Y )] imply that f ′([X, Y ]) = 0. By Lemma 2.1(iv),
ϕ = ησT (1 + f ′′) where f ′′ = (ησT )−1f is a linear functional on Nn+1(F)

with the property that f ′′([X, Y ]) = 0 for any X, Y ∈ Nn+1(F). The proof is
completed. �
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4. The exceptional case n = 2

The following theorem is the analogy of Proposition 8 in [12].

Theorem 4.1. Let n = 2 and ϕ be a linear map on N(F). Then:
(i) ϕ is commutativity preserving if and only if ϕ(E13) ∈ FE13, or the range of ϕ

is a commutative subspace of N(F).

(ii) ϕ ∈ S if and only if ϕ(E13) ∈ FE13 and the range of ϕ is non-commutative.

Proof. (i) If the range of ϕ is commutative, then ϕ obviously preserves commutativ-
ity. If ϕ(E13) ∈ FE13, for commuting matrices X, Y ∈ N(F), {E13, X, Y } cannot be
a basis of N(F), and so {E13, X, Y } are linearly dependent. Hence {E13, ϕ(X), ϕ(Y )}
are also linearly dependent and ϕ(X) commutes with ϕ(Y ).

Conversely, if ϕ preserves commutativity and the range of ϕ contains two non-
commuting matrices ϕ(X) and ϕ(Y ), then {E13, ϕ(X), ϕ(Y )} are linearly indepen-
dent and so span N(F). Since ϕ(E13) commutes with ϕ(X) and ϕ(Y ), ϕ(E13) is in
the center of N(F). Hence ϕ(E13) ∈ FE13.

(ii) If ϕ ∈ S, then the range of ϕ must be non-commutative and so ϕ(E13) ∈
FE13 by (i). Conversely, assume that ϕ(E13) ∈ FE13 and the range of ϕ is non-
commutative. If ϕ(E13) = 0, adding an appropriate linear functional on N(F) to ϕ,
we obtain a linear map ϕ1 on N(F) such that ϕ1(E13) = E13 and the range of ϕ1
is also non-commutative. It is easy to see that if a subspace of N(F) of dim < 3
contains E13, then it must be commutative. Hence ϕ1 is surjective and so bijective.
From (i), we see that both ϕ1 and ϕ−1

1 preserve commutativity. Thus ϕ1 preserves
commutativity in both directions, and so does ϕ. �
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