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Abstract
In the digital age, physical models are still used as major tools in architectural and urban design
processes. The reason why designers still use physical models remains unclear. In addition, physical
and 3D virtual models have yet to be differentiated. The answers to these questions are too complex
to account for in all aspects. Thus, this study only focuses on the differences in spatial understanding
between physical and virtual models. In particular, it emphasizes on the perception of scale. For our
experiment, respondents were shown a physical model and a virtual model consecutively.
A questionnaire was then used to ask the respondents to evaluate these models objectively and to
establish which model was more accurate in conveying object size. Compared with the virtual model,
the physical model tended to enable quicker and more accurate comparisons of building heights.

& 2014. Higher Education Press Limited Company. Production and hosting by Elsevier B.V.
Open access under CC BY-NC-ND license.
1. Introduction

In architectural and urban design processes, a consensus
building process among various stakeholders, such as project
ress Limited Company. Production
.11.005

6879 7661; fax: +81 6 6879

g.osaka-u.ac.jp (L. Sun),
uda),

uki).
Southeast University.
executors, designers, neighborhood residents, users, and the
general citizen, is required. Supporting technologies that
provide 3D images to study and share future spatial designs
have been subjected to research. Despite the digital age,
physical models are still used as major tools. Arguing whether
a virtual model can substitute for a physical model is an
important theme in the field of computer-aided architectural
design. In recent years, physical models have been built from
3D virtual models created by 3D computer-aided design (CAD)
and building information modeling via a 3D printer or through
traditional methods of handcrafting. Numerous studies on
tangible user interface and augmented reality (AR) have
combined physical and virtual models (Seichter, 2007; Kim
and Maher, 2008; Tokuhara et al., 2010; Wang et al., 2013).
The reason why designers still use physical models remains
unclear. In addition, physical and 3D virtual models have yet to
and hosting by Elsevier B.V. Open access under CC BY-NC-ND license.

dx.doi.org/10.1016/j.foar.2013.11.005
dx.doi.org/10.1016/j.foar.2013.11.005
dx.doi.org/10.1016/j.foar.2013.11.005
http://crossmark.crossref.org/dialog/?doi=10.1016/j.foar.2013.11.005&domain=pdf
mailto:sonrai@it.see.eng.osaka-u.ac.jp
mailto:fukuda@see.eng.osaka-u.ac.jp
mailto:tokuhara.t@gmail.com
mailto:yabuki@see.eng.osaka-u.ac.jp
dx.doi.org/10.1016/j.foar.2013.11.005
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/


Figure 1 Virtual model by realistic representation of the
target city in the experiment (up: bird0s-eye view and down:
pedestrian view).
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be differentiated. The answers to these questions are too
complex to account for in all aspects. Meanwhile, differences
based on a physical-medium model and a virtual-medium model
may also be regarded as factors. Thus, this study only focuses
on the differences in spatial understanding between physical
and virtual models. In particular, it emphasizes on the percep-
tion of scale.

1.1. Background

Aside from text and diagrams, 3D visualization media, such
as physical and virtual models, are used to confirm space or
volume in design and presentation in the architectural and
urban planning fields (Dorta and LaLande, 1998; Belcher and
Brian, 2008; Fukuda et al., 2009). Physical and virtual
models, such as virtual reality (VR), can display at an
arbitrary viewpoint, and thus, they are effective for discus-
sion and examination. A physical model can be observed
from any viewpoint and can show the complete image of a
depicted city simultaneously. However, difficulties persist if
the pedestrian viewpoint and representation limitations
caused by the small scale are considered. VR employs a
virtual environment (VE), and thus, providing an eye-level
viewpoint of pedestrians and drivers, as well as of other
people and vehicles, becomes easy. Moreover, VR can
dynamically simulate various effects, such as solar radia-
tion. Nevertheless, problems such as intangibility remain.
In addition, possible viewpoints are normally limited to a
single place. Physical and virtual models are used together
in construction sites, as well as in planning or design,
because of their distinct characteristics. For example,
during the planning and design stage, a physical model is
used in the first conceptual expansion phase, and then VR is
applied in the convergent design phase (Koga et al., 2008).

Combining physical and virtual models has several advan-
tages, including ease of fabrication, user manipulation, low
cost, and labor. Meanwhile, differences in physical and
virtual models may also be regarded as factors. Spatial
reasoning refers to the ability to understand the shape, size,
location, and texture of an object or space. People have to
use numerous clues and to think carefully to apply spatial
reasoning. Moreover, how such clues are used remains
unclear because of the complexities caused by distances
to an object and observation conditions.

1.2. Previous studies

Siitonen (1995) used and compared a walk-through VR and
an endoscope-photographing model method. He verified
which technique is better in terms of manipulating objects,
lighting, and spatial reasoning ability through visual obser-
vations of outcomes as well as interviews with participants.
However, the verification results of his study lacked objec-
tivity because they had not been quantified. Focusing on
spatial reasoning ability by using medium systems, Witmer
and Singer (1998) distributed a questionnaire on control,
sensory, distraction, and realism factors that contribute to a
sense of presence in VR. Furthermore, Lessiter and Freeman
(2001) created a new questionnaire that addressed the
sense of physical space, engagement, ecological validity,
and negative effects. Spatial reasoning ability was
compared with the results from IMAX 2D, IMAX 3D, computer
games, and videos. Calibrated principal component analysis
was also performed. According to these previous studies,
the respondents could still experience the sense of “being
there” that was elicited by VR even in another scene, but
could hardly do so with a real-medium model.

Schnabel and Kvan (2003) examined the perception
and understanding of spatial volumes within immersive
and non-immersive VEs through comparisons with represen-
tations by using conventional media, such as 2D plans. They
employed VEs successfully to study, communicate, and
present architectural designs. However, VEs are seldom
used in actual creation, form-finding, and collaboration in
architecture. Seichter (2007) gauged the differences
between two AR interfaces through user evaluation in an
urban design studio. Although the targets examined were
different, these studies would still be helpful in our study,
such as in suggesting research methods.

1.3. Purpose of the study

The present study focuses on differences in spatial reason-
ing ability observed by using physical and virtual models. In
particular, it emphasizes on the perception of scale. We
explored issues in accuracy and response time through a
series of design experiments. Physical and virtual models
were shown to respondents. Then, a questionnaire was used
to ask the respondents to evaluate these models objectively
and to establish which one was more accurate in conveying
object size.

2. Experiment

During the experiment, the same object depicted alterna-
tively by physical and virtual models was shown to the
respondents. Three categories were required. The first
category was height comparison of relative sizes, the
second was the actual size of a building, and the third



Figure 3 The building pairs for height comparison.
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was the scale of the physical model. The object used in the
experiment was a section of a shopping area (square, 100 m)
in Buzenda, Shimonoseki City, Yamaguchi Prefecture, Japan,
wherein approximately 30 buildings were built with heights
ranging from 3 m to 30 m on flat ground. A digital model for
VR was created by using Autodesk 3 ds Maxs 2010 (Auto-
desk, Inc., California, USA) and Forum8 UC-win/Road Ver.7
(Forum8, Tokyo, Japan). Figure 1 shows the virtual model
created by realistically representing the target city for the
experiment. The buildings and the ground used a mono-
chrome texture of white and grey, and thus, judging
building floor height or road width would be impossible in
the experiment. The physical model was derived from the
VR digital data and created by using ZPrinters 650 (3D
Systems, South Carolina, USA), a 3D printer with high
accuracy. The scale of the physical model was 1/500.

A comparative experiment is required to match the condi-
tions identically, except for the variables. In this study, the
proposed physical and virtual models were designed to have
the same size and the same façade to define spatial dimension
features. To ensure that the models were of the same size, the
physical model was created from digital data by using a 3D
printer that employs rapid prototyping. If the physical model is
traditionally handcrafted and the virtual model is made by
CAD, then ensuring that both models will have the same size
will be difficult. Therefore, information and communication
technology facilitates the preparation in such environmental
experiments. VR was performed by stereovision during the
preliminary experiment (Olympus Power 3D Media Player with
3D Glasses, Olympus Corporation, Tokyo, Japan). The stereo-
scopic effect could not be observed because the internal
definition for VR in the computer was full size in scale.
Therefore, stereovision was not used in this experiment.

During observation, to avoid bias from previous experience
in VR operation of the respondents, which could affect the
evaluation, the VR camera was set up at an angle of 451 from
the ground, thus capturing a fly-through movie (hereinafter
"VR movie") that circles around from a bird0s-eye view. The
respondent sat in a natural position 600 mm from the VR
Figure 2 Position of a respondent and the media
display (21 in.) and viewed the display horizontally. A respon-
dent was not expected to look differently at the physical and
virtual models. Thus, we attempted to match the two media
in terms of size, viewpoint angle, and brightness. In addition,
the physical model was fixed on a turntable that could rotate
3601 (Figure 2).

At the beginning of the experiment, the respondents were
told that the depicted physical model and the VR movie
content were part of a city in Japan. However, they were not
informed of its name to reduce the effects of different levels
of knowledge or preconceptions related to the location at that
time. The physical model and the VR movie were each
spanned once before the questions were presented. As each
question was answered, the response time was measured by a
stopwatch until the end of the final answer.

The first question was on the height comparison of the
buildings. Through this question, we explored dimension
accuracy and response speed according to differences in
building heights and in the models (physical vs. virtual). The
questioner presented the physical model and the VR movie
consecutively and indicated two buildings with different
heights. The respondent was then asked to answer “which
(up: physical model and down: virtual model).



Figure 4 The experiment images (left: physical model and right: virtual model).

Figure 5 Each viewpoint that requires height difference (up: 1.5 m, upper middle: 5 m, lower middle: 10 m, and down: 20 m).
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building is higher.” Each medium was presented from a still
viewpoint to avoid changes in impression caused by pointing
the buildings. Four pairs of buildings were presented, and
the real height differences were 1.5 m (Building A: 6.5 m,
Building B: 5 m), 5 m (A: 15 m, B: 10 m), 10 m (A: 18 m,
B: 28 m), and 20 m (A: 30 m, B: 10 m). The respondents
viewed the buildings at a 301 angle. Figure 3 shows the pairs
of buildings for height comparison. Figure 4 shows the
experiment images, and Figure 5 illustrates each viewpoint
related to the question on height difference.

The second question was on the actual size of one
building and the scale of the physical model. Through this
question, we explored the spatial understanding of the
respondents. The questioner presented a physical model
and a VR movie consecutively and asked the respondent to
judge the actual size of one building (Figure 3, “the building
for the question on actual size”). Then, the respondent
answered the question “how many millimeters in the
physical model” and “how many meters in virtual space.”
3. Results and discussion

Experiments were performed from September 24 (Saturday) to
30 (Friday), 2011 in Room S4-521, Suita Campus, Osaka
University, Japan. The respondents were 24 students who
belonged to the Graduate School of Engineering in Osaka
University. All respondents were in their 20s, among which,
16 were males and 8 were females. To avoid change
in impression through the presented sequence of the
media, half of the respondents experienced the physical model
first, whereas the other half experienced the virtual model
first. The experiment was conducted without any conflict.

The statistical analysis presented by using Microsoft Excel
2010 showed that the physical model allowed quicker and
more accurate understanding of building height compared
with the virtual model. The difference in response time
tended to be small for all items if the physical model was
Table 1 Correctness of the responses to the height compariso

Height difference (m) Medium Correct

1.5 Physical model 1
Virtual model 1

5 Physical model 1
Virtual model 1

10 Physical model 5
Virtual model 5

20 Physical model 1
Virtual model 1

Non: no statistical significance.
n5%.
nn1%.
first compared with the virtual model. The details of the
results are discussed in the succeeding sections.

3.1. The analysis method

A five-point scale was chosen as the response option for the
height comparison of the buildings. 1=A is high, 2=A is
rather high, 3=same, 4=B is rather high, and 5=B is high.
According to the actual height difference, the correct
answers were as follows. Number 1 was assigned 1.5, 5,
and 20 m; Number 5 was 1 m and 10 m. The mean and
variance of the absolute value of the difference in a correct
answer and the response in each question were calculated.
The response time was set as the average response time for
the height comparison of the buildings. To assess the actual
size of one building and the scale of the physical model:
(i) Ha (mm) was assigned as the height on the physical
model, (ii) Hb (m) was the height on the virtual model, and
(iii) Hc (m) was the product of building height and scale. H
was the correct answer, which was 50 mm for Case (i) and
25 m for Cases (ii) and (iii). The rate of deviation (Eq. (1))
was defined for each Ha, Hb, Hc, and H; and the means and
variances of these rates were calculated. Exploratory
analyses were performed based on the order of the pre-
sented media, respondent experience, gender, and the
sample.

Dx ¼ j1�Hx=Hjðx ¼ a;b;cÞ ð1Þ

3.2. Analysis for all respondents

Table 1 shows the correctness in the responses to the height
comparison. Everyone correctly responded to the height
differences of the 10 m and 20 m cases in the physical model
and the 20 m case in the virtual model. Therefore, tall
buildings were evaluated accurately in these cases. The
responses elicited from the physical model were more
accurate than those from the virtual model in the 1.5 m
n (N=24).

Mean |Mean�Correct| Variance

1.29n 0.29 0.71
1.71 0.71 1.54

1.13nn 0.13 0.19
1.92 0.92 0.99

5.00nn 0 0
3.96 1.04 1.29

1.00 0 0
1.00 0 0



Table 2 Average response time (N=24).

Height difference (m) Physical model (s) Virtual model (s) Physical model–Virtual model (s)

1.5 2.01nn 3.29 �1.28
5 2.48nn 4.38 �1.90
10 1.98nn 3.85 �1.87
20 1.55n 2.38 �0.83

Non: no statistical significance.
n5%.
nn1%.

Table 3 Actual size and physical model scale based on the order of the presented media (N=24).

Physical model (Da) Virtual model (Db) Physical model� scale (Dc)

Average rate of deviation 22.50% 72.20% 130.30%
Variance 0.17 1.21 5.78

Table 4 Correctness of the responses to the height comparison based on the order of the presented media (N=24).

Height
difference (m)

Medium Correct Mean (physical
model first)

Mean (virtual
model first)

Variance (physical
model first)

Variance (virtual
model first)

1.5 Physical
model

1 1.08 1.50 0.08 1.15

Virtual
model

1 1.42 2.00 0.41 2.31

5 Physical
model

1 1.00 1.25 0 0.33

Virtual
model

1 1.83 2.00 1.31 0.62

10 Physical
model

5 5.00 5.00 0 0

Virtual
model

5 4.25 3.67 0.85 1.44

20 Physical
model

1 1.00 1.00 0 0

Virtual
model

1 1.00 1.00 0 0

Non: no statistical significance.

33Differences in spatial understanding between physical and virtual models
case within the statistical significance of �5% (5%), and in
the 5 m and 10 m cases within the significant difference of
�1% (1%).

Table 2 summarizes some of the results for the response
time. The timed responses to the physical model were
shorter than those to the virtual model in the 1.5, 5, and
10 m cases within 1%, and the 20 m case within 5%.

Table 3 indicates the results for the actual size and the
scale of the physical model. The physical model exhibited
the lowest rate of deviation and the smallest variance
among the respondents for the three items in Table 3,
namely, Da, Db, and Dc. By contrast, the variance in scale
evaluation exhibited by the sample was large. Moreover, the
rate of deviation in the list of physical model� scale was
larger than that in the list of virtual model.

Consequently, the physical model tended to allow
quicker and more accurate comparison of building heights
compared with the virtual model. Therefore, a physical
model is more intuitive than a virtual model as a spatial
understanding model.



Table 5 Response time based on the order of the presented media (N=24).

Height difference (m) First medium presented Physical model (s) Virtual model (s) Physical model–virtual model (s)

1.5 Physical model 0.96 1.43 �0.46
Virtual model 1.68 2.94 �1.26

5 Physical model 0.72 1.35 �0.64
Virtual model 2.12 3.38 �1.26

10 Physical model 3.00 3.04 �0.04
Virtual model 1.58 3.64 �2.06

20 Physical model 0.60 0.60 0.00
Virtual model 1.43 2.87 �1.44

Non: no statistical significance.
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3.3. Analysis of presented media order

Response data divided by each height difference were
subjected to t-test analysis. As shown in Tables 4 and 5,
no significant difference in correctness or response time was
found. This result suggested that impression change was not
related to whether a physical model or a virtual model was
used, as previously discussed in Section 2. By contrast, the
response time difference was small for all items if the
physical model was first compared with the virtual model.
One reason for this finding was that the participants grasped
the complete picture during their VR experience because
they had experienced the physical model earlier. In addi-
tion, the consequences did not vary by gender.
4. Conclusion

This study focuses on differences in spatial understanding
observed by using physical and virtual models. In particular,
it emphasizes the perception of scale as a fundamental
research area in the field of spatial reasoning ability. This
study has managed to assess which model is more accurate
and easier to use when respondents evaluate the size of
an object. By using a section of a city in Japan depicted
by physical and virtual models, we conducted an experi-
ment involving 24 respondents to answer questions
regarding height comparison, actual size, and physical
model scale.

The respondents acknowledged that the physical model is
more accurate, as well as easier and faster to use. The
responses elicited from the physical model are more
accurate than those from the virtual model in the 1.5 m
case within the statistical significance of �5% (5%), as well
as in the 5 m and 10 m cases within the significant differ-
ence of �1% (1%). Timed responses to the physical model
were shorter than those to the virtual model in the 1.5, 5,
and 10 m cases within 1% and in the 20 m case within 5%.
Response time difference also tended to be small for all
items if the physical model was first compared with the
virtual model. One reason for this finding was that the
participants grasped the complete picture during their VR
experience because they had experienced the physical
model earlier.

Future work should research difference in size as per-
ceived by professionals and non-professionals in the field of
architecture because citizen0s participation in the planning
and the design process has been increasing along with the
use of physical models or virtual models on such sites. In the
present study, no influence was exerted by the fact that
nine of the respondents had practical design experience in
architecture, urban engineering, and civil engineering. One
of the reasons for such result was that all respondents were
students whose relative experiences were not more than
three years, which was insufficient to cause a difference.
Through further validation, we expect that the character-
istics of physical models, such as the sense of “being there”,
will provide significant factors to develop new digital media
in the future.
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