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Abstract

Some comparative theorems are given for the oscillation and asymptotic behavior for a class of high order delay parabolic
differential equations of the form

∂n(u(x, t)− p(t)u(x, t − τ))

∂tn − a(t)�u + c(x, t,u)

+
∫ b

a
q(x, t, ξ) f (u(x, g1(t, ξ)), . . . ,u(x, gl (t, ξ)))dσ(ξ) = 0, (x, t) ∈ Ω × R+ ≡ G,

wheren is an odd integer,Ω is a bounded domain inRm with a smooth boundary∂Ω , and� is the Laplacian operation with three
boundary value conditions. Our results extend some of those of [P.Wang, Oscillatory criteria ofnonlinear hyperbolic equations
with continuous deviating arguments, Appl. Math. Comput. 106 (1999), 163–169] substantially.
c© 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Consider the following odd-order delay parabolic differential equation:

∂n(u(x, t)− p(t)u(x, t − τ ))

∂ tn
− a(t)�u + c(x, t,u)

+
∫ b

a
q(x, t, ξ) f (u(x, g1(t, ξ)), . . . ,u(x, gl (t, ξ))) dσ(ξ) = 0, (x, t) ∈ G, (1.1)

wheren is an odd integer,τ is a positiveconstant,R+ = [0,+∞); we will assume throughout this work that
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(H1) a(t) ∈ C(R+, R+), gi (t, ξ) ∈ C(R+ × [a,b], R), gi (t, ξ) ≤ t, ξ ∈ [a,b] and limt→∞ gi (t, ξ) = ∞, for
i = 1, . . . , l .

(H2) q(x, t, ξ) ∈ C(Ω × R+ × [a,b], R+), Q(t, ξ) = minx∈Ω {q(x, t, ξ)}, f ∈ C(Rm × R+ × [a,b], R), ui f ≥ 0
wheneach ui > 0, i = 1, . . . , l , f is convex, − f = f (−u1, . . . ,−ul ), in which ui = u(x, gi (t, ξ)), for
i = 1, . . . , l .

(H3) p(t) ∈ C(R+, R+), and limt→∞ p(t) = p < 1.

(H4) c(x, t,u) ∈ C(Ω × R+ × R, R); h1(t)ϕ1(ξ) ≤ c(x, t, ξ) ≤ h2(t)ϕ2(ξ) for ξ > 0, in which h1(t) ∈
C(R+, R+), ϕ1(ξ) ∈ C([a,b], R), ϕ1(ξ) is a positive and convex function in(0,∞), and c(x, t,−ξ) =
−c(x, t, ξ), ϕ1(−ξ) = −ϕ1(ξ).

We consider the following boundary conditions:

u(x, t) = 0, (x, t) ∈ ∂Ω × R+, (B1)

∂u(x, t)

∂N
= 0, (x, t) ∈ ∂Ω × R+, (B2)

∂u(x, t)

∂N
+ νu = 0, (x, t) ∈ ∂Ω × R+, (B3)

whereN is the unit exterior vector normal to∂Ω , andν(x, t) is anonnegative continuous function on∂Ω × R+.

Recently, many authors [1–8] have studied oscillations for the solutions of parabolic differential equations; they
obtained some comparative theorems for the oscillations of these equations. In more recent times, Wang [10] has
investigated the following nonlinear hyperbolic equations:

∂2(u(x, t)− p(t)u(x, t − τ ))

∂ t2
− a(t)�u + c(x, t,u)

+
∫ b

a
q(x, t, ξ)u(x, g(t, ξ)) dσ(ξ) = 0, (x, t) ∈ G, (1.2)

wherea(t), g(t), c(x, t,u), p(t) are defined as above. Some comparative oscillation for the solutions of the boundary
value problem(1.2)–(B3) wereobtained. But few authors [9] have studied oscillation of the high order parabolic
differential equation.

In this work, we investigate Eq.(1.1)with the boundary conditions(B1), (B2) and(B3). This work is organized as
follows: in Section 2, we discuss the comparative oscillation for the solutions of Eq.(1.1)with boundary conditions
(B1), (B2) and(B3), and some comparative results will be obtained; inSection 3, we will investigate the asymptotic
behavior of non-oscillatory solutions of(1.1), andwe shall give one example to explain the oscillation and asymptotic
behavior of Eq.(1.1)with the above boundary conditions.

We first recall some definitions as follows.

Definition 1.1. A functionu(x, t) ∈ C2(Ω)× Cn(R+) is said to be a solution to theproblem(1.1)–(Bi) (i = 1,2,3)
if it satisfies(1.1)in the domainG and satisfies the boundary condition(Bi) (i = 1,2,3).

Definition 1.2. The solutionu(x, t) of problem(1.1) is said to be oscillatory in the domainG if for any positive
numberµ, there exists apoint (x1, t1) ∈ Ω × [µ,∞) such that the equalityu(x1, t1) = 0 holds. If every solution of
Eq.(1.1)is oscillatory, then Eq.(1.1)is called oscillatory.

Definition 1.3. A functionu(x, t) is called eventually positive (negative) if there exists a numberT ≥ 0 such that
u(x, t) > 0 (< 0) for every(x, t) ∈ Ω × [T,∞).

Remark. If a solution is non-oscillatory, then it is eventually positive or eventually negative.
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2. Comparative oscillation of (1.1) with the boundary value conditions (B1), (B2), (B3)

For convenience, we consider the following Dirichlet boundary value problem in the domainΩ :

�u + αu = 0, in (x, t) ∈ G, (2.1)

u = 0, on (x, t) ∈ ∂Ω × R+, (2.2)

in whichα is a constant.
It is well known from [11] that the smallest eigenvalueλ1 of problem(2.1) is positive and that the corresponding

eigenfunctionψ(x) ≥ 0 for x ∈ Ω .
Let u(x, t) be a solution of problem(1.1)–(B1); we define throughout this section

U(t) =
∫
Ω u(x, t)ψ(x) dx∫

Ω ψ(x) dx
. (2.3)

Let u(x, t) be a solution of problem(1.1)–(Bi), i = 2,3; we always define

V(t) =
∫
Ω u(x, t) dx∫

Ω dx
. (2.4)

To obtain our results, we first introduce a lemma as follows:

Lemma 2.1. Suppose that(H1)–(H4) hold; then

(z(t)− p(t)z(t − τ ))(n) + h1(t)ϕ1(z)

+
∫ b

a
Q(t, ξ) f (z(g1(t, ξ)), . . . , z(gl (t, ξ)))dσ(ξ) ≤ 0, t ∈ R+, (2.5)

hasaneventually positive solution if and only if

(z(t)− p(t)z(t − τ ))(n) + h1(t)ϕ1(z)

+
∫ b

a
Q(t, ξ) f (z(g1(t, ξ)), . . . , z(gl (t, ξ))) dσ(ξ) = 0, t ∈ R+ (2.6)

hasaneventually positive solution.

Proof. The sufficiency is obvious. We only need to prove the necessity. Assume that(2.5)has an eventually positive
solution z(t); this means that there is a numberT > 0 such thatz(t) > 0, z(t − τ ) > 0, z(gi (t, ξ)) > 0 for
t > T, i = 1, . . . , l . It follows that there exists a nonnegative integern∗ ≤ n − 1 (if n is odd, thenn∗ is even; ifn is
even, thenn∗ is odd), such that

z(i )(t) > 0, i = 0,1, . . . ,n∗

(−1)i z(i )(t) > 0, i = n∗, . . . ,n − 1,
(2.7)

By using(2.7), (H1)–(H3) and integrating(2.5)from t to ∞, n − n∗ times, we obtain

(z(t)− p(t)z(t − τ ))(n
∗) ≥

∫ ∞

t

(s − t)n−n∗−1

(n − n∗ − 1)!
[
h1(s)ϕ1(z(s))

+
∫ b

a
Q(s, ξ) f (z(g1(s, ξ)), . . . , z(gl (s, ξ))) dσ(ξ)

]
ds. (2.8)

Let T > 0 is large enough that(2.8)holds andz(t − τ ) > 0, z(gi (t, ξ)) > 0, i = 1, . . . , l . Integrating(2.8) from T
to t and using(2.8), we have

z(t) ≥ p(t)z(t − τ )+
∫ t

T

(t − s)n
∗−1

(n∗ − 1)!
∫ ∞

s

(r − s)n−n∗−1

(n − n∗ − 1)!
[
h1(r )ϕ1(z(r ))

+
∫ b

a
Q(r, ξ) f (z(g1(r, ξ)), . . . , z(gl (r, ξ))) dσ(ξ)

]
dr ds. (2.9)
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We define a set of functions as follows:K = C([T − τ,∞), [0,1]), anddefine an operatorSon K :

(Sy)(t) =




(Sy)(T), T − τ ≤ t < T,

1

z(t)

{
p(t)y(t − τ )z(t − τ )+

∫ t

T

(t − s)n
∗−1

(n∗ − 1)!
∫ ∞

s

(r − s)n−n∗−1

(n − n∗ − 1)!
×

[
h1(r )ϕ1(y(r )z(r ))

+
∫ b

a
Q(r, ξ) f (y(g1(r, ξ))z(g1(r, ξ)), . . . , y(gl (r, ξ))z(gl (r, ξ)))

× dσ(ξ)

]
dr ds

}
, t ≥ T.

It is easy to see by(2.9)thatSmapsK into itself, and for anyy ∈ K , we have(Sy)(t) > 0, for T − τ ≤ t < T . Now,
we define the sequencesyk(t) in K :

y0(t) ≡ 1, t ≥ T − τ,

and

yk+1(t) = (Syk)(t), for t ≥ T − τ, k = 0,1, . . . ,

lim
k→∞ yk(t) = y(t), t ≥ T − τ.

This means, from Lebesgue’s dominated convergence theorem, that there exists a functiony(t) that satisfies

y(t) = 1

z(t)

{
p(t)y(t − τ )z(t − τ )+

∫ t

T

(t − s)n
∗−1

(n∗ − 1)!
∫ ∞

s

(r − s)n−n∗−1

(n − n∗ − 1)!
[
h1(r )ϕ1(y(r )z(r ))

+
∫ b

a
Q(r, ξ) f (y(g1(r, ξ))z(g1(r, ξ)), . . . , y(gl (r, ξ))z(gl (r, ξ))) dσ(ξ)

]
dr ds

}
, t ≥ T.

and

y(t) = (Sy)(T), T − τ ≤ t < T.

This being the case, define

w(t) = y(t)z(t).

It is obvious thatw(t) > 0 for T − τ ≤ t < T and

w(t) = p(t)w(t − τ )+
∫ t

T

(t − s)n
∗−1

(n∗ − 1)!
∫ ∞

s

(r − s)n−n∗−1

(n − n∗ − 1)!
[
h1(r )ϕ1(w(r ))

+
∫ b

a
Q(r, ξ) f (w(g1(r, ξ)), . . . , w(gl (r, ξ))) dσ(ξ)

]
dr ds t ≥ T.

Thus,w(t) is a nonnegative solution of Eq.(2.6) for t ≥ T . Finally, it remains to show thatw(t) > 0 for t > T − µ.
Assume that there exists at∗ > T − µ suchthatw(t) > 0 for T − τ < t < t∗ andw(t∗) = 0. Thent∗ > T , and

0 = w(t∗) = p(t∗)w(t∗ − τ )+
∫ t∗

T

(t∗ − s)n
∗−1

(n∗ − 1)!
∫ ∞

s

(r − s)n−n∗−1

(n − n∗ − 1)!
[
h1(r )ϕ1(w(r ))

+
∫ b

a
Q(r, ξ) f (w(g1(r, ξ)), . . . , w(gl (r, ξ))) dσ(ξ)

]
dr ds, t∗ ≥ T.

which contradicts the assumption. Thus,w(t) is an eventually positive solution of Eq.(2.6); this is acontradiction to
the supposition too, and the proof is completed.�

If we let y(t) = −z(t), thenLemma 2.1changes into the following:
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Corollary 2.1. Suppose that(H1)–(H4) hold; then

(z(t)− p(t)z(t − τ ))(n) + h1(t)ϕ1(z)

+
∫ b

a
Q(t, ξ) f (z(g1(t, ξ)), . . . , z(gl (t, ξ))) dσ(ξ) ≥ 0, t ∈ R+, (2.10)

has an eventually negative solution if and only if(2.6)has an eventually negative solution.

Theorem 2.1. Suppose that(H1)–(H4) hold; if every solution of the differential equation

(z(t)− p(t)z(t − τ ))(n) + λ1a(t)z(t)+ h1(t)ϕ1(z)

+
∫ b

a
Q(t, ξ) f (z(g1(t, ξ)), . . . , z(gl (t, ξ))) dσ(ξ) = 0, t ∈ R+, (2.11)

oscillates, then every solution of(1.1)–(B1) oscillates.

Proof. Assume that there is a non-oscillatory solutionu(x, t) of the problem(1.1)–(B1). Without loss of generally,
let u(x, t) be an eventually positive solution of problem(1.1)–(B1); then there exists a numberT > 0 such that
u(x, t) > 0, u(x, t − τ ) > 0, u(x, gk(t, ξ)) > 0 for t > T , k = 1, . . . , l .

Multiplying both sides of Eq.(1.1) by ψ(x), and integrating both sides over the domainΩ with respect tox, we
have

dn

dtn

∫
Ω
(u(x, t)− p(t)u(x, t − τ ))ψ(x) dx − a(t)

∫
Ω

�uψ(x) dx +
∫
Ω

c(x, t,u)ψ(x) dx

+
∫
Ω
ψ(x)

∫ b

a
q(x, t, ξ) f (u(x, g1(t, ξ)), . . . ,u(x, gl (t, ξ))) dσ(ξ) dx = 0, t ≥ T. (2.12)

Using(2.1)and(2.2), and Green’s formula, we have∫
Ω

�uψ(x) dx = −λ1

∫
Ω

uψ(x) dx, t ≥ T. (2.13)

Combining(2.12), (2.13), (H3), (H4), using Jensen’s inequality and changing the order of integration, we have

dn

dtn

∫
Ω
(u(x, t)− p(t)u(x, t − τ ))ψ(x) dx + λ1a(t)

∫
Ω

uψ(x) dx + h1(t)
∫
Ω
ϕ1(u)ψ(x) dx

+
∫ b

a
Q(t, ξ) f

(∫
Ω ψ(x)u(x, g1(t, ξ)) dx∫

Ω ψ(x) dx
, . . . ,

∫
Ω ψ(x)u(x, gl (t, ξ)) dx∫

Ω ψ(x) dx

)
dσ(ξ)

∫
Ω
ψ(x) dx ≤ 0,

t ≥ T.

Using(2.3), this means

dn

dtn
(U(t)− p(t)U(t − τ ))+ λ1a(t)U(t)+ h1(t)ϕ1(U)

+
∫ b

a
Q(t, ξ) f (U(g1(t, ξ)), . . . ,U(gl (t, ξ))) dσ(ξ) ≤ 0, t ≥ T. (2.14)

Becauseu(x, t) is positive, from(2.3) again, we have thatU(t) is eventually positive. It follows thatU(t) is an
eventually positive solution of(2.5); according toLemma 2.1, Eq. (2.6)has an eventually positive solution, and this
contradicts the supposition.

If u(x, t) is an eventually negative solution of problem(1.1)–(B1), then there exists a numberT > 0 such that
u(x, t) < 0, u(x, t − τ ) < 0, u(x, gk(t, ξ)) < 0 for t > T , k = 1, . . . , l ; then(2.12)changes into

dn

dtn

∫
Ω
((−u(x, t))− p(t)− (u(x, t − τ )))ψ(x) dx

− a(t)
∫
Ω

�(−u)ψ(x) dx +
∫
Ω

c(x, t,−u)ψ(x) dx

+
∫
Ω
ψ(x)

∫ b

a
q(x, t, ξ) f (−u(x, g1(t, ξ)), . . . ,−u(x, gl (t, ξ))) dσ(ξ) dx = 0, t ≥ T.
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Let

v(x, t) = −u(x, t),

Using a method similar to the above, we can derive a contradiction too. The proof is completed. �
If p(t) = 0, c(x, t,u) = 0, then(1.1)has the following special form:

∂nu(x, t)

∂ tn
− a(t)�u +

∫ b

a
q(x, t, ξ)

× f (u(x, g1(t, ξ)), . . . ,u(x, gl (t, ξ))) dσ(ξ) = 0, (x, t) ∈ G. (2.15)

We consider the following differential equation:

z(n)(t)+ α1a(t)z(t)+
∫ b

a
Q(t, ξ) f (z(g1(t, ξ)), . . . , z(gl (t, ξ))) dσ(ξ) = 0, t ∈ R+. (2.16)

UsingTheorem 2.1, we have:

Corollary 2.2. Suppose that(H1)–(H4)hold, and every solution of differential equation(2.16)oscillates; then every
solution of problem(2.15)–(B1) oscillates in G.

Now, we investigate the oscillation of problem(1.1)with boundary value condition(B2).

Theorem 2.2. Suppose that(H1)–(H4) hold; if every solution of the differential equation

(z(t)− p(t)z(t − τ ))(n) + h1(t)ϕ1(z)

+
∫ b

a
Q(t, ξ) f (z(g1(t, ξ)), . . . , z(gl (t, ξ))) dσ(ξ) = 0, t ∈ R+ (2.17)

oscillates, then every solution of(1.1)–(B2) oscillates.

Proof. Assume that there is a non-oscillatory solutionu(x, t) of the problem(1.1)–(B2). Without loss of generally,
we assumeu(x, t) is an eventually positive solution of(1.1)–(B2)(if it is an eventually negative solution, the proof
is similar). This means that there exists a numberT ≥ 0 such that u(x, t) > 0, u(x, gk(t, ξ)) > 0,for t > T ,
k = 1, . . . , l .

Integrating(1.1)on both sides over the domainΩ with respect tox, it follows that

dn

dtn

∫
Ω
(u(x, t)− p(t)u(x, t − τ )) dx − a(t)

∫
Ω

�u dx +
∫
Ω

c(x, t,u) dx

+
∫
Ω

∫ b

a
q(x, t, ξ) f (u(x, g1(t, ξ)), . . . ,u(x, gl (t, ξ))) dσ(ξ) dx = 0, t ≥ T. (2.18)

Using Green’s formula and(B2), weobtain∫
Ω

�u dx =
∫
∂Ω

∂u(x, t)

∂N
ds = 0, t ≥ T. (2.19)

Combining(2.18), (2.19), (H2), (H3) and using Jensen’s inequality, we obtain

dn

dtn

∫
Ω
(u(x, t)− p(t)u(x, t − τ )) dx + h1(t)

∫
Ω
ϕ1(u) dx

+
∫ b

a
Q(t, ξ) f

(∫
Ω u(g1(t, ξ)) dx∫

Ω dx
, . . . ,

∫
Ω u(gl (t, ξ)) dx∫

Ω dx

)
dσ(ξ)

∫
Ω

dx ≤ 0, t ≥ T.

According to(2.4), it follows that

dn

dtn
(V(t)− p(t)V(t − τ ))+ h1(t)ϕ1(V(t))

+
∫ b

a
Q(t, ξ) f (V(g1(t, ξ)), . . . ,V(gl (t, ξ))) dσ(ξ) ≤ 0, t ≥ T. (2.20)
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Becauseu(x, t) is positive, from(2.4)again, we have thatV(t) is positive eventually. According toLemma 2.1, V(t)
is an eventually positive solution of Eq.(2.17); this contradicts the supposition. The proof is completed. �

FromTheorems 2.1and2.2, Lemma 2.1, it is easy to prove:

Corollary 2.3. Suppose that(H1)–(H4)hold; then every solution of the boundary value problem(2.15)–(B2) oscillates
if and only if every solution of

z(n)(t)+
∫ b

a
Q(t, ξ) f (z(g1(t, ξ)), . . . , z(gl (t, ξ))) dσ(ξ) = 0, t ∈ R+ (2.21)

is oscillatory.

UsingTheorem 2.2andLemma 2.1, it is easy to show.

Theorem 2.3. Suppose that(H1)–(H4) hold; if every solution of the differential equation

(z(t)− p(t)z(t − τ ))(n) + h1(t)ϕ1(z)

+
∫ b

a
f (z(g1(t, ξ)), . . . , z(gl (t, ξ))) dσ(ξ) = 0, t ∈ R+, (2.22)

oscillates, then every solution of(1.1)–(B3) oscillates.

3. Asymptotic behavior of non-oscillatory solutions

In this section, we will establish the asymptotic behavior of the non-oscillatory solutions(1.1)–(B1), (B2), (B3).
For convenience, we let

y(t) = z(t)− p(t)z(t − τ ), (3.1)

and

v(x, t) = u(x, t)− p(t)u(x, t − τ ). (3.2)

Theorem 3.1. Suppose that(H1)–(H4) hold; if z(t) is an eventually positive solution of

(z(t)− p(t)z(t − τ ))(n) + h2(t)ϕ2(z)+
∫ b

a
Q(t, ξ) f (z(g1(t, ξ)), . . . , z(gl (t, ξ))) dσ(ξ) = 0, t ∈ R+,(3.3)

then there exists a non-oscillatory solution of the boundary value problem(1.1)–(B1), (B2), (B3) such that:

(1) If limt→∞ z(t) = 0, thenlimt→∞ u(x, t) = 0, limt→∞ v(x, t) = 0, ∂
i v(x,t)
∂t i is monotonic and

limt→∞ ∂ i v(x,t)
∂t i = 0, ∂

i v(x,t)
∂t i

∂ i+1v(x,t)
∂t i+1 < 0, for i = 1, . . . ,n − 1.

(2) If z(t) 
= 0 as t → ∞, then u(x, t) > 0, v(x, t) > 0, or u(x, t) < 0, v(x, t) < 0, where y(t), v(x, t) are defined
by (3.1)and(3.2)respectively.

Proof. (1) We only prove that there exists a solution of(1.1)–(B1) which satisfies (1), (2) inTheorem 3.1; the rest
is similar. Without loss of generality, assume(3.3) has an eventuallypositive solution z(t) (if it has an eventually
negative solution, the proof is similar) and letu(x, t) = z(t); then it is an eventually positive solution of

∂n(u(x, t)− p(t)u(x, t − τ ))

∂ tn
− a(t)�u + h2(t)ϕ2(u)

+
∫ b

a
q(x, t, ξ) f (u(x, g1(t, ξ)), . . . ,u(x, gl (t, ξ))) dσ(ξ) ≤ 0, (x, t) ∈ G,

From(H4), it follows thatu(x, t) satisfies

∂n(u(x, t)− p(t)u(x, t − τ ))

∂ tn
− a(t)�u + c(x, t,u)

+
∫ b

a
q(x, t, ξ) f (u(x, g1(t, ξ)), . . . ,u(x, gl (t, ξ))) dσ(ξ) ≤ 0, (x, t) ∈ G, (3.4)
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by Lemma 2.1, u(x, t) is an eventually positive solution of(1.1)–(B1), and�u = 0, that is

∂n(u(x, t)− p(t)u(x, t − τ ))

∂ tn

= −c(x, t,u)−
∫ b

a
q(x, t, ξ) f (u(x, g1(t, ξ)), . . . ,u(x, gl (t, ξ))) dσ(ξ) ≤ 0, (x, t) ∈ G. (3.5)

This means that∂
nv(x,t)
∂tn ≤ 0, andv(x, t) ≥ 0; it follows that ∂

i v(x,t)
∂t i is monotone, and∂

n−1v(x,t)
∂tn−1 is decreasing. Thus

it follows that limt→∞ ∂n−1v(x,t)
∂tn−1 exists. Assume that limt→∞ ∂n−1v(x,t)

∂tn−1 = L < 0; then there exists a numberL1 < 0,
and a numberT > t0, such that

lim
t→∞

∂n−1v(x, t)

∂ tn−1 ≤ L1, t > T.

This contradicts limt→∞ v(x, t) = 0.

On the other hand, ifL > 0, then ∂
n−1v(x,t)
∂tn−1 ≥ L > 0, which contradicts limt→∞ v(x, t) = 0 also. Thus, we

havelimt→∞ ∂n−1v(x,t)
∂tn−1 = 0. Moreover, ∂

n−1v(x,t)
∂tn−1 > 0, t > T ; this means that∂

n−2v(x,t)
∂tn−2 is increasing forn > 2. Let

limt→∞ ∂n−2v(x,t)
∂tn−2 = L2. It is obvious thatL2 = 0; by the similar proof, we can easily prove that

lim
t→∞

∂ i v(x, t)

∂ t i
= 0, i = 1, . . . ,n − 1,

and

∂ i v(x, t)

∂ t i

∂ i+1v(x, t)

∂ t i+1
< 0, i = 1, . . . ,n − 1.

(2) If limt→∞ z(t) 
= 0, then lim supt→∞ z(t) > 0, becauseu(x, t) = z(t) is eventually positive and
lim supt→∞ u(x, t) = U(x) > 0. Assume thatv(x, t) is not eventually positive; then it is eventually negative. If
z(t) is unbounded, then there exists a sequencetk → ∞, and ax0 ∈ Ω suchthatv(x0, tk) = maxt≤tkv(x0, t), and
lim suptk→∞ z(tk) = lim suptk→∞ u(x, tk) = ∞. By (3.2), and taking x0 ∈ Ω , we have

v(x0, tk) = u(x0, tk)− p(tk)u(x0, tk − τ )

≥ u(x0, tk)[1 − p(tk)] ≥ u(x0, tk)[1 − p]. (3.6)

Taking thelimits of both sides of(3.6)astk → ∞, wecan get lim supv(x0, t) = ∞; this contradictsv(x, t) < 0. If
v(x, t) is bounded, then there exists a sequencetk → ∞ suchthat

lim
tk→∞ v(x, tk) = lim sup

t→∞
v(x, t) = V(x) > 0.

Taking x0 ∈ Ω , we haveV(x0) > 0. Combining (3.2)and(3.6)and taking the limit astk → ∞, we have

0 ≥ lim
tk→∞ v(x0, tk)

= lim
tk→∞ u(x0, tk)− lim

tk→∞(p(tk)u(x0, tk − τ ))

≥ lim
tk→∞ u(x0, tk)[1 − p(tk)]

≥ lim
tk→∞ u(x0, tk)[1 − p] > 0. (3.7)

This is also a contradiction. The proof is completed.�

Example 3.1. Consider the following boundary value problem:

∂n(u(x, t)− 1
3e4 u(x, t − 4))

∂ tn − uxx + 1

3e4u(x, t − 4)

+ 2

3π2e−e4

∫ π

0
e−(t−e−t )ξe−u(x,t−4) dξ = 0, (x, t) ∈ (0, π)× R+ ≡ G, (3.8)
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with the following boundary value condition:

∂u(0, t)

∂x
= ∂u(π, t)

∂x
= 0, t ≥ 0, (3.9)

wheren is an odd number,f = 2
3π2e−e4

∫ π
0 e−(t−e−t )ξe−u(x,t−4)dξ = 1

3e−e4 e−(t−e−t )e−u(x,t−4), p = 1
3e4 , c =

1
3e4 u(x, t − 4); its corresponding delay differential equation is as follows:(

z(t)− 1

3e4z(t − 4)

)(n)
+ 1

3e4 z(t − 4)+ 1

3e−e4 e−(t−e−t )e−z(t−4) = 0, t ∈ [t0,+∞), t0 ∈ R, (3.10)

and it is obvious thatz = e−t is an eventually positive solution of(3.10), andlimt→∞ z(t) = 0. It follows that
u(x, t) = z(t) = e−t is an eventually positive solution of problem(3.8)and(3.9), andlimt→∞ u(x, t) = 0, v(x, t) =
2
3e−t , limt→∞ v(x, t) = 0, ∂

kv(x,t)
∂t k = (−1)k 2

3e−t ; it is easy to show that∂
kv(x,t)
∂t k

∂k+1v(x,t)
∂t k+1 < 0, limt→∞ ∂kv(x,t)

∂t k =
0, k = 1, . . . ,n − 1.
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