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Abstract

Let M denote the class of functionsf meromorphic outside some compact totally disconne
setE = E(f ) and the cluster set off at anya ∈ E with respect toEc = Ĉ\E is equal toĈ. It is
known that classM is closed under composition. Letf andg be two functions in classM, we study
relationship between dynamics off ◦g andg ◦f . Denote byF(f ) andJ (f ) the Fatou and Julia se
of f . LetU be a component ofF(f ◦g) andV be a component ofF(g ◦f ) which containsg(U). We
show that under certain conditionsU is a wandering domain if and only ifV is a wandering domain
if U is periodic, then so isV and moreover,V is of the same type according to the classification
periodic components asU unlessU is a Siegel disk or Herman ring.
 2005 Elsevier Inc. All rights reserved.
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1. Introduction

Let E be any compact totally disconnected set inĈ, if z0 ∈ E and f is a function
meromorphic inEc = Ĉ\E, then the cluster setC(f,Ec, z0) is defined as{w: w =
limn→+∞ f (zn) for somezn ∈ Ec with zn → z0}. We introduce the classM = {f : there
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is a compact totally disconnected setE = E(f ) such thatf is meromorphic inEc and
C(f,Ec, z0) = Ĉ for all z0 ∈ E. If E = ∅ we make the further assumption thatf is nei-
ther constant nor univalent in̂C}. The classM was first investigated in [1] and [2] wher
the basic concepts such as Fatou and Julia sets and the basic properties of dyna
functions inM were established. It was proved in [1] that the classM is closed unde
composition and iff,g ∈ M, thenE(f ◦ g) = E(g) ∪ g−1(E(f )). Forf ∈ M, we define
f 0 to be the identity function withE0 = ∅, and, inductively,f 1 = f , f n = f ◦ f n−1. We
obtainf n ∈ M, n ∈ N, with En = E(f n) = ⋃n−1

j=0f
−j (E) = {singularities off −n}. If we

setJ1(f ) = ⋃+∞
n=0 En andF1(f ) = Ĉ\J1(f ), thenF1(f ) is the largest open set in whic

all f n are defined andf (F1(f )) ⊂ F1(f ). As in [1], for f ∈ M, we define the Fatou se
of f , denoted byF(f ), to be the largest open set in which (i) all iteratesf n are meromor-
phic and (ii) the family{f n} is a normal family; and the Julia set off , denoted byJ (f ),
is defined to be the complement ofF(f ). If the setJ1(f ) is either empty or contains on
point or two points, thenf is conjugate to a rational map or entire function or an anal
map of the punctured planeC∗, respectively. In these cases the condition (i) is trivial a
the Fatou sets are determined by (ii). In all other cases, by Montel’s theorem, we
F(f ) = F1(f ) andJ (f ) = J1(f ). It is easy to see that forf ∈ M, F(f ) is open and com
pletely invariant. LetU be a connected component ofF(f ), thenf n(U) is contained in a
componentUn of F(f ). If for somen ∈ N, Un = U , namelyf n(U) ⊂ U , thenU is said
to be periodic. If for some pair ofm 	= n, Um = Un, butU is not periodic, thenU is said to
be preperiodic. If wheneverm 	= n, Um 	= Un, thenU is called a wandering domain off .
For a periodic component ofF(f ) we have the following classification theorem [1]:

Theorem 1.1. LetU be a periodic component of the Fatou set of periodp. Then precisely
one of the following is true:

(i) U is a (super)attracting domain of a (super)attracting periodic pointa of f of periodp

such thatf np|U → a asn → +∞ anda ∈ U .
(ii) U is a parabolic domain of a rational neutral periodic pointb of f of periodp such

thatf np|U → b asn → +∞ andb ∈ ∂U .
(iii) U is a Siegel disk of periodp such that there exists an analytic homeomorph

φ :U → ∆, where∆ = {z: |z| < 1}, satisfyingφ(f p(φ−1(z))) = e2παiz for some
irrational numberα andφ−1(0) ∈ U is an irrational neutral periodic point off of
periodp.

(iv) U is a Herman ring of periodp such that there exists an analytic homeomorph
φ :U → A, whereA = {z: 1< |z| < r}, satisfyingφ(f p(φ−1(z))) = e2παiz for some
irrational numberα.

(v) U is a Baker domain of periodp such thatf np|U → c ∈ J (f ) asn → +∞ butf p is
not meromorphic atc. If p = 1, thenc ∈ E(f ).

There are several subclasses of the classM which are introduced in [1] including thos
studied by Bolsch in [7,8]. To suit our purpose, we introduce some subclasses an

dynamical properties as follows.
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Definition 1.1. Let f ∈ M. Then

(i) f is in classK if there is a compact countable setE(f ) ⊂ Ĉ such thatf is meromor-
phic in Ĉ \ E(f ) but in no larger set.

(ii) f is in classMPk , wherek is an integer not less than two, ifE(f ) 	= ∅ and for each
z0 ∈ E(f ) and open setU which containsz0, f takes inU \ E(f ) every value inĈ
with at mostk exceptions.

(iii) f is in classMAk , wherek ∈ N, if E(f ) 	= ∅ and for eachz0 ∈ E(f ) the functionf

has thek islands property atz0, namely for any neighborhoodU of z0 andk simply-
connected domains∆i in Ĉ which have disjoint closures and which are bound
by sectionally analytic Jordan curves, there is a simply-connected subdomainD in
U \ E(f ) such thatf mapsD univalently onto one of the∆i .

(ii) f is in classMS if the set of singular values off −1 is finite.
(iii) f is in classMSR if f ∈ MS and the complement ofE(f ) is of classOAD (If W is

a domain in the plane andF is a function analytic inW , the Dirichlet integral ofF
is defined byDW(F) = ∫∫

W
|F ′(z)|2 dx dy. An analytic function with finite Dirichlet

integral is said to be of the classAD. The domainW is said to be of classOAD if the
only functions of classAD onW are constants).

The followings results were established in [1]:

Theorem 1.2. Letf ∈ M. Then the following statements are true:

(i) MAk ⊂ MPk−1, K ⊂ MP2 ∩ MA5, K ∩ MS ⊂ MSR.
(ii) The subclassesK, MPk , MAk , andMS are closed under composition.

(iii) If f ∈ MAk for somek � 5, then the repelling periodic points are dense inJ (f ).
(iv) If E(f ) has the local Picard property, namely there exist no open setV with

E ∩ V 	= ∅ and no functionf meromorphic inV \ E(f ) with an essential singu
larity at each point ofE ∩ V such thatf omits three values inV \ E(f ), then every
point ofJ (f ) is a limit point of periodic points off .

(v) If f ∈ MS, thenf has no Baker domains.
(vi) If f ∈ MSR, thenf has no wandering domains.

The following result was given in [2].

Theorem 1.3. Suppose thatf ∈ MS. If E(f ) has an isolated point, thenf has at most two
completely invariant domains.

In [3], Baker and Singh studied the dynamics of composite entire functions and sh
that if p is a nonconstant entire function andg(z) = a + be2πiz/c, wherea, b andc are
nonzero constants andg ◦ p has no wandering domains, then neither doesp ◦ g. In [6],
Bergweiler and Wang studied the dynamics of composite entire functions without ass

any special forms of functions. The following are results obtained in [6]:
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Theorem 1.4. Let f andg be nonlinear entire functions andz ∈ C. Thenz ∈ J (f ◦ g) if
and only ifg(z) ∈ J (g ◦ f ).

Theorem 1.5. Let f and g be nonlinear entire functions. LetU0 be a component o
F(f ◦ g) and letV0 be the component ofF(g ◦ f ) that containsg(U0). Then

(i) U0 is wandering if and only ifV0 is wandering.
(ii) If U0 is periodic, then so isV0. Moreover,V0 is of the same type according to th

classification of periodic components asU0.

In particular, f ◦ g has a wandering domain if and only ifg ◦ f has a wandering domain

Several examples of entire functions which have no wandering domains were the
structed by using Theorem 1.5 including an example given earlier in [3]. In [5], Bergw
and Hinkkanen generalized these results by considering dynamical connection o
scendental entire functionsf andh satisfyingg ◦ f = h ◦ g, whereg is a continuous and
open map of the complex plane into itself. Recently, Zheng [9] studied the conne
between the Fatou components and the singularities of the inverse function of funct
classM and the dynamical connection betweenf andg in classM satisfying the equa
tion h ◦ f = g ◦ h whereh is meromorphic inC. Several examples of Baker domains a
wandering domains of transcendental meromorphic functions which have special p
ties were also given in [9]. In this paper, we extend Theorems 1.4 and 1.5 to fun
meromorphic outside a small set which have certain properties such as those in sub
of classM defined above. By using these results, we will give examples of transcend
meromorphic functions and functions in classM which do not have wandering domains
Baker domains.

2. Preliminaries

In this section, we give several lemmas which will be used in the proof of our
results. Throughout this paper, we denotef ◦ g by fg andE(f ) by Ef .

Lemma 2.1. Let f , g ∈ M. If z0 is a periodic point offg, theng(z0) is a periodic point
of gf .

Proof. Let z0 be a periodic point of periodn of fg, namely(fg)n(z0) = z0. Then

z0 /∈ E
(
(fg)n

) =
(

n−1⋃
j=0

(
(fg)j

)−1
(Eg)

)
∪

(
n−1⋃
j=0

(
(gf )jg

)−1
(Ef )

)
.

Thus,g(fg)n(z0) is defined and equal tog(z0). Sinceg(fg)n(z0) = (gf )n(g(z0)), it fol-
lows thatg(z0) is a periodic point ofgf . This completes the proof.�

Recall that the singularities of the inverse function of functionf in classM, denoted by

sing(f −1), is the union of the set of critical values off , denoted byCV(f ), and the set of
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asymptotic values off , denoted byAV(f ) together with all limit points ofCV(f )∪AV(f ).
We denote the set of limit points of a setE by E′.

Lemma 2.2. Letf , g ∈ M. Assume the following conditions hold:

(i) ∞ ∈ Ef ∩ Eg .
(ii) If for somez0 ∈ Efg and for some pathγ (t), 0 � t < 1, we haveγ ∩ Efg = ∅ and

γ → z0 as t → 1, theng(γ )′ ∩ (Ef \ {∞}) = ∅.

Then we have

CV(fg) ⊂ CV(f ) ∪ f
(
CV(g)

)
, AV(fg) ⊂ AV(f ) ∪ f

(
AV(g)

)
,

andsing(fg)−1 ⊂ sing(f )−1 ∪ f (sing(g)−1).

Proof. Let α be a critical value offg. Then there existsz0 such that(fg)′(z0) =
f ′(g(z0))g

′(z0) = 0 and(fg)(z0) = α. Thus,z0 /∈ Eg ∪ g−1(Ef ). If f ′(g(z0)) = 0, then
g(z0) is a critical point forf and we have(fg)(z0) ∈ CV(f ). If g′(z0) = 0, thenz0
is a critical point ofg and sog(z0) ∈ CV(g). Thus, (fg)(z0) ∈ f (CV(g)). Therefore,
CV(fg) ⊂ CV(f )∪f (CV(g)). Now letα be an asymptotic value offg. Then there exist
z0 ∈ Efg and a pathγ (t), 0 � t < 1 such thatγ ∩ Efg = ∅ andγ → z0 as t → 1 and
(fg)(z) → α alongγ .

Case 1. z0 is finite.

Subcase1.1: g(z) → z0 alongγ .
In this subcase,α is an asymptotic value off .

Subcase1.2: g(z) � z0 alongγ andg(z) is eventually bounded alongγ (namely, there
existsδ > 0 such that|g(z)| is bounded on{z ∈ γ : |z − z0| < δ}).

In this subcase, there exists a sequence{zn} on γ and a finite pointw0 such that
limn→+∞ zn = z0 and limn→+∞ g(zn) = w0. By (ii), w0 /∈ Ef and it follows thatf (w0) =
limn→+∞ f (g(zn)) = α. By (ii) and the fact that poles off cannot accumulate at a fini
point outsideEf , we can find a neighborhoodUw0 of w0 such thatUw0 ∩ (Ef ∪ Pf ) = ∅,
wherePf is the set of poles off (if there exists a sequencewn of points inEf such that
limn→+∞ wn = w0, thenw0 ∈ Ef = Ef . This is impossible by (ii)). Thus,f is analytic
in Uw0. Let ρ > 0 be a fixed sufficiently small positive real number. Then for someε > 0,
we have|f (w) − α| > ε for w ∈ {w: |w − w0| = ρ}. Next, asα is an asymptotic value o
f ◦ g, |f (g(z)) − α| < ε for all z ∈ {z: |z − z0| < δ} onγ , for someδ > 0. In particular, if
|zn −z0| are sufficiently small, then|f (g(z))−α| < ε for all z such that|z−z0| < |zn −z0|
and|g(zn) − w0| < ρ. Thus,|g(z) − w0| < ρ for all z which is arbitrarily closed toz0 and
hencew0 is an asymptotic value ofg. This givesα ∈ f (AV(g)).

Subcase1.3: g(z) is not eventually bounded alongγ .
In this subcase, there exists a sequence{zn} on γ such that limn→+∞ zn = z0 and
limn→+∞ g(zn) = ∞. If there are infinitely many pointsznk
of the sequencezn such that
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) = ∞, then we modify the pathγ slightly so as to avoid the poles ofg while pre-

serving all other conditions. Thus, eventually along{zn}, g is defined and unbounde
namely, there exists a sequence{αn} on γ such that limn→+∞ αn = z0, g(αn) 	= ∞ and
limn→+∞ g(αn) = ∞. If g(z) → ∞, alongγ , thenα ∈ AV(f ) since∞ ∈ Ef . Otherwise,
there is a sequenceβn on γ such that limn→+∞ g(βn) = w0 for some finitew0. By (ii),
w0 /∈ Ef and it follows thatf (w0) = limn→+∞ f (g(βn)) = α. By the same argument a
in Subcase 1.2, we can find a neighborhoodUw0 of w0 such thatf is analytic inUw0. Let
ρ > 0 be a fixed sufficiently small positive real number. Then for someε > 0, we have
|f (w) − α| > ε for w ∈ {w: |w − w0| = ρ}. Next, asα is an asymptotic value off ◦ g,
|f (g(z)) − α| < ε for all z ∈ {z: |z − z0| < δ} on γ , for some constantδ. In particular,
if βn are sufficiently close toz0 on γ , then|f (g(z)) − α| < ε for all z beyondβn on γ

and|g(βn) − w0| < ρ. Thus,|g(z) − w0| < ρ for all z sufficiently close toz0 on γ . Thus
g must be bounded onγ which contradicts to the assumption thatg(z) is not eventually
bounded alongγ . Therefore, this subcase cannot occur at all.

Case 2. z0 = ∞.

Subcase2.1: g(z) → ∞ alongγ .
In this subcase,α is an asymptotic value off .

Subcase2.2: g(z) � ∞ alongγ .
In this subcase, there exists a sequence{zn} on γ and a finite pointw0 such that

limn→+∞ zn = ∞ and limn→+∞ g(zn) = w0. By (ii), w0 /∈ Ef and it follows thatf (w0) =
limn→+∞ f (g(zn)) = α. The same argument as in Subcase 1.2 givesα ∈ f (AV(g)).

From Cases 1 and 2, we conclude thatAV(fg) ⊂ AV(f ) ∪ f (AV(g)). This completes
the proof. �
Remark 2.1. If f and g are transcendental entire functions, then all assumption
Lemma 2.2 hold.

Lemma 2.3 (Denjoy–Carleman–Ahlfors Theorem [8]). If the inverse function of a mero
morphic functionf hasn direct singularities,n � 2, then

lim inf
r→+∞

T (r, f )

r
n
2

> 0.

Consequently, the inverse function to a meromorphic function of finite orderρ has at most
max{2ρ,1} direct singularities. Moreover, an entire function of finite orderρ has at most
2ρ finite asymptotic values.

The following lemma is proved in [4].

Lemma 2.4. For a meromorphic functionf of finite order, every indirect singularity off −1
is a limit of critical values.
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3. Results

We are now ready to state and prove our main results.

Theorem 3.1. Let f,g ∈ M. Assume that∞ ∈ Ef ∩ Eg and every point inJ (fg)

and J (gf ) is a limit point of periodic points offg and gf , respectively. Then the fo
lowing statements hold:

(i) If z ∈ J (fg) \ Eg , theng(z) ∈ J (gf ).
(ii) If g(z) ∈ J (gf ) \ Ef , thenz ∈ J (fg).

Proof. Let z ∈ J (fg) \ Eg . By assumption, there exist periodic pointszk of fg say
(fg)nk (zk) = zk wherezk 	= z such thatzk → z ask → +∞. By Lemma 2.1,g(zk) are
periodic points ofgf and g(zk) 	= g(z) for all but finitely manyk (otherwise, the se
{w: g(w) − g(z) = 0} has a limit point and henceg is a constant). Asz, zk /∈ Eg we have
g(zk) → g(z) ask → +∞ and henceg(z) is a limit point of periodic points ofgf . It fol-
lows thatg(z) ∈ J (gf ). Similarly, by interchanging the role off andg, if w ∈ J (gf )\Ef ,
thenf (w) ∈ J (fg). Conversely, assume thatg(z) ∈ J (gf ) \ Ef , thenf (g(z)) ∈ J (fg)

and by the complete invariance property of the Julia set we obtainz ∈ J (fg). This com-
pletes the proof. �

From Theorem 3.1, we have

Corollary 3.1. If U is a component ofF(fg), theng(U) is contained in a componentV

of F(gf ).

Proof. Let U be a component ofF(fg). ThenU ∩ J (fg) = ∅. We claim thatg(U) ∩
J (gf ) = ∅. Suppose thatg(U) ∩ (J (gf ) \ Ef ) 	= ∅. Then there existsz0 ∈ U such
that g(z0) ∈ (J (gf ) \ Ef ). By Theorem 3.1(ii), we havez0 ∈ J (fg) which is impos-
sible. Now if g(U) ∩ Ef 	= ∅, then there existsz0 ∈ U such thatg(z0) ∈ Ef . Thus,
z0 ∈ g−1Ef ⊂ Efg ⊂ J (fg) which is impossible. Therefore,g(U) ∩ J (gf ) = ∅ and
henceg(U) is contained in a componentV of F(gf ). This completes the proof.�
Theorem 3.2. Let f , g ∈ M. Assume that∞ ∈ Ef ∩ Eg and every point inJ (fg)

andJ (gf ) is a limit point of periodic points offg andgf , respectively. LetU be a com-
ponent ofF(fg) and letV be the component ofF(gf ) which containsg(U). Then

(i) U is a wandering domain if and only ifV is a wandering domain.
(ii) If U is periodic, then so isV . Moreover,V is of the same type according to the clas

fication of periodic components asU unlessU is a Siegel disk or Herman ring whe
in this caseV is either a Siegel disk or Herman ring.

Proof. For eachn ∈ N, let Un be the component ofF(fg) which contains(fg)n(U) and
let Vn be the component ofF(gf ) which contains(gf )n(V ). As U ∩ Eg = ∅ we see tha

g((fg)n(U)) = (gf )n(g(U)) which givesg(Un) ⊂ Vn. By a similar argument used in the
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proof of Corollary 3.1, we may show thatf (Vn) ⊂ Un+1. As a result, ifUm = Un, then
Vm = Vn and if Vm = Vn, thenUm+1 = Un+1. This gives the statement (i) of the theore
Moreover, ifUn = U , thenVn = V , namely ifU is periodic, then so isV . Assume tha
Un = U and for some sequence{nj } we have(fg)nj |U → φ asj → +∞ whereφ /∈ Efg .
Let V ∗ be a domain inV such that a branchg−1

V :V ∗ → U∗ ⊂ U of the inverse function
of g is defined. Then(gf )n|V ∗ = g(fg)ng−1

V |V ∗ and hence(gf )n(V ∗) → ψ = gφg−1
V . If

U is a Siegel disk or Herman ring, thenφ is a nonconstant limit function of{(fg)n} onU ,
henceψ is also a nonconstant limit function of{(fg)n} on V and henceV is either a
Siegel disk or Herman ring. IfU is an attracting domain, thenφ is a constant limit function
lying in F(fg), henceψ is also a constant limit function lying inF(gf ) andV must be
an attracting domain. Similarly, ifU is a parabolic domain, then so isV . By the same
arguments, ifV is an attracting or parabolic domain, then so isU1; and if V is a Siegel
disk or Herman ring, thenU1 is either a Siegel disk or Herman ring. It follows that ifU is
a Baker domain, then so isV . This completes the proof.�

We now give an example of transcendental meromorphic function and functi
classM which do not have wandering domains or Baker domains.

Example 3.1. Let f (z) = eiz + z andg(z) = tanz. Theng has finite order and has no cr
ical values; hence, by Lemmas 2.3 and 2.4,g has only finitely many asymptotic values.
fact, AV(g) = {−i, i}. For f we may easily show thatCV(f ) = {i + (π

2 + 2kπ): k ∈ Z}
andf has no finite asymptotic values. We may show thatg(CV(f )) = {−coti}, hence,
by Lemma 2.2,AV(gf ) ⊂ {−i, i} andCV(gf ) ⊂ {−coti}. SinceEgf = Ef ∪ f −1(Eg) =
{∞}, gf is a transcendental meromorphic function onC andgf ∈ K ∩ MS ⊂ MSR. By
Theorem 1.1,gf has no wandering domains or Baker domains. We conclude from T
rem 3.2 thatfg = ei tanz + tanz has no wandering domains or Baker domains. Note
CV(fg) = {i + π

2 + 2kπ : k ∈ Z}, hencefg /∈ MS or not even of bounded type.�
Remark 3.1. Theorem 3.2 generalizes Theorem 1.5 obtained in [6] and in fact we ma
other examples of transcendental entire or meromorphic functions which have no w
ing domains or Baker domains.
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