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#### Abstract

Let $B_{l}, l=1, \ldots, k$, be $m \times n_{l}$ complex matrices and let $x^{[l]} \in \mathbb{C}^{n_{l}}, l=1, \ldots, k$, be complex vector variables. We show that the components of the map $H=\left(B_{1} x^{[1]}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} x^{[k]}\right)^{\left(d_{k}\right)}$ are linearly dependent over $\mathbb{C}$ if and only if $\operatorname{det}\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}\right)}=0$, where $\circ$ means the Hadamard product, $X^{*}$ and $X^{(d)}$ denote the conjugate transpose and the $d$ th Hadamard power of a matrix $X$, respectively. Connections are established between the Homogenous Dependence Problem ( $\operatorname{HDP}(n, d)$ ), which arises in the study of the Jacobian Conjecture, and the dependence problem for power linear maps $(\operatorname{PLDP}(n, d))$. An algorithm is given to compute counterexamples to $\operatorname{PLDP}(n, d)$ from those to $\operatorname{HDP}(n, d)$, and counterexamples to $\operatorname{PLDP}(n, 3)$ are obtained for all $n \geqslant 67$.
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## 1. Introduction

Let $F=\left(F_{1}, \ldots, F_{n}\right): \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ be a polynomial map. $F_{i}$ is called the $i$ th component of $F$. The Jacobian Conjecture asserts that $F$ is invertible if the Jacobian determinant of $F$ is a
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nonzero constant. Bass et al. [1] proved that it suffices to investigate the Jacobian conjecture for polynomial maps of the form $F=x+H$ with $J H$ nilpotent and $H$ homogeneous of degree 3, i.e., each component $H_{i}$ is either zero or homogeneous of degree 3. The studies of these special polynomial maps led to the following problem; see [18, Section 7.1], [3,4,11,16].

### 1.1. Homogeneous Dependence Problem (HDP( $n, d)$ )

Let $H=\left(H_{1}, \ldots, H_{n}\right): \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ be a homogeneous polynomial map of degree $d \geqslant 2$ such that $J H$ is nilpotent. Does it follow that $H_{1}, \ldots, H_{n}$ are linearly dependent over $\mathbb{C}$; equivalently, are the rows of $J H$ linearly dependent over $\mathbb{C}$ ?

Affirmative answers are known when $n \leqslant 3, d$ arbitrary [3,19]; $n=4, d=2$ [13] or $d=3$ [11]. Counterexamples are given by de Bondt for all dimensions $n \geqslant 5$, including counterexamples for all dimensions $n \geqslant 10$ with $d=3$ [4]. But the following problems are still open:

Problem 1. Does $\operatorname{HDP}(n, 2)$ have an affirmative answer for all $n>4$ ? See [16, Conjecture 11.3], [18, Question 7.4.16] or [4].

Problem 2. Does $\operatorname{HDP}(n, d)$ have an affirmative answer for all power linear maps: $H=$ $\left(\left(\sum_{j=1}^{n} a_{1 j} x_{j}\right)^{d}, \ldots,\left(\sum_{j=1}^{n} a_{n j} x_{j}\right)^{d}\right)$ ?

In the paper, we solve Problem 2 and reduce Problem 1 to the case in which $H$ is a power linear map of degree 2, which is also called a quadratic linear map. The motivation to consider the linear dependence problem for power linear maps is that Drużkowski [5] showed that it suffices to investigate the Jacobian Conjecture for all the maps $F=\left(x_{1}+\left(\sum_{j=1}^{n} a_{1 j} x_{j}\right)^{3}, \ldots, x_{n}+\right.$ $\left(\sum_{j=1}^{n} a_{n j} x_{j}\right)^{3}$. To describe the structure of these maps, it is necessary to consider the linear dependence problem for power linear maps. For studies of power linear maps we refer the reader to [2,6,12,14].

For $m \times n$ complex matrices $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ and a positive integer $d$, the matrix $\left(a_{i j} b_{i j}\right)$ is called the Hadamard product of $A$ and $B$, denoted by $A \circ B$, and the matrix $\left(a_{i j}^{d}\right)$ is called the $d$ th Hadamard power of $A$, denoted by $A^{(d)}$. We view the vectors in $\mathbb{C}^{n}$ as column vectors, and let $x=\left(x_{1}, \ldots, x_{n}\right)^{\mathrm{T}}, F=\left(F_{1}, \ldots, F_{n}\right)^{\mathrm{T}}$ and $A=\left(a_{i j}\right)_{n \times n}$. Then $F=\left(x_{1}+\right.$ $\left.\left(\sum_{j=1}^{n} a_{1 j} x_{j}\right)^{d}, \ldots, x_{n}+\left(\sum_{j=1}^{n} a_{n j} x_{j}\right)^{d}\right)^{\mathrm{T}}$ can be written as $F_{A}(x)=x+(A x)^{(d)}$, and $H=$ $\left(\left(\sum_{j=1}^{n} a_{1 j} x_{j}\right)^{d}, \ldots,\left(\sum_{j=1}^{n} a_{n j} x_{j}\right)^{d}\right)^{\mathrm{T}}$ can be written as $H=(A x)^{(d)}$.

Definition 1. The map $F_{A}(x)=x+(A x)^{(d)}, d \geqslant 2$, is called a Drużkowski map of degree $d$, or a special power linear map of degree $d$, and $H=(A x)^{(d)}$ is called a power linear map of degree $d$.

Problem 2 can be restated as follows,

### 1.2. Dependence Problem for Power Linear Maps $(\operatorname{PLDP}(n, d))$

Let $H=(A x)^{(d)}: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ be a power linear map such that $J H$ is nilpotent. Does it follow that $H_{1}=\left(\sum_{j=1}^{n} a_{1 j} x_{j}\right)^{d}, \ldots, H_{n}=\left(\sum_{j=1}^{n} a_{n j} x_{j}\right)^{d}$ are linearly dependent over $\mathbb{C}$; equivalently, are the rows of $J H$ linearly dependent over $\mathbb{C}$ ?

In general, we describe the linear dependency of the following maps:

$$
H=\left(B_{1} x^{[1]}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} x^{[k]}\right)^{\left(d_{k}\right)}
$$

where $B_{l}=\left(b_{i j}^{[l]}\right)_{m \times n_{l}}, l=1, \ldots, k$, are complex matrices, $x^{[l]}=\left(x_{1}^{[l]}, \ldots, x_{n_{l}}^{[l]}\right)^{\mathrm{T}}, l=1, \ldots, k$, are complex vector variables, and $d_{1}, \ldots, d_{k}$ are positive integers. We show that the components of $H$ are linearly dependent over $\mathbb{C}$ if and only if $\operatorname{det}\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}\right)}=0$, where $X^{*}$ denotes the conjugate transpose of a matrix $X$. In particular, the components of $H=(A x)^{(d)}$ are linearly dependent if and only if $\operatorname{det}\left(A A^{*}\right)^{(d)}=0$.

Using this result, we establish connections between $\operatorname{HDP}(n, d)$ and $\operatorname{PLDP}(n, d)$ though GorniZampieri pairing. In fact, we prove that, for a fixed $d, \operatorname{HDP}(n, d)$ has an affirmative answer for all $n \geqslant 1$ if and only if $\operatorname{PLDP}(n, d)$ has an affirmative answer for all $n \geqslant 1$. As a consequence, counterexamples to $\operatorname{PLDP}(n, d)$ exist, too. An algorithm is given to compute counterexamples to $\operatorname{PLDP}\left(n_{1}, d\right)$ from counterexamples to $\operatorname{HDP}\left(n_{0}, d\right)$, and when $d=3$, a concrete program is given and a counterexample to $\operatorname{PLDP}(67,3)$ is computed explicitly, from which counterexamples to $\operatorname{PLDP}(n, 3)$ are derived for all $n \geqslant 67$.

## 2. Linear dependency of $H=\left(B_{1} x^{[1]}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} x^{[k]}\right)^{\left(d_{k}\right)}$

We start with some basic facts about Hadamard products of matrices; for details we refer the reader to [10, Chapter 5].

A Hermitian matrix $B$ is said to be positive semidefinite if $x^{*} B x \geqslant 0$ for all $x \in \mathbb{C}^{n}$. If $A=$ $\left(a_{i j}\right)_{m \times n}$ and $B=\left(b_{i j}\right)_{m \times n}$ are positive semidefinite then so is $A \circ B$. If, in addition, $B$ is positive definite and $A$ has no diagonal entry equal to 0 , then $A \circ B$ is positive definite [10, Theorem 5.2.1].

Now we introduce the power similarity of power linear maps; for details see [12,14].
Let $A$ and $B$ be $n \times n$ complex matrices; let $F_{A}=x+(A x)^{(d)}$ and $F_{B}=x+(B x)^{(d)}$ be special power linear maps of degree $d \geqslant 2 . F_{A}$ is said to be power similar to $F_{B}$, denoted by $F_{A} \stackrel{d}{\sim} F_{B}\left(\right.$ or $A \stackrel{d}{\sim} B$ ), if there exists some $T \in G l_{n}(\mathbb{C})$ such that $F_{B}=T^{-1} F_{A} T$.

We can verify that $F_{A} \stackrel{d}{\sim} F_{B}$ (or $A \stackrel{d}{\sim} B$ ) if and only if there exists some $T \in G l_{n}(\mathbb{C})$ such that $T^{-1}(A T x)^{(d)}=(B x)^{(d)}$. The invariants of power similarity can be used to classify power linear maps. The dimension of $\operatorname{span}\left(x \mapsto(A x)^{(d)}\right)$ is a power similarity invariant, where by the span of a map we mean the subspace spanned by the image of the map. Gorni and Tutaj-Gasińska [9] studied this invariant and conjectured that span $\left(x \mapsto(A x)^{(d)}\right)=\operatorname{range}\left(A A^{*}\right)^{(d)}$. The authors proved the conjecture in [17] and recently Qiu and Zhan [15] generalized it to the following form.

Theorem $2\left[15\right.$, Theorem 6]. Let $B_{l}, l=1, \ldots, k$, be $n \times n$ complex matrices. Then

$$
\begin{aligned}
& \operatorname{span}\left\{\left(B_{1} x^{[1]}\right) \circ\left(B_{2} x^{[2]}\right) \circ \cdots \circ\left(B_{k} x^{[k]}\right) \mid x^{[l]} \in \mathbb{C}^{n}\right\} \\
& \quad=\operatorname{range}\left(\left(B_{1} B_{1}^{*}\right) \circ\left(B_{2} B_{2}^{*}\right) \circ \cdots \circ\left(B_{k} B_{k}^{*}\right)\right) .
\end{aligned}
$$

Theorem 2 can be generalized to the following form.
Theorem 3. Let $B_{l}, l=1, \ldots, k$, be $n \times n$ complex matrices. Then

$$
\begin{aligned}
& \operatorname{span}\left\{\left(B_{1} x^{[1]}\right)^{\left(d_{1}\right)} \circ\left(B_{2} x^{[2]}\right)^{\left(d_{2}\right)} \circ \cdots \circ\left(B_{k} x^{[k]}\right)^{\left(d_{k}\right)} \mid x^{[l]} \in \mathbb{C}^{n}\right\} \\
& \quad=\operatorname{range}\left(\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}\right)} \circ\left(B_{2} B_{2}^{*}\right)^{\left(d_{2}\right)} \circ \cdots \circ\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}\right)}\right) .
\end{aligned}
$$

## Proof

$$
\begin{aligned}
& \operatorname{span}\left\{\left(B_{1} x^{[1]}\right)^{\left(d_{1}\right)} \circ\left(B_{2} x^{[2]}\right)^{\left(d_{2}\right)} \circ \cdots \circ\left(B_{k} x^{[k]}\right)^{\left(d_{k}\right)} \mid x^{[l]} \in \mathbb{C}^{n}\right\} \\
& \quad=\operatorname{span}\left\{\left(B_{1} B_{1}^{*} y^{[1]}\right)^{\left(d_{1}\right)} \circ\left(B_{2} B_{2}^{*} y^{[2]}\right)^{\left(d_{2}\right)} \circ \cdots \circ\left(B_{k} B_{k}^{*} y^{[k]}\right)^{\left(d_{k}\right)} \mid y^{[l]} \in \mathbb{C}^{n}\right\} \\
& \quad=\operatorname{range}\left(\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}\right)} \circ\left(B_{2} B_{2}^{*}\right)^{\left(d_{2}\right)} \circ \cdots \circ\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}\right)}\right)
\end{aligned}
$$

where the final step is by [15, Theorem 4].

Two sets of vectors $\alpha_{1}, \ldots, \alpha_{s}$ and $\beta_{1}, \ldots, \beta_{s}$ are said to have the same linear dependency over $\mathbb{C}$, if for any $c_{1}, \ldots, c_{s} \in \mathbb{C}, c_{1} \alpha_{1}+\cdots+c_{s} \alpha_{s}=0$ if and only if $c_{1} \beta_{1}+\cdots+c_{s} \beta_{s}=0$.

Theorem 4. Let $B_{l}, l=1, \ldots, k$, be $m \times n_{l}$ complex matrices. Let $x^{[l]} \in \mathbb{C}^{n_{l}}, l=1, \ldots, k$, be complex vector variables and let $H=\left(B_{1} x^{[1]}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} x^{[k]}\right)^{\left(d_{k}\right)}$. Then the components of $H$ have the same linear dependency as the rows of matrix $\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}\right)}$. In particular, the components of $H$ are linearly dependent over $\mathbb{C}$ if and only if $\operatorname{det}\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}\right)}$ 。 $\cdots \circ\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}\right)}=0$.

Proof. We can assume that $n_{1}=\max \left\{n_{1}, \ldots, n_{k}\right\}$. Let $H=\left(H_{1}, \ldots, H_{m}\right)^{\mathrm{T}}$. For any $c_{1}, \ldots$, $c_{m} \in \mathbb{C}$,

$$
\begin{aligned}
& c_{1} H_{1}+\cdots+c_{m} H_{m}=0 \Longleftrightarrow\left(c_{1}, \ldots, c_{m}\right) H=0 \\
& \quad \Longleftrightarrow\left(c_{1}, \ldots, c_{m}\right)\left(\left(B_{1} x^{[1]}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} x^{[k]}\right)^{\left(d_{k}\right)}\right)=0 \quad \forall x^{[l]} \in \mathbb{C}^{n_{l}} .
\end{aligned}
$$

First we suppose that $m=n_{1}=\cdots=n_{k}$. By Theorem 3,

$$
\begin{aligned}
& \left(c_{1}, \ldots, c_{m}\right)\left(\left(B_{1} x^{[1]}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} x^{[k]}\right)^{\left(d_{k}\right)}\right)=0 \quad \forall x^{[l]} \in \mathbb{C}^{n_{l}} \\
& \quad \Longleftrightarrow\left(c_{1}, \ldots, c_{m}\right)\left(\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}\right)}\right)=0,
\end{aligned}
$$

and so,

$$
c_{1} H_{1}+\cdots+c_{m} H_{m}=0 \Longleftrightarrow\left(c_{1}, \ldots, c_{m}\right)\left(\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}\right)}\right)=0 .
$$

If $m \geqslant n_{1}$, let $B_{l}^{\prime}=\left(B_{l}, 0_{m \times\left(m-n_{l}\right)}\right)_{m \times m}, l=1, \ldots, k$, and add new variables such that each $x^{[l]} \in \mathbb{C}^{m}$. Let $H^{\prime}=\left(B_{1}^{\prime} x^{[1]}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k}^{\prime} x^{[k]}\right)^{\left(d_{k}\right)}$. Then the components of $H^{\prime}$ have the same linear dependency as the rows of the matrix

$$
\left(B_{1}^{\prime} B_{1}^{\prime *}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k}^{\prime} B_{k}^{\prime *}\right)^{\left(d_{k}\right)}=\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}\right)} .
$$

Since $H=H^{\prime}$, the components of $H$ have the same linear dependency as the rows of the matrix $\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}\right)}$.

If $m<n_{1}$, let $B_{l}^{\prime \prime}=\binom{B_{l}}{0}_{n_{1} \times n_{l}}, l=1, \ldots, k$, and let $H^{\prime \prime}=\left(B_{1}^{\prime \prime} x^{[1]}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k}^{\prime \prime} x^{[k]}\right)^{\left(d_{k}\right)}$. By the proof of the case $m \geqslant n_{1}$, we know that the components of $H^{\prime \prime}$ have the same linear dependency as the rows of the matrix

$$
\left(B_{1}^{\prime \prime}\left(B_{1}^{\prime \prime}\right)^{*}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k}^{\prime \prime}\left(B_{k}^{\prime \prime}\right)^{*}\right)^{\left(d_{k}\right)}=\left(\begin{array}{cc}
\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}\right)} & 0 \\
0 & 0
\end{array}\right)
$$

Since the components of $H$ are just the first $m$ components of $H^{\prime \prime}$, the components of $H$ have the same dependency as the rows of the matrix $\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}\right)}$.

Corollary 5. Let $H=(A x)^{(d)}: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ be a power linear map. Then the components of $H$ have the same linear dependency as the rows of the matrix $\left(A A^{*}\right)^{(d)}$. In particular, the components of $H$ are linearly dependent if and only if $\operatorname{det}\left(A A^{*}\right)^{(d)}=0$.

Proposition 6. Let $H=\left(B_{1} x^{[1]}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} x^{[k]}\right)^{\left(d_{k}\right)}$ and let $H^{\prime}=\left(B_{1} x^{[1]}\right)^{\left(d_{1}^{\prime}\right)} \circ \cdots \circ$ $\left(B_{k} x^{[k]}\right)^{\left(d_{k}^{\prime}\right)}$, where $1 \leqslant d_{l}^{\prime} \leqslant d_{l}, l=1, \ldots, k$. If the components of $H$ are linearly dependent, then the components of $H^{\prime}$ are linearly dependent.

Proof. If $B_{l}$ has a zero row for some $l$, the proposition is true. Now assume that each $B_{l}$ has no zero row. Since the components of $H$ are linearly dependent, by Theorem $4, \operatorname{det}\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}\right)} \circ \cdots \circ$ $\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}\right)}=0$. Suppose that the components of $H^{\prime}$ are linearly independent. Then $\operatorname{det}\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}^{\prime}\right)} \circ$ $\cdots \circ\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}^{\prime}\right)} \neq 0$. Since each $B_{l} B_{l}^{*}$ is positive semidefinite so is $P=\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}^{\prime}\right)} \circ \cdots \circ$ $\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}^{\prime}\right)}$, and so $P$ is positive definite. Since each $B_{l}$ has no zero row, each $B_{l} B_{l}^{*}$ has no diagonal entry equal to 0 , and so $Q=\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}-d_{1}^{\prime}\right)} \circ \cdots \circ\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}-d_{k}^{\prime}\right)}$ has no zero row. By [10, Theorem 5.2.1], $P \circ Q=\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}\right)}$ is also positive definite, which contradicts $\operatorname{det}\left(B_{1} B_{1}^{*}\right)^{\left(d_{1}\right)} \circ \cdots \circ\left(B_{k} B_{k}^{*}\right)^{\left(d_{k}\right)}=0$. Thus, the components of $H^{\prime}$ are linearly dependent.
Corollary 7. If the components of $(A x)^{(d)}$ are linearly independent, then the components of $(A x)^{(k)}$ are linearly independent for every integer $k \geqslant d$. In particular, if the rows of $A$ are linearly independent, then so are the components of $(A x)^{(k)}$ for every integer $k \geqslant 1$.

## 3. Connections between $\operatorname{HDP}(n, d)$ and $\operatorname{PLDP}(n, d)$

To describe the connections between $\operatorname{HDP}(n, d)$ and $\operatorname{PLDP}(n, d)$, we need the following definition; see [18, Section 6.4] or [8].

Definition 8. Let $f=x+H: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$, where $H$ is homogeneous of degree $d \geqslant 2$ and $F_{A}=$ $y+(A y)^{(d)}: \mathbb{C}^{N} \rightarrow \mathbb{C}^{N}$ with $N>n$. We say that $f$ and $F_{A}$ are a Gorni-Zampieri pair through the matrices $B \in M_{n, N}(\mathbb{C})$ and $C \in M_{N, n}(\mathbb{C})$ if

1. $f(x)=B F_{A}(C x), \forall x \in \mathbb{C}^{n}$;
2. $B C=I_{n}$;
3. $\operatorname{ker} B=\operatorname{ker} A$.

Remark 9. Gorni and Zampieri [8] introduced the Gorni-Zampieri pair for $d=3$, but it can be easily generalized to every integer $d \geqslant 2$. The crucial point is that any monomial of degree $d(\geqslant 2)$ can be written as a finite sum of polynomials $\left(q_{1} x_{1}+\cdots+q_{n} x_{n}\right)^{d}$, where $q_{i} \in \mathbb{Q}, i=1, \ldots, n$; see [18, Exercise 5.2.7].

We can verify that $f(x)=B F_{A}(C x), \forall x \in \mathbb{C}^{n}$, if and only if $H=B(A C x)^{(d)}$. Observe that $B C=I_{n}$ and $\operatorname{ker} B=\operatorname{ker} A$ implies that $\operatorname{rk} B=\operatorname{rk} C=\operatorname{rk} A=n$, where $\mathrm{rk} X$ denotes the rank of a matrix $X$.

For any $f=x+H: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$, where $H$ is homogeneous of degree $d \geqslant 2$, there exists some $N>n$ and a special power linear map $F_{A}=x+(A y)^{(d)}: \mathbb{C}^{N} \rightarrow \mathbb{C}^{N}$, such that $f$ and $F_{A}$ are a Gorni-Zampieri pair. Conversely, for any $F_{A}=y+(A y)^{(d)}: \mathbb{C}^{N} \rightarrow \mathbb{C}^{N}$ with $n:=$ rk $A<N$, there exists $f=x+H: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$, where $H$ is homogeneous of degree $d \geqslant 2$, such that $f$ and $F_{A}$ are a Gorni-Zampieri pair.

If $f$ and $F_{A}$ are a Gorni-Zampieri pair, then $\operatorname{det} J f$ is a nonzero constant if and only if det $J F_{A}$ is a nonzero constant; equivalently, $J H$ is nilpotent if and only if $J(A y)^{(d)}$ is nilpotent, and $f$ is a polynomial automorphism if and only if $F_{A}$ is a polynomial automorphism. For the details, see [18, Section 6.4].

Lemma 10 [18, Lemma 6.4.4]. Let $f=x+H: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ and $F_{A}=y+(A y)^{(d)}: \mathbb{C}^{N} \rightarrow \mathbb{C}^{N}$ with $N>n$ be a Gorni-Zampieri pair through the matrices $B \in M_{n, N}(\mathbb{C})$ and $C \in M_{N, n}(\mathbb{C})$. Then $A C B=A$.

Lemma 11. Let $A, B$ be $n \times n$ complex matrices such that $A \stackrel{d}{\sim} B$ and let $T \in G l_{n}(\mathbb{C})$ be such that $F_{B}=T^{-1} F_{A} T$. Then there exists some $P \in G l_{n}(\mathbb{C})$ such that $P A T=B$.

Proof. Note that $F_{B}=T^{-1} F_{A} T$ implies that $T^{-1}(A T x)^{(d)}=(B x)^{(d)}$. The system of linear equations $A T x=0$ and $B x=0$ have the same set of solutions. Thus $A T$ and $B$ have the same row-reduced echelon form, whence there exists $P \in G l_{n}(\mathbb{C})$ such that $P A T=B$.

Lemma 12. Let $A, B$ be $n \times n$ complex matrices such that $A \stackrel{d}{\sim} B$. Then $\mathrm{rk} A=\operatorname{rk} B$, $\operatorname{rk}\left(B B^{*}\right)^{(d)}=\operatorname{rk}\left(A A^{*}\right)^{(d)}$ and $\operatorname{rk} B\left(B B^{*}\right)^{(d)}=\operatorname{rk} A\left(A A^{*}\right)^{(d)}$.

Proof. By Lemma 11, there exists some $P \in G l_{n}(\mathbb{C})$ such that $P A T=B$. Thus rk $A=\operatorname{rk} B$. By Theorem 3, for any $n \times n$ complex matrix $C$, range $\left(C C^{*}\right)^{(d)}=\operatorname{span}\left(x \mapsto(C x)^{(d)}\right)$, and so range $C\left(C C^{*}\right)^{(d)}=\operatorname{span}\left(x \mapsto C(C x)^{(d)}\right)$. Then

$$
\begin{aligned}
\operatorname{rk}\left(B B^{*}\right)^{(d)} & =\operatorname{dim} \operatorname{span}\left(x \longmapsto(B x)^{(d)}\right) \\
& =\operatorname{dim} \operatorname{span}\left(x \longmapsto T^{-1}(A T x)^{(d)}\right) \\
& =\operatorname{dim} \operatorname{span}\left(x \longmapsto(A T x)^{(d)}\right) \\
& =\operatorname{dim} \operatorname{span}\left(x \longmapsto(A x)^{(d)}\right) \\
& =\operatorname{rk}\left(A A^{*}\right)^{(d)}
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{rk} B\left(B B^{*}\right)^{(d)} & =\operatorname{dim} \operatorname{span}\left(x \longmapsto B(B x)^{(d)}\right) \\
& =\operatorname{dim} \operatorname{span}\left(x \longmapsto P A T T^{-1}(A T x)^{(d)}\right) \\
& =\operatorname{dim} \operatorname{span}\left(x \longmapsto P A(A T x)^{(d)}\right) \\
& =\operatorname{dim} \operatorname{span}\left(x \longmapsto A(A x)^{(d)}\right) \\
& =\operatorname{rk} A\left(A A^{*}\right)^{(d)} . \quad \square
\end{aligned}
$$

Proposition 13. Let $f=x+H: \mathbb{C}^{n} \rightarrow \mathbb{C}^{n}$ and $F_{A}=y+(A y)^{(d)}: \mathbb{C}^{N} \rightarrow \mathbb{C}^{N}$ with $N>n$ be a Gorni-Zampieri pair. Then the components of $H$ are linearly dependent if and only if $\operatorname{rk} A\left(A A^{*}\right)^{(d)}<\mathrm{rk} A$.

Proof. There exist matrices $B \in M_{n, N}(\mathbb{C})$ and $C \in M_{N, n}(\mathbb{C})$ such that $f(x)=B F_{A}(C x), \forall x \in$ $\mathbb{C}^{n}, B C=I_{n}$, and $\operatorname{ker} B=\operatorname{ker} A$. Then $H=B(A C x)^{(d)}$. By Lemma $10, A C B=A$, so that $A^{\mathrm{T}}=B^{\mathrm{T}} C^{\mathrm{T}} A^{\mathrm{T}}$, which implies that range $A^{\mathrm{T}} \subseteq$ range $B^{\mathrm{T}}$. Since rk $A=\operatorname{rk} B=n$, range $A^{\mathrm{T}}=$ range $B^{\mathrm{T}}$. Suppose that the components of $H$ are linearly dependent. Then there exists a nonzero vector $\alpha=\left(a_{1}, \ldots, a_{n}\right)^{\mathrm{T}} \in \mathbb{C}^{n}$ such that $\alpha^{\mathrm{T}} H=0$, i.e., $\alpha^{\mathrm{T}} B(A C x)^{(d)}=0$. We have $\alpha^{\mathrm{T}} B \neq 0$, since rk $B=n$. Because range $A^{\mathrm{T}}=$ range $B^{\mathrm{T}}$, there exists a nonzero vector $\beta=\left(b_{1}, \ldots, b_{N}\right)^{\mathrm{T}} \in$ $\mathbb{C}^{N}$ such that $\beta^{\mathrm{T}} A=\alpha^{\mathrm{T}} B$. Consequently $\beta^{\mathrm{T}} A(A C x)^{(d)}=0$, whence $\beta^{\mathrm{T}} A(A C B y)^{(d)}=0, \forall y \in$ $\mathbb{C}^{N}$, and so $\beta^{\mathrm{T}} A(A y)^{(d)}=0$. By Corollary 5, $\beta^{\mathrm{T}} A\left(A A^{*}\right)^{(d)}=0$. Thus rk $A\left(A A^{*}\right)^{(d)}<\operatorname{rk} A$. Conversely, suppose that $\operatorname{rk} A\left(A A^{*}\right)^{(d)}<\mathrm{rk} A$. Then there exists a nonzero vector $\beta=$ $\left(b_{1}, \ldots, b_{N}\right) \in \mathbb{C}^{N}$ such that $\beta^{\mathrm{T}} A\left(A A^{*}\right)^{(d)}=0$ and $\beta^{\mathrm{T}} A \neq 0$. Since range $A^{\mathrm{T}}=$ range $B^{\mathrm{T}}$, there exists a nonzero vector $\alpha=\left(a_{1}, \ldots, a_{n}\right)^{\mathrm{T}} \in \mathbb{C}^{n}$ such that $\beta^{\mathrm{T}} A=\alpha^{\mathrm{T}} B$. Thus $\alpha^{\mathrm{T}} B\left(A A^{*}\right)^{(d)}=0$. By Corollary $5, \alpha^{\mathrm{T}} B(A y)^{(d)}=0$, and so $\alpha^{\mathrm{T}} B(A C x)^{(d)}=0$, i.e., $\alpha^{\mathrm{T}} H=0$.

Theorem 14. Let $f=x+H: \mathbb{C}^{n_{0}} \rightarrow \mathbb{C}^{n_{0}}$ and $F_{A}=y+(A y)^{(d)}: \mathbb{C}^{N} \rightarrow \mathbb{C}^{N}$ be a GorniZampieri pair. If $H$ is a counterexample to $\operatorname{HDP}\left(n_{0}, d\right)$ with $\mathrm{rk}\left(A A^{*}\right)^{(d)}=n_{1}$, then there exists a counterexample to $\operatorname{PLDP}\left(n_{1}, d\right)$. Furthermore, if $2 n_{0} \leqslant n_{1}$, then there exist counterexamples to $\operatorname{PLDP}(k, d)$ for all $k \geqslant n_{1}$.

Proof. Suppose $f=x+H: \mathbb{C}^{n_{0}} \rightarrow \mathbb{C}^{n_{0}}$, where $H$ is homogeneous of degree $d$, such that $J H$ is nilpotent and the components of $H$ are linearly independent. By Proposition 13, rk $A\left(A A^{*}\right)^{(d)}=$ $\operatorname{rk} A=n_{0}$. Let $\operatorname{rk}\left(A A^{*}\right)^{(d)}=n_{1}$. Then $n_{0} \leqslant n_{1} \leqslant N$. Let $A_{i}$ be the $i$ th row of $A$. Then $(A y)^{(d)}=$ $\left(\left(A_{1} y\right)^{d}, \ldots,\left(A_{N} y\right)^{d}\right)^{\mathrm{T}}$.

If $n_{1}=N$, then by Corollary 5 the components of $(A y)^{(d)}$ are linearly independent, which implies that $\operatorname{PLDP}\left(n_{1}, d\right)$ has a negative answer.

If $n_{1}<N$, after a suitable permutation we may assume that $\left(A_{1} y\right)^{d}, \ldots,\left(A_{n_{1}} y\right)^{d}$ are linearly independent, and there exists some $P \in G l_{N}(\mathbb{C})$ such that

$$
P^{-1}(A y)^{(d)}=\left(\left(A_{1} y\right)^{d}, \ldots,\left(A_{n_{1}} y\right)^{d}, 0, \ldots, 0\right)^{\mathrm{T}}=\left(\left(A_{1}^{\mathrm{T}}, \ldots, A_{n_{1}}^{\mathrm{T}}, 0\right)^{\mathrm{T}} y\right)^{(d)}
$$

Let $U=\left(A_{1}^{\mathrm{T}}, \ldots, A_{n_{1}}^{\mathrm{T}}, 0\right)^{\mathrm{T}} P$. It can be written as $U=\left(\begin{array}{cc}W & V \\ 0 & 0\end{array}\right)$, where $W \in M_{n_{1}}(\mathbb{C})$. Since $P^{-1}(A P y)^{(d)}=(U y)^{(d)}, A \stackrel{d}{\sim} U$. Thus

$$
\operatorname{rk} U=\operatorname{rk} A=\operatorname{rk} A\left(A A^{*}\right)^{(d)}=\operatorname{rk} U\left(U U^{*}\right)^{(d)}=\operatorname{rk} W\left(W W^{*}+V V^{*}\right)^{(d)} \leqslant \operatorname{rk} W,
$$

whence $\mathrm{rk} U=\mathrm{rk} W$. It follows that each column of $V$ is a linear combination of the columns of $W$. Therefore, there exists a matrix $R$ such that $V=W R$. Let $S=\left(\begin{array}{cc}I_{n_{1}} & -R \\ 0 & I_{N-n_{1}}\end{array}\right)$. Then

$$
S^{-1}(U S y)^{(d)}=S^{-1}\left(\left(\begin{array}{cc}
W & 0 \\
0 & 0
\end{array}\right) y\right)^{(d)}=\left(\left(\begin{array}{cc}
W & 0 \\
0 & 0
\end{array}\right) y\right)^{(d)}
$$

which implies that $U \stackrel{d}{\sim}\left(\begin{array}{ll}W & 0 \\ 0 & 0\end{array}\right)$. Consequently, $A \stackrel{d}{\sim}\left(\begin{array}{cc}W & 0 \\ 0 & 0\end{array}\right)$. It follows from Lemma 12 that

$$
\operatorname{rk}\left(\left(\begin{array}{cc}
W & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
W & 0 \\
0 & 0
\end{array}\right)^{*}\right)^{(d)}=\operatorname{rk}\left(A A^{*}\right)^{(d)}=n_{1}
$$

Thus $\operatorname{rk}\left(W W^{*}\right)^{(d)}=n_{1}$. By Corollary 5, the components of $(W x)^{(d)}: \mathbb{C}^{n_{1}} \rightarrow \mathbb{C}^{n_{1}}$ are linearly independent. Since $J(A y)^{(d)}$ is nilpotent and $A \stackrel{d}{\sim}\left(\begin{array}{cc}W & 0 \\ 0 & 0\end{array}\right)$, we have $J(W x)^{(d)}$ is nilpotent. Consequently, there exists a counterexample to $\operatorname{PLDP}\left(n_{1}, d\right)$.

Now suppose $2 n_{0} \leqslant n_{1}$. Since rk $W=$ rk $A=n_{0}$, there exists some $T \in G l\left(n_{1}\right)$ such that $W=$ $\left(W^{\prime}, 0\right) T$, where $W^{\prime}$ is an $n_{1} \times n_{0}$ matrix. For any integer $n_{1}<m \leqslant 2 n_{1}$, let $W^{\prime \prime}$ be the matrix consisting of the first $m-n_{1}$ rows of $W^{\prime}$. Let $V^{\prime}=\left(\begin{array}{ccc}W_{n_{1} \times n_{0}}^{\prime} & 0_{n_{1} \times\left(n_{1}-n_{0}\right)} & 0 \\ 0_{\left(m-n_{1}\right) \times\left(n_{1}-n_{0}\right)} & W_{\left(m-n_{1}\right) \times n_{0}}^{\prime \prime} & 0\end{array}\right)_{m \times m}$, and let $V=V^{\prime}\left(\begin{array}{cc}T & 0 \\ 0 & I_{m-n_{1}}\end{array}\right)$. Then $V=\left(\begin{array}{cc}W & 0 \\ \left(0, W^{\prime \prime}\right) T & 0\end{array}\right)$. Since $J(W x)^{(d)}$ is nilpotent, $J(V x)^{(d)}$ is nilpotent. Because the components of $(W x)^{(d)}$ are linearly independent, so are the components of $\left(W^{\prime} x\right)^{(d)}$ and $\left(W^{\prime \prime} x\right)^{(d)}$. Since $2 n_{0} \leqslant n_{1}, n_{1}-n_{0} \geqslant n_{0}$, whence the components of $\left(\left(\begin{array}{cc}W^{\prime} & 0 \\ 0 & W^{\prime \prime}\end{array}\right)^{x}\right)^{(d)}$ are linearly independent, and so are the components of $\left(V^{\prime} x\right)^{(d)}$. Since $\left(\begin{array}{ll}T & 0 \\ 0 & I\end{array}\right) \in G l(m)$, we see that the components of $(V x)^{(d)}$ and $\left(V^{\prime} x\right)^{(d)}$ have the same linearly dependency. Hence the components of $(V x)^{(d)}$ are linearly independent. Thus there exist counterexamples to $\operatorname{PLDP}(m, d)$ for all $n_{1}<m \leqslant 2 n_{1}$. Let $V_{i}=\left(\begin{array}{ccc}W & & \\ & \ddots & \\ & & \\ & & \\ & & \}^{i}\end{array}\right), i \geqslant 1 . J\left(V_{i} x\right)^{(d)}$ is nilpotent, but the components of $\left(V_{i} x\right)^{(d)}$ are linearly independent. Thus there exist counterexamples to $\operatorname{PLDP}(m, d)$ for all $(i+1) n_{1}<m \leqslant(i+2) n_{1}$, and so there exist counterexamples to $\operatorname{PLDP}(k, d)$ for all $k \geqslant n_{1}$.

Corollary 15. For a fixed integer $d \geqslant 2, \operatorname{PLDP}(n, d)$ has an affirmative answer for all integers $n \geqslant 1$ if and only if $\operatorname{HDP}(n, d)$ has an affirmative answer for all integers $n \geqslant 1$.

Remark 16. For Problem 1, it is sufficient to investigate all the quadratic linear maps, i.e., power linear maps of degree 2.

## 4. Counterexamples to $\operatorname{PLDP}(n, d)$

By Theorem 14, counterexamples to $\operatorname{PLDP}\left(n_{1}, d\right)$ can be obtained using counterexamples to $\operatorname{HDP}\left(n_{0}, d\right)$. Here is an algorithm to do so.

Step 1: Let $f=x+H$ be such that $H$ is a counterexample to $\operatorname{HDP}\left(n_{0}, d\right)$. Calculate $F_{A}$ from $f$.
Step 2: $X:=$ the transpose of $\left(A A^{*}\right)^{(d)}, n_{1}:=\operatorname{rk} X$. Compute the row-reduced echelon form of $X$ and denote it by $Q_{0}$. Let $\left(i_{1}, \ldots, i_{n_{1}}\right)$ be the indices of the columns of $Q_{0}$ in which the leading 1's lie.
$Q_{1}:=$ the transpose of $Q_{0}$. Then the rows of $Q_{1}$ have the same linear dependency as the rows of $X:=\left(A A^{*}\right)^{(d)}$, and so they have the same linear dependency as the components of $H$.
$Q_{2}:=$ the matrix obtained by substituting zero rows for the $i_{1}, \ldots, i_{n_{1}}$ rows of $Q_{1} . P:=$ $Q_{2}+I$. Then
$\left.P^{-1}(A y)^{(d)}=\left(0, \ldots,\left(A_{i_{1}} y\right)^{(d)}, \ldots,\left(A_{i_{n 1}} y\right)^{(d)}\right), \ldots, 0\right)$.
$A_{0}:=$ the $i_{1}, \ldots, i_{n_{1}}$ rows of $A$.
$W:=$ the $i_{1}, \ldots, i_{n_{1}}$ columns of $A_{0} P$.
Then $J(W x)^{(d)}$ is nilpotent but the components of the power linear map $(W x)^{(d)}: \mathbb{C}^{n_{1}} \rightarrow$ $\mathbb{C}^{n_{1}}$ are linearly independent.

When $d=3$, we give a Mathematica routine (version 5.1) to compute counterexamples to $\operatorname{PLDP}\left(n_{1}, d\right)$ using counterexamples to $\operatorname{HDP}\left(n_{0}, d\right)$. It uses the function makePairing (supplied by Wolfram Research Inc.; see [7]), which takes $f=x+H$ and returns matrices $A, B$, and $C$ such that $f$ and $F_{A}$ are a Gorni-Zampieri pair though $B$ and $C$.

```
<< LinearAlgebra 'MatrixManipulation';
Remove["'*"];
a = makePairing[f][[1]];
(* makePairing[f] returns a list, the first
element of which is A *)
m}=\mathrm{ Length[a];
Print["N=", m];
Print["A=", a//MatrixForm];
x0 = a.Transpose[a];
x = Transpose[x0*x0*x0];
n1 = MatrixRank[x] ;
Print["n1=", n1];
q1 = Transpose[RowReduce[x]];
r=Table[0, {n1}];
For[i=1; j = 1, i <= m, i++,
    If[TakeRows[q1, {i, i}] == TakeRows[IdentityMatrix[m], {j, j}],
    r=ReplacePart[r, i, j]; q1 = ReplacePart[q1, 0, {i, j}]; j++;]];
p = q1 + IdentityMatrix[m];
w1 = a[[r, All]].p;
w = w1[[All, r]];
Print["W=",w // MatrixForm];
```

In the following example, a counterexample to $\operatorname{PLDP}(67,3)$ is computed explicitly from a counterexample to $\operatorname{HDP}(10,3)$ given by M. de Bondt in [4], and counterexamples to $\operatorname{PLDP}(n, 3)$ are obtained for all $n \geqslant 67$.

Example 17. Let

$$
H_{A, B}^{[n]}=\left(\begin{array}{c}
B\left(A x_{1}-B x_{2}\right) \\
A\left(A x_{1}-B x_{2}\right) \\
B\left(A x_{3}-B x_{4}\right) \\
A\left(A x_{3}-B x_{4}\right) \\
\vdots \\
B\left(A x_{n-1}-B x_{n}\right) \\
A\left(A x_{n-1}-B x_{n}\right)
\end{array}\right)(n \text { even }),
$$

where $A$ and $B$ are symbolic constants.

$$
a=x_{1} x_{4}-x_{2} x_{3}, \quad b=x_{3} x_{6}-x_{4} x_{5} .
$$

Let $H=\left(H_{x_{9}, x_{10}}^{(6)}, x_{9} a, x_{9} b, x_{8} a-x_{7} b, x_{9}^{3}\right): \mathbb{C}^{10} \rightarrow \mathbb{C}^{10}$. Then $H$ is a counterexample to $\operatorname{HDP}(10,3)$; see [4, Corollary 3.4].

Now, let $f=x+H$.

$$
\begin{aligned}
f= & \text { Function }[\{x 1, x 2, x 3, x 4, x 5, x 6, x 7, x 8, x 9, x 10\}, \\
& \left\{x 1+x 1 * x 9 * x 10-x 2 * x 10^{\wedge} 2, x 2+x 1 * x 9^{\wedge} 2-x 2 * x 9 * x 10,\right. \\
& x 3+x 3 * x 9 * x 10-x 4 * x 10^{\wedge} 2, x 4+x 3 * x 9^{\wedge} 2-x 4 * x 9 * x 10, \\
& x 5+x 5 * x 9 * x 10-x 6 * x 10^{\wedge} 2, x 6+x 5 * x 9^{\wedge} 2-x 6 * x 9 * x 10, \\
& x 7+x 1 * x 4 * x 9-x 2 * x 3 * x 9, x 8+x 3 * x 6 * x 9-x 4 * x 5 * x 9, \\
& \left.\left.x 9+x 1 * x 4 * x 8-x 2 * x 3 * x 8-x 3 * x 6 * x 7+x 4 * x 5 * x 7, x 10+x 9^{\wedge} 3\right\}\right] .
\end{aligned}
$$

Applying the previous program, we get $N=75, n 1=67$, and a $67 \times 67$ matrix $W$ such that $(W x)^{(3)}$ is a counterexample to $\operatorname{PLDP}(67,3)$. Since $n_{0}=10,2 n_{0} \leqslant n_{1}$, by Theorem 14 , there exist counterexamples to $\operatorname{PLDP}(n, 3)$ for all $n \geqslant 67$.
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