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Abstract


We study competitive on-line scheduling in multiprocessor real-time environments. In our model, every task has a deadline and a value that it obtains only if it completes by its deadline. A task can be assigned to any processor, all of which are equally powerful. The problem is to design an on-line scheduling algorithm (i.e. one in which the scheduler has no knowledge of a task until it is released) with worst-case guarantees as to the total value obtained by the system.

We study systems with two or more processors. We present an inherent limit on the best competitive guarantee that any on-line parallel real-time scheduler can give. Then we present a competitive algorithm that achieves a worst-case guarantee which is within a small factor from the best possible guarantee in many cases. These are the most general results yet known for competitive scheduling of multiprocessor real-time systems.

1. Introduction

In modern life, real-time computer systems are gaining importance at a rapid pace. Once limited to exotic applications, real-time applications now can be found in many civilian and military products. These range from multimillion dollar gadgets like (the proposed) space station to relatively mundane products like cars and airplanes. Real-time systems control the production and safety in power plants, factories, labs and perhaps soon in our homes.
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An overloaded real-time system is one for which even a clairvoyant scheduler cannot meet all deadlines with the available computational resources. Overload can arise either as the result of failures of some computational resources or as a transient condition (e.g. an overloaded communications circuit). In a parallel setting, it is possible to tolerate failures and still meet the deadlines of many high-value tasks. To do this, we must have algorithms that can shed load, but still give performance guarantees.

Recently, several groups of researchers (including us) have presented inherent bounds and algorithms that give guarantees for overloaded real-time systems. The current paper extends our previous uniprocessor results to parallel architectures. We discuss both uniform shared memory models (where thread migration is cheap and scheduling is global) and nonuniform shared memory models (where thread migration is impractical but scheduling is still global). By "migration" we mean the ability to move a thread that has already begun execution from one processor to another. For both models, we assume that pre-emption within a processor takes no time\(^1\) (like in [16, 7]).

Multiprocessor real-time scheduling is an active field of research. Both shared memory [16, 19] and distributed [18, 21, 23] architectures have been studied. Static binding of tasks to processors (i.e. no migration) is assumed in [19, 18] while dynamic binding is assumed in [16, 7]. For a survey of scheduling issues for uniprocessor and multiprocessor systems see [1, 5].

Mok and Dertouzos [7] showed that in a multiprocessor environment an optimal algorithm must have an a priori knowledge of release times. Hence, no on-line optimal algorithm exists even when the system is underloaded. Hong and Leung [15] showed that for the special case where all tasks share the same deadline an optimal on-line scheduler exists. Locke [17, pp. 124–134] presented heuristics for the multiprocessor environment. Ramamritham and Stankovic [21] studied the question of scheduling firm deadline tasks in a distributed environment. They proposed a scheduler that assumes, at the design phase, that the system is underloaded for critical tasks. The noncritical tasks are scheduled dynamically and heuristically using any surplus processing power.

Zhou et al. presented an on-line algorithm [23]\(^2\) for distributed real-time systems. Their model resembles ours but our goal is to give worst-case guarantees for value obtained (even for overloaded systems) while their goal is to generate a schedule efficiently when the system is underloaded (i.e. all tasks can be scheduled).

In our system model, the scheduler is given no information about a task before its release time. When a task is released, its value, computation time and deadline are known precisely. If a task completes before its deadline, then the system acquires its value. Otherwise, the system acquires no value for that task. Following [9, 13], we

---

\(^1\) A reasonable assumption since real-time kernels are designed to keep all tasks' code and data in memory thereby avoiding paging-induced faults during context switches; also, such kernels are built with short code path lengths.

\(^2\) And additional references within.
denote such deadlines as firm. (Other papers [5] denote such deadlines as hard. The reader should therefore be aware of the definitional variations.) The goal of the scheduler is to obtain as much value as possible for firm real-time tasks.

As in [2, 3], the value density of a task is its value divided by its computation time. The importance ratio of a collection of tasks is the ratio of the largest value density to the smallest value density. For convenience, we normalize the smallest value density to be 1. When the importance ratio is 1, the collection is said to have uniform value density, i.e. a task’s value equals its computation time. We will denote the importance ratio of a collection by $k$.

We choose to quantify the performance guarantee of an on-line scheduler by comparing it with a clairvoyant [18, p. 391 (also called off-line) scheduling algorithm. A clairvoyant scheduler has complete a priori knowledge of all the parameters of all the tasks. A clairvoyant scheduler can choose a “scheduling sequence” that will obtain the maximum possible value achievable by any scheduler. As in [3, 13, 10, 20] we say that an on-line algorithm has a competitive factor $r$, $0 \leq r \leq 1$, if and only if it is guaranteed to achieve a cumulative value of at least $r$ times the cumulative value achievable by a clairvoyant algorithm on any set of tasks. For convenience of notation, we use competitive multiplier as the figure of merit. The competitive multiplier is defined to be “one over the competitive factor”. The smaller the competitive multiplier is, the better the guarantee is. Our goal is to devise on-line algorithms with worst-case performance guarantees.

For uniprocessor environments with an importance ratio $k$, Baruah et al. [2, 3] showed a lower bound of $(1 + \sqrt{k})^2$ on the best competitive multiplier that any on-line scheduler can have. Wang and Mao [22, 2] first reported an algorithm that achieves this bound when $k$ is 1. Having independently developed an algorithm for the $k=1$ case [14], we were able to generalize this to an algorithm called $D^{\text{best}}$ that meets the Baruah et al. bound for all $k$ [13].

Wang and Mao [2, 22] showed a lower bound of 2 (on the competitive multiplier) and presented an algorithm that achieved this bound for an arbitrary even number of processors, assuming uniform value density and that tasks are released with no slack time. We say that a task has no slack time if the computation time needed to execute the task to completion equals its deadline minus the current time (i.e. such a task must be scheduled immediately in order to complete). We present algorithms and lower bounds for tasks having slack time, executing on an arbitrary number of processors, and with arbitrary importance ratios.

This paper is organized as follows. Section 2 summarizes the main results. In Section 3, we present our lower bound using a novel adversary argument. The MOCA algorithm, a scheduling algorithm for multiprocessor real-time systems is described in Section 4. In Section 5, we analyze the MOCA algorithm. The paper ends with a brief conclusion and a discussion of some salient open problems.

---

Finding the maximum achievable value for such a scheduler, even in the uniprocessor case, is reducible from the knapsack problem [8]; hence is NP-hard.
2. Summary of results

We present algorithms and lower-bound results for multiprocessor scheduling of overloaded real-time systems. We consider two possible models of multiprocessor systems. In the first model, tasks can migrate cheaply (and quickly) from one processor to another. Hence, if a task starts to execute on one processor it can later continue on any other processor (and migration takes no time). In the second model (the fixed model), once a task starts to execute on one processor it cannot execute on any other processor.

(1) Inherent bound: For a system with $n$ processors and maximal value density of $k > 1$, there is no on-line scheduling algorithm with competitive multiplier smaller than $(k/(k - 1))n(k^{1/n} - 1)$. When $n$ tends to infinity this lower bound tends to $(k/(k - 1)) \ln k$. This result holds even when migration is allowed.

(2) Algorithmic guarantee: We present an algorithm that does not use migration called the MOCA algorithm. For a system with $2n$ processors and importance ratio of $k > 1$, this algorithm guarantees a value that is within

$$1 + 2n \min_{0 \leq \omega \leq n, n = \omega + \psi} \left\{ \max_{1 \leq i \leq \psi} \frac{k^{i \psi}}{\omega + \frac{(k^{i \psi} - 1)}{(k^{1/n} - 1)}} \right\}$$

of a clairvoyant algorithm.

When $n$ tends to infinity this bound is at most $2 \ln k + 3$, which is within a small multiplicative from the lower bound for the same system.

(3) Two processor systems: Recently, we have developed an algorithm called the safe-risky algorithm, for two-processor systems with uniform value density that achieves the best possible competitive multiplier of 2 even when tasks may have slack time but migration is allowed. For the “no-migration” model, a variant of this algorithm, called the safe-risky(-fixed), achieves a competitive multiplier of 3. In order to keep the presentation of this paper concise, we chose not to give the details of these algorithms and their analysis here. They can be found in [11, 12].

3. The lower bound

We would first like to show that every on-line algorithm has a competitive multiplier of at least $(k/(k - 1))n(k^{1/n} - 1)$ for a system with $n$ processors and importance ratio of $k$. As usual in proofs of this kind, we assume that a game is played between an adversary and the on-line scheduler. We assume an adaptive Off-line
The adversary is allowed to see the previous responses of the on-line scheduler before releasing any new tasks.

We consider \( n + 1 \) possible levels of value density 1, \( k^{1/n}, k^{2/n}, \ldots, k^{n/n} = k \), call them levels \( 0, 1, \ldots, n \). With each level we associate a period. A task of some value density level will have a computation time and deadline equal to the corresponding period. Hence, the value of a task of level \( i \) equals the length of the \( i \)th period times the \( i \)th value density. The length of the 0th level's period is set to 1. We choose all other periods in such a way that the value of an \( (i + 1) \)th level task is only a small fraction of the \( i \)th level task's value. In fact, we choose it so the \((i + 1)\)th task's effective value density\(^5\) taken over the \( i \)th period is arbitrarily small (say \( \varepsilon \) for some small positive \( \varepsilon \)).

A collection of tasks that has \( n \) identical tasks for each level, where all are released at the same time is called a complete set.\(^6\)

The adversary controls the release of tasks, making decisions after observing the actions (schedule) of the on-line algorithm so far. In the following we describe the game played by the adversary and the on-line scheduler.

The game is played by stages, the first one beginning at time 0. At the beginning of each stage the adversary releases a complete set of tasks. The adversary release tasks only in complete sets and only in the beginning of a stage. The behavior of the on-line scheduler dictates when the next complete set is to be released (i.e. the beginning of the next stage). Denote by \( t_i \) the beginning of the \( i \)th stage. At time \( t_i \) (in particular at time 0), the on-line algorithm has to schedule a new complete set and possibly some previously released tasks. The number of possible scheduling decisions is vast. However, since the number of processors is smaller than the number of levels, at least one level is not represented in the on-line schedule (at time \( t_i \)). Let \( i_0 \) be an index of some level (to be specified later) that is not represented. Then, \( t_{i_0 + 1} \) is set to be the end of the current \( i_0 \)th level period. This means that up to that time there will be no new task releases. We will say that the stage starting at \( t_i \) is associated with level \( i_0 \). The game goes on in that manner for a big enough number of stages (see Theorem 3.4).

Suppose that the stage starting at \( t_i \) is associated with level \( i_0 \), then what can the clairvoyant scheduler do? One possibility is to execute \( n \) tasks of level \( i_0 \) to completion between \( t_i \) to \( t_{i + 1} \). In this scheme, the clairvoyant scheduler schedules all the processors in the same way, no processor is ever idle, and all current tasks complete immediately before a new set is released.

The idea behind the lower-bound game is that while the clairvoyant scheduler gets a value density of \( k^{i_0 n} \) for the duration of the entire stage on all the processors. The on-line scheduler utilizes its processors either with lower value density tasks or with higher value density tasks that have very short duration (hence have little value). After the completion of these short high value density tasks, the associated processors will be left idle because no more tasks are released before the end of the stage.

\(^5\) See Definition 3.1.

\(^6\) Hence, a complete set has \( n(n + 1) \) tasks.
The question is how to choose the level associated with a given stage. In the case that only one value density is missing from the on-line schedule then this level is the one. We will start by proving results assuming that only one level is missing. Later, we will show that these results hold in the general case, when more than one level of value density is missing.

**Definition 3.1 (Effective value density).** The effective value density obtained by a scheduling algorithm $\mathcal{A}$ at the period between time $t_1$ and $t_2$ is the sum of value densities scheduled during this period, weighted according to their length of execution during the interval. Formally, for any task $T$, let $\text{duration}(T)$ denote the duration for which $T$ was scheduled (by $\mathcal{A}$) between time $t_1$ and $t_2$. Then the effective value density of the algorithm $\mathcal{A}$ between $t_1$ and $t_2$ is

$$\sum_{T \text{ scheduled between } t_1 \text{ and } t_2} \text{value_density}(T) \times \text{duration}(T).$$

The sum is taken over all $T$ such that $T$ was scheduled for execution between $t_1$ and $t_2$.

We will say that the effective value density of a task $T$ between $t_1$ and $t_2$ is its contribution to the above sum, i.e.

$$\frac{\text{value_density}(T) \times \text{duration}(T)}{t_2 - t_1}.$$

**Lemma 3.2.** If only one density level, $i_0$, is missing from the on-line schedule at the beginning of some stage, $\mathcal{S}$, then the effective value density obtained by the clairvoyant scheduler during stage $\mathcal{S}$ is at least $\frac{k}{k-1}n(k^{1/n} - 1)$ times bigger than the effective value density obtained by the on-line scheduler for the same period.

**Proof.** An easy lower bound on the value achieved by the clairvoyant algorithm is obtained by scheduling to completion $n$ tasks of level $i_0$. This corresponds to an effective value density of $nk^{1/n}$.

During stage $\mathcal{S}$ the on-line scheduler did not execute any task of level $i_0$ because no task of that level was scheduled at the beginning of the stage and no new tasks are released before the end of the stage. Instead, it scheduled tasks of lower or higher levels. The effective value density of any task of higher level is much smaller than its value density because of its short period. In fact, all such tasks have effective value density of at most $\epsilon$ during $\mathcal{S}$. Hence, the effective value density achieved by the on-line scheduler is at most

$$1 + k^{1/n} + k^{2/n} + \cdots + k^{(i_0-1)/n} + \epsilon + \epsilon + \epsilon \cdot \underbrace{\text{n times}}_{n-i_0}.$$
We are looking for the smallest possible ratio between the effective value densities of the clairvoyant and the on-line scheduler. That is,

$$\min_{0 \leq i_0 \leq n} \frac{nk^{i_0/n}}{(1 + k^{1/n} + k^{2/n} + \cdots + k^{(i_0 - 1)/n} + (n - i_0)\varepsilon)},$$

The above term monotonically decreases when $i_0$ increases, hence the minimum is obtained when $i_0 = n$ and its value is

$$\frac{nk}{1 + k^{1/n} + k^{2/n} + \cdots + k^{(n-1)/n}}.$$

Summing the geometric sequence in the denominator gives

$$\frac{k}{k-1}n(k^{1/n} - 1)$$

and the lemma is proved. \(\Box\)

The preceding lemma dealt with the special case that only one value density level is missing from the on-line schedule. But what will happen if more than one level is missing? In the following we show that this cannot benefit the on-line scheduler (for a “good” choice of $i_0$). Hence, the lower bound holds in the general case.

Actually, we look for a value density level (at time $t_l$) that has the following single representative property: No task of that level is currently executing and all lower levels have only one representative in the on-line schedule\(^7\) (recall that each level can have up to $n$ representatives). This level will give us the desired result.

Still, it is possible that no such level exists. That is, it may be that some levels lower than the missing one have more than one representative. In that case we show that we always can help the on-line scheduler by the following gift: we promote some tasks upwards to higher value densities, i.e. giving them an additional value density during one stage. We choose the promotion in such a way that it leads to a situation that satisfies the above property. Then we obtain the lower bound taking the gift into consideration. This bound surely applies for the weakened on-line scheduler (i.e. without the gift).

Here are the details of the promotion procedure. At the beginning of the stage, the on-line scheduler executes up to $n$ tasks. The promotion works as follows: group the tasks currently executing according to their value density levels. Now, starting from level zero go up the levels until finding a level having the single representative property. If there is no task at level zero then level zero has the desired property. Otherwise, promote all but one of the tasks one level up to level one. Now, we repeat this procedure for level one: if there are no tasks at level one (taking into consideration tasks that were just promoted) then level one satisfies the desired property. If level one

\(^7\) If only one level is missing from the schedule then the single representative property is satisfied for that level.
is not empty then we promote all but one of the tasks (if any) to the next level and repeat this process.

There are \( n + 1 \) value density levels but only \( n \) (or less) tasks, hence this process must terminate producing a "promoted" schedule with a level that has the single representative property.

Now we are ready to state and prove the version of Lemma 3.2 for the general case (i.e. when more than one level is missing).

**Lemma 3.3.** For any stage \( S \), the effective value density obtained by the clairvoyant scheduler during \( S \) is at least \( (k/(k-1))n(k^{1/n}-1) \) times bigger than the effective value density obtained by the on-line scheduler for the same period.

**Proof.** Suppose \( i_0 \) is the level having the single representation property for the period in question, possibly after performing the promotion procedure.

An easy lower bound on the value achieved by the clairvoyant algorithm is obtained by scheduling to completion \( n \) tasks of level \( i_0 \). This corresponds to an effective value density of \( nk^{i_0/n} \).

Suppose \( T_1, T_2, \ldots, T_m \) with value densities \( i_1 \leq i_2 \leq \cdots \leq i_m < i_0 \) are the tasks that were executing at the beginning of stage \( S \). There are no more tasks releases until the end of \( i_0 \)'s period. Hence, the ratio between the effective value densities is at least

\[
\frac{nk^{i_0/n}}{(k^{i_1/n} + k^{i_2/n} + \cdots + k^{i_m/n} + (n-m)\varepsilon)}.
\]

But, if we replace the value density of a task \( T \) by its promoted value density (denoted by \( P(\cdot) \)) then the denominator does not decrease hence the ratio does not increase.

\[
\frac{nk^{i_0/n}}{(k^{i_1/n} + k^{i_2/n} + \cdots + k^{i_m/n} + (n-m)\varepsilon)} \geq \frac{nk^{i_0/n}}{(k^{P(i_1)/n} + k^{P(i_2)/n} + \cdots + k^{P(i_m)/n} + (n-m)\varepsilon)}.
\]

The last equality is due to the fact that \( P \) is a one-to-one function from \( \{i_1, i_2, \ldots, i_m\} \) onto \([1 \ldots m]\). We saw, in Lemma 3.2, that the above ratio is not smaller than

\[
k^{k-1} (k^{1/n} - 1)
\]

and the lemma is proved. \( \square \)

The lemma above demonstrates a ratio between the effective value density of any on-line scheduler and that of the clairvoyant scheduler during every stage. For an

*It is possible that some of these tasks were released in previous stages.*
infinite game, this translates to a ratio between the values obtained by the algorithms during the entire game. However, we are interested in finite games: a problem arises with the end of the last stage. At the end of the last stage the on-line scheduler may still execute tasks from previous stages while the clairvoyant (according to our scenario) leave all the processors idle. The following theorem proves that after sufficient number of stages these "residual" tasks can be ignored.

**Theorem 3.4.** For a system with \( n \) processors and maximal value density of \( k \), there is no on-line scheduling algorithm with competitive multiplier smaller than \((k/(k-1))n(k^{1/n} - 1)\).

**Proof.** Fix an on-line scheduling algorithm. Denote by \( V(t) \) the value obtained by the on-line scheduler until time \( t \). The ratio between the effective value densities as appears in Lemma 3.3 becomes a lower bound on the ratio between values, because the clairvoyant scheduler never abandons a task that started its execution while the on-line algorithm might. Hence, Lemma 3.3 shows that the value obtained by the clairvoyant algorithm is at least \((k/(k-1))n(k^{1/n} - 1)\) \( \sum_{i=0}^{t-1} V(t_i) \).

Note that \( t_i \) tends to infinity as \( l \) goes to infinity. If \( V(t_i) \) does not tend to infinity as \( l \) goes to infinity then the competitive multiplier of the on-line algorithm is not bounded (because the clairvoyant algorithm gets a value of at least \( n t_i \rightarrow \infty \)). Hence we can assume that \( V(t_i) \) tends to infinity. For arbitrarily small \( \epsilon > 0 \) there is a big enough \( t_0 \) such that

\[
V(t_0) \geq \frac{1}{\epsilon}kn \Rightarrow kn \leq \epsilon V(t_0).
\]

Suppose the game ends at \( t_0 \) (i.e. no more task releases). The total value obtained by the on-line scheduler is not greater than \( V(t_0) + kn \) (because all the tasks not yet completed have length at most 1 and value density at most \( k \)). The clairvoyant scheduler gets a value of at least \((k/(k-1))n(k^{1/n} - 1)\) \( \sum_{i=0}^{t-1} V(t_i) \).

Hence,

\[
\frac{\text{value obtained by the clairvoyant scheduler}}{\text{value obtained by the on-line scheduler}} \geq \frac{k/(k-1)n(k^{1/n} - 1)V(t_0)}{V(t_0) + kn} \geq \frac{k/(k-1)n(k^{1/n} - 1)V(t_0)}{V(t_0) + \epsilon V(t_0)} \geq \frac{k/(k-1)n(k^{1/n} - 1)}{1 + \epsilon}.
\]

This holds for every positive \( \epsilon \); hence the theorem is proved. \( \square \)

**Corollary 3.5.** As the number of processors \( n \) tends to infinity, no on-line algorithm can have a competitive multiplier smaller than \( \ln k \) (natural logarithm).
Remark 3.6. For \( n = 1 \) the lower bound is \( k \) which is not as good as the already known tight lower bound \([3, 13]\) of \((1 + \sqrt{k})^2\).

For \( k = 1 \) a different treatment is needed.

In the next section we introduce our competitive scheduling algorithm for multiprocessor environments.

4. Algorithmic guarantees

Having proved the lower bound on the best-possible competitive multiplier, we would like to devise an on-line scheduler that achieves this bound. In the following we describe an algorithm that does so in many cases.

We break the processors into \textit{bands} (of 2 processors each) and one \textit{central pool}. The main idea of the algorithm is to assign a task, upon its release, to the band corresponding to its value density. Tasks that are assigned to a band are guaranteed to complete and can all complete on a single processor. This means that they constitute a uniprocessor underloaded system and can be scheduled according to the \textit{earliest-deadline-first} algorithm \([6]\). Suppose the new task cannot be added to the band that corresponds to its value density (because it will cause overload at that band). Then the scheduler will determine whether the new task can be scheduled on the next band below (i.e., a band corresponding to lower value density). If the band below cannot accept the new task, the task will continue to \textit{cascade} downwards. If a task cascades to the lowest band but still cannot be scheduled there it can go into the central pool.

If a newly released task is accepted by one of the bands or by the central pool it is guaranteed to complete before its deadline (these tasks are called “privileged”). If it is not, it awaits its \textit{latest start time} (LST)\(^9\), at which time it tries again to be scheduled (details to follow).

Throughout this section we assume a system with \( 2n \) processors. We break the processors into two disjoint groups: \( 2\psi \) processors will constitute a “band structure” and the other \( 2\omega \) processors will constitute a “central pool” as described below \((n = \psi + \omega; \text{and } n > \omega \geq 0)\).

We consider \( \psi \) intervals\(^{10}\) (levels) of value density \([1..k^{1/\psi}], [k^{1/\psi}..k^{2/\psi}], \ldots, [k^{(\psi-1)/\psi}..k]\), call these levels 1, \ldots, \psi, respectively. The \( i \)th band is said to be “lower” than the \((i+1)\)th band.

Suppose the entire set of tasks to be scheduled is \( \Gamma \). We partition this set according to the value density of the tasks: \( \Gamma = \Gamma_1 \cup \Gamma_2 \cdots \cup \Gamma_\psi \), where \( \Gamma_i \) contains all tasks with value density in the range \([k^{i-1}/\psi}, k^{i/\psi})\). We allocate 2 processors (a \textit{band}) for each of the \( \psi \) value density levels. In addition, the remaining \( 2\omega \) processors are allocated as a \textit{central pool}, that will be used by tasks of all levels.

\(^9\) Definition: LST = (deadline – remaining computation time). If a task is not scheduled at its LST, it will not complete.

\(^{10}\) All but the last interval is half open half closed. The last level corresponds to the closed interval \([k^{(\psi-1)/\psi}, k]\).
The algorithm has three major components:

1. Upon task release, assign a task to a band (possibly after cascading).
2. At LST (of a nonprivileged task), decide whether and where a task should be scheduled or maybe abandoned.
3. The method used in scheduling each band (and the central pool).

Different choices for these three components would create different variants of the algorithm. In this paper we describe one specific variant that we call the MOCA algorithm. In this variant, the central pool is also broken into bands of two processors each. All the pairs (i.e. bands) execute the same two processor scheduling algorithm.

At each moment, every band has one of its processors designated as the safe processor (SP) and the other as the risky processor (RP). Each band has its own queue called Q-privileged, the tasks in Q-privileged are guaranteed to complete. In addition to the local Q-privileged queues there is one global queue called Q-waiting. This queue includes all the ready tasks that are not privileged.

When a new task $T$ is released, it is assigned to a band as follows:

1. It is added to the Q-privileged of its own band if this does not create overload (i.e. all tasks including the new task can complete on SP). Otherwise, $T$ cascades downward as described above.
2. If $T$ was not accepted by any band (including all the bands in the central pool) it enters Q-waiting where it waits until its LST occurs.

So, at release time only the SPs are examined. A task might not be scheduled even if an RP is idle. A task $T$ that reached its LST is assigned to a processor as follows:

1. If there is any idle RP among all the lower level bands (including $T$'s own level) then schedule $T$ on one of these processors.\[1\]
2. If there is no idle RP among lower level bands, we might abandon a task executing on one of these RPs in order to schedule $T$, depending on the following rule:

Let $T^*$ be the task with earliest deadline among all the tasks executing on these RPs. If $T$ has a later deadline than $T^*$ then abandon $T^*$ and schedule $T$ in its place; otherwise, abandon $T$.

If, at task completion event, SP of a band becomes idle then the two processors should switch roles; the SP becomes the RP and vice versa. This does not require task migration.

Using idle RPs and scheduling tasks of Q-waiting before they reach their LST are heuristics for improving the average case behavior of the scheduler. The bands structure as described above prioritize high value density tasks over low value density tasks. Higher value density tasks start their cascading at a higher point and cascading is possible in only one direction – downwards.\[13\] However, an algorithm that uses the

---

\[1\] The bands of the central pool are ordered so that a task that reaches the pool starts with the first band in the pool and if not accepted it cascades to the second band and onwards. If the task is not accepted by the last band in the pool it awaits its LST.

\[12\] Heuristics can be used to choose the processor in case that there are more than one idle RP. Examples might be the one of the lowest band, or maybe the highest.

\[13\] Hence, higher value density tasks have more bands that can possibly accommodate them.
Table 1
The tasks for Example 4.1.

<table>
<thead>
<tr>
<th>Task</th>
<th>Release time</th>
<th>Computation time</th>
<th>Slack time</th>
<th>Deadline</th>
<th>Value density</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>1</td>
</tr>
<tr>
<td>$T_2$</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>$T_3$</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>$T_4$</td>
<td>1</td>
<td>5</td>
<td>0</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>$T_5$</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>$T_6$</td>
<td>2</td>
<td>4</td>
<td>2</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>$T_7$</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>$T_8$</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>10</td>
</tr>
<tr>
<td>$T_9$</td>
<td>3</td>
<td>2</td>
<td>0</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>$T_{10}$</td>
<td>6</td>
<td>1</td>
<td>1</td>
<td>8</td>
<td>16</td>
</tr>
</tbody>
</table>

"pure" bands structure (i.e. with no central pool) can be crippled when the task set consists of mostly low value density tasks since all the higher bands will be left idle. In order to minimize the loss of such cases we add the central pool to the bands structure. If all the tasks are of low value density then all high bands would still be left idle but the bands in the central pool would be utilized.

A big enough central pool will offset the damage caused by higher idle bands. However, making the central pool too big can cause another problem – weakening the advantages of the higher value density tasks. We conclude that choosing the right size of the central pool is a delicate and important aspect of the MOCA algorithm.

The following is a small example of the MOCA algorithm's scheduling.

Example 4.1. Assume that the highest possible value density is 16, number of processors in 6 from which 2 are allocated as a central pool and the rest constitute 2 bands (i.e. $k = 16$, $2n = 6$, $\psi = 2$ and $\omega = 1$). The first band will be for tasks with value density below 4 and the second for tasks with value density of 4 and above. For this example, consider the tasks depicted in Table 1. Figure 1 shows the schedule created by the MOCA algorithm.

The first two tasks to be released are scheduled on the SP of the first band and the central pool ($T_2$ cascades into the central pool). When $T_3$ is released it cannot be scheduled on an SP, so it is inserted into $Q$-waiting only to create an LST interrupt immediately. Then, it is scheduled on the RP of the first band. In the same way $T_4$ is scheduled on the RP of the first band. However, when $T_5$ arrives it can be scheduled neither on any of the SPs nor on any of the RPs, hence, is abandoned (in the LST routine). Note that $T_5$ is abandoned even though the second band is idle (a task can cascade only downwards).

All the remaining tasks have value density high enough to be scheduled on the second band. $T_6$ is scheduled on the SP. $T_7$ cannot be scheduled on any of the SPs and it enters $Q$-waiting (with LST at 4). $T_8$ can be added to the SP of the second band pre-empting $T_6$ (which has a latter deadline). $T_9$ cannot be scheduled on any of the
SPs; it reaches its LST and is scheduled on the RP of the second band, but at time 4 it is abandoned in favor of $T_7$, which arrived to its LST and has a later deadline.

At time 5, the SP of the first band becomes idle, which creates a switch of roles between the SP and RP of that band. Later at time 6, $T_{10}$ is released; it cannot be scheduled on its own band's SP but after cascading it is scheduled on the (new) SP of the first band.

All in all, the MOCA algorithm completed all the tasks but $T_5$ and $T_9$. A clairvoyant scheduler could schedule all the tasks ($T_5$ can be scheduled on the idle SP and $T_9$ can be scheduled before its LST on the same processor).

5. The algorithm's competitive multiplier

In this section we would like to study the behavior of the MOCA algorithm and to compute its competitive multiplier. The final result is stated in Theorem 5.4.

Before we start we must introduce the lost value lemma as well as some notation and definitions.
Let \( \mathcal{A} \) be an on-line scheduler and \( \Gamma \) a set of tasks to be scheduled. We can partition the tasks of \( \Gamma \) according to the behavior of \( \mathcal{A} \).

1. Tasks that never completed \( (F) \), the "lost" ones.
2. Tasks that completed successfully \( (S) \).

\[ \Gamma = F \cup S. \]

Denote by \( V(\Gamma) \) and \( C(\Gamma) \) the value achieved by \( \mathcal{A} \) and the clairvoyant scheduler from the tasks of \( \Gamma \), respectively.

**Lemma 5.1** (The lost value lemma). *If for some multiplier \( c \) and every set of tasks \( \Gamma \),

\[ C(F) \leq cV(\Gamma). \]

Then

\[ C(\Gamma) \leq (c + 1)V(\Gamma). \]

**Proof.**

\[
C(\Gamma) = C(F \cup S) \leq C(F) + C(S) \\
= C(F) + V(S) = C(F) + V(\Gamma) \\
\leq (c + 1)V(\Gamma). \]

**Definition 5.2.**

- **Productive band:** A band is said to be **productive** at time \( t \) if at that time, its SP is not idle.
  
  Recall that tasks that start executing on SP are never abandoned. This means that whenever SP is not idle it "generates" value (i.e. productive).

- **Executable period:** The **executable period**, of a task is the interval between its release time and its deadline.
  
  By definition, a task may be scheduled only during its executable period.

- **Cumulative value density (CVD):** Suppose some schedule is chosen, the CVD at time \( t \) is the sum of the value densities of all tasks executing at time \( t \).

Recall that \( \Gamma \) is the entire set of tasks to be scheduled. We partition the tasks of \( \Gamma \) according to the behavior of the **MOCA algorithm**: tasks that never completed \( (F) \) and tasks that completed successfully \( (S) \). Denote by \( V(\Gamma) \) the value achieved by the **MOCA algorithm**.

We would like to show that for any task that was abandoned by the **MOCA algorithm** there are other tasks with "enough value" that were completed. This will

---

14 For example, for a system with \( 2n \) processors, if all processors are idle at time \( t \) then \( CVD(t) = 0 \). If half of the processors (i.e. \( n \)) execute tasks with unit value density and the others execute tasks of value density \( k \) then the cumulative value density is \( n + kn \). In no case can \( CVD(t) \) be bigger than \( 2nk \).
show that \( C(F) \leq \alpha C(T) \) (for some constant \( \alpha \)). Using the lost value lemma (Lemma 5.1) we will get a competitive multiplier of \( \alpha + 1 \).

First, we note that only tasks of level \( i \) or higher can be scheduled on band \( i \). Suppose a task \( T \) was abandoned by the MOCA algorithm, we will show that this implies that all the bands corresponding to the value density of \( T \) or lower were productive during the entire executable period of \( T \). This means that if a band was productive during the executable period of \( T \), then the MOCA algorithm gains a value of at least the band's value density times the length of the period. In this way we get a lower bound on the value gained by the MOCA algorithm (i.e. the "enough value" mentioned above).

The following technical lemma is used in item 2 below.

**Lemma 5.3.** If at time \( t \) a task with deadline \( d \) is executing on RP of a band (i.e. this task was scheduled by an LST interrupt) then that band will be productive between \( t \) and \( d \).

**Proof.** If SP does not become idle before time \( d \) then by definition the band is productive between \( t \) and \( d \). Otherwise, suppose SP becomes idle at time \( s, t < s < d \), then there must be a task executing on RP at time \( s \) (because a task on RP can be abandoned only in favor of another task with a later deadline and no slack time). So, at time \( s \), RP becomes SP and it would not become idle before time \( d \) because the deadline of the current task is at least \( d \) (and it has no slack time). \[\]

Here are a few things to notice about the MOCA algorithm:

1. At any band \( i \), only tasks of level \( i \) or higher can be executed.

2. If a task \( T \) of level \( i \) is abandoned then band \( i \) and all lower bands (including the central pool) are productive during the entire executable period of \( T \).

**Proof.** Let \( T \) be \( T(r, c, d) \).\(^{15}\) Upon \( T \)'s release it was not accepted by any of the levels on or below \( i \). This means that for each of these bands, the tasks currently in (the local) \( Q \)-privileged will execute at least until \( d - c \) (otherwise \( T \) could become privileged). This proved that all bands are productive between \( r \) and \( d - c \).

However, \( d - c \) is the \( LST \) of \( T \). At its \( LST \), \( T \) would not be scheduled only if every band (on or below the \( i \)th) has a task currently executing on its RP with deadline after \( d \). This means that all bands are productive between \( d - c \) and \( d \) (Lemma 5.3). Combining the two gives the desired result. \[\]

3. Once a task starts to execute on some processor, it will never migrate to another processor.

At any given time \( t \), consider all the tasks of \( F \) for which \( t \) is in their executable period. Let \( high(t) \) be the value density level corresponding to the task with the highest value density among all these tasks.

\(^{15}\) That is released at time \( r \) with deadline \( d \) and computation time \( c \).
Suppose the clairvoyant scheduler has to schedule only the tasks of $F$, and suppose it had chosen some optimal schedule for these tasks. At time $t$, the best the clairvoyant scheduler can hope for (looking only at time $t$) is to have all $2n$ processors executing tasks of level $\text{high}(t)$, i.e., with value density not greater than $k^{\text{high}(t)/\psi}$. We conclude that the CVD of the clairvoyant schedule at time $t$ is bounded by $2nk^{\text{high}(t)/\psi}$.

The facts that a task of level $\text{high}(t)$ was abandoned and that $t$ is in its executable interval imply that at time $t$, all bands up to (and including) $\text{high}(t)$ were productive. This means that the on-line scheduler has a CVD of at least:

$$\omega + \frac{1}{k^{1/\psi}} + \frac{2}{k^{2/\psi}} + \ldots + \frac{1}{k^{(\text{high}(t)-1)/\psi}} = \omega + \frac{(k^{(\text{high}(t)/\psi)} - 1)}{(k^{1/\psi} - 1)}.$$

This leads to the following theorem.

**Theorem 5.4.** For a system with $2n$ processors and maximal value density of $k > 1$ the MOCA algorithm has a competitive multiplier of at most

$$1 + 2n \min_{(0 \leq \psi \leq n; n = \omega + \psi)} \left\{ \max_{1 \leq i < \psi} \frac{k^{i/\psi}}{\omega + (k^{i/\psi} - 1)/(k^{1/\psi} - 1)} \right\}.$$  

**Proof.** The discussion above demonstrated that

$$\frac{C(F)}{V(F)} \leq \max_{1 \leq i < \psi} \frac{2nk^{i/\psi}}{\omega + (k^{i/\psi} - 1)/(k^{1/\psi} - 1)} = 2n \max_{1 \leq i < \psi} \frac{k^{i/\psi}}{\omega + (k^{i/\psi} - 1)/(k^{1/\psi} - 1)}.$$  

Since this is true for any setting of $\psi$ (provided that $n = \omega + \psi$), hence we get

$$\frac{C(F)}{V(F)} \leq 2n \min_{(0 \leq \psi \leq n; n = \omega + \psi)} \left\{ \max_{1 \leq i < \psi} \frac{k^{i/\psi}}{\omega + (k^{i/\psi} - 1)/(k^{1/\psi} - 1)} \right\}.$$  

Using the lost value lemma we get the desired result. \square

**Remark 5.5.** Note that the MOCA algorithm does not use migration, hence the previous result holds whether migration is allowed or not.

**Remark 5.6.** When $k = 1$, there is no need for the bands structure, hence the central pool consists of all the processors ($\omega = n$ and $\psi = 0$). This leads to a competitive multiplier of $2 + 1$ (when some tasks may have slack time). When $n = 2$ this corresponds to our results for two processor systems [11, 12].

It can be shown, that if tasks have no slack time the competitive multiplier is 2, getting the results of [2, 22] as a special case.

**Remark 5.7.** When the number of processor is odd, a similar result can be obtained. For a system with $2n + 1$ processors, create bands and pool from the first $2n$ processors.

---

16 For the case $k = 1$, the uniform value density case, see Remark 5.6 below.
The left over processor can be used, for example, as a second SP for one of the bands. This leads to a bound of

\[ 1 + \left(2n + 1\right) \min_{\psi \in \mathbb{R}, n = \omega + \psi} \left\{ \max_{1 \leq i \leq \psi} \left( k^{\psi} \frac{k^{i/\psi}}{\omega + (k^{i/\psi} - 1)/(k^{1/\psi} - 1)} \right) \right\}. \]

However, this result does not specialize to a uniprocessor system because at least two processors are needed to create a band.

### 5.1. Setting \( \psi \)

We will estimate the complex expression for the upper bound on the competitive multiplier given by Theorem 5.4 by setting \( \psi = n \ln k / (\ln k + 1) \) (hence \( \omega = n (\ln k + 1) = \psi / \ln k \)).

The bound in (2) above becomes:

\[ 2n \max_{1 \leq i \leq \psi} \frac{k^{i/\psi}}{\psi / \ln k + (k^{i/\psi} - 1)/(k^{1/\psi} - 1)} = 2n (k^{1/\psi} - 1) \]

\[ \times \max_{1 \leq i \leq \psi} \frac{k^{i/\psi}}{\psi / \ln k (k^{1/\psi} - 1) + (k^{1/\psi} - 1)}. \]

The left-hand side is obtained by multiplying both numerator and denominator by \( (k^{1/\psi} - 1) \). The maximum denoted by the equation above is attained at \( i = \psi^{18} \) and the upper bound (equation (2)) is

\[ 2n (k^{1/\psi} - 1) \frac{k}{(\psi / \ln k) (k^{1/\psi} - 1) + (k - 1)} < 2n (k^{1/\psi} - 1) \frac{k}{1 + (k - 1)} = 2n (k^{1/\psi} - 1). \]

We have just proved the following lemma.

**Lemma 5.8.** *The MOCA algorithm has a competitive multiplier of at most*

\[ 1 + 2n (k^{1/\psi} - 1), \quad \text{where} \quad \psi = n \frac{\ln k}{\ln k + 1} \]

*(recall that the lower bound is bigger than \( 2n (k^{1/2n} - 1) \)).*

Recall that \( \psi (k^{1/\psi} - 1) \) tends to \( \ln k \) as \( \psi \) approaches infinity. Hence, when the number of processors tends to infinity, equation (4) above tends to

\[ 1 + 2 \lim_{\psi \to \infty} \psi \frac{\ln k + 1}{\ln k} (k^{1/\psi} - 1) = 1 + 2 \frac{\ln k + 1}{\ln k} \ln k = 2 \ln k + 3. \]

\(^{17}\ln \) is the natural logarithm.

\(^{18}\) Define \( f_a(x) \) to be \( x / (a + (x - 1)) \). When \( a > 1 \), this function is monotone increasing with \( x \) (\( x \geq 0 \)). Let \( a = (\psi / \ln k)(k^{1/\psi} - 1) \). Then \( a \) is bigger than 1, because \( \psi (k^{1/\psi} - 1) / \ln k \) is a monotone decreasing function of \( \psi \) tending to 1 when \( \psi \) goes to infinity.
Corollary 5.9. For given $n$ and $k$, the ratio between the lower bound and the algorithmic guarantee is at most

$$\frac{1 + 2n(k^{1/\psi} - 1)}{(k/(k - 1)) 2n(k^{1/2n} - 1)}, \quad \text{where } \psi = n \frac{\ln k}{\ln k + 1}. \quad (6)$$

When $k$ is held fixed and $n$ tends to infinity this ratio tends to $((k - 1)/k)(2 + 3/\ln k)$, which is less than 3.2 for all $k > 1$ and tends to 2 as $k$ tends to infinity.

Proof. Recall our lower bound of $2n(k/(k - 1))(k^{1/2n} - 1)$. This bound tends to $(k/(k - 1))\ln k$ when $n$ tends to infinity. The limit of the ratio is the ratio of the limits which is

$$\frac{2 \ln k + 3}{(k/(k - 1))\ln k} = \frac{k - 1}{k} \left(2 + \frac{3}{\ln k}\right), \quad (7)$$

which gives the desired result. \(\square\)

Figure 2 gives a graphical representation of the above result.

Remark 5.10. In the discussion above we have chosen to ignore the fact that $\omega$ and $\psi$ must be integers. We can take care of that by setting $\psi$ as the nearest integer to $n(\ln k/(\ln k + 1))$.

5.2. Distributed vs. centralized scheduler

We discuss here architectures with large number of processors. Hence, it is necessary to see which portions of the scheduler are centralized and which are distributed. The MOCA algorithm uses a central scheduler in order to assign a task to a band (at task release time and LST). This means that the centralized scheduler has all the information regarding tasks assigned to each band and their parameters.\(^{19}\) Once a task is assigned to a band it is left in the hands of the local scheduler (which basically employs earliest-deadline-first).

It is desirable for reasons of fault tolerant and efficiency [23] to distribute the functionality of the centralized scheduler among the processors. This is an interesting and important extension to the work presented here.

5.3. The MOCA algorithm scheduling overhead

In the previous sections we analyzed the performance of our algorithm in the sense of their competitive multipliers. In this section we study the cost of executing the scheduling algorithm itself.

\(^{19}\) Since all the tasks go through the central scheduler this is not difficult to do.
What is the cost of testing whether a newly arriving task can be added to $Q$-privileged containing $N$ tasks without causing overload? This can be done in $O(\log N)$ operations using a 2–3 tree that holds slack times with sums of the slack times from left siblings held in interior nodes. If the task is to be added to $Q$-privileged the updating of the 2–3 trees involved takes also $O(\log N)$ time.

Let $M$ be a bound on the total number of ready tasks at any given moment in $Q$-waiting and any of the local queues. When a task is released it may have to be checked against all bands (suppose the task cascades from the highest band all the way to the lowest) with a total cost of $O(n\log M)$.

A task in $Q$-waiting awaits its LST. Hence, $Q$-waiting is a 2–3 tree organized according to LST. Inserting and removing a task from this queue costs $O(\log M)$ operations.

A task during its lifetime causes exactly one task release event and at most one LST interrupt. Hence, the scheduling overhead per task is $O(n\log M)$. 

Fig. 2. The ratio between the value guaranteed to be obtained by the algorithm and the lower bound for varying number of processors and importance ratios. The upper graph shows the ratio (equation (6) above) for $k=2$ (the "×") and $k=1024$ (the "○") for varying number of processors. The lower graph shows the limit as $n$ tends to infinity of the ratio between the algorithmic guarantee of the MOCA algorithm and the lower bound (equation (7) above) for varying importance ratios.
Table 2
The current state of the art of competitive real-time scheduling

<table>
<thead>
<tr>
<th>Number of processors</th>
<th>Importance ratio</th>
<th>Bounds</th>
<th>Algorithmic</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Lower bound</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>any $k \geq 1$</td>
<td>$(1 + \sqrt{k})^2$ [2, 3]</td>
<td>Tight [13]</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>Tight</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>Tight [11, 14]</td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>$k &gt; 1$</td>
<td>$\frac{k}{k-1} n(k^{1/\omega} - 1)^* + 1 + n(k^{1/\omega} - 1)^*$ where $\psi \sim \frac{n \ln k}{2 \ln k + 1}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n \geq 2$</td>
<td>$k &gt; 1$</td>
<td>$\frac{k}{(k-1)} \ln k^*$</td>
<td>$2 \ln k + 3^*$</td>
<td>Asymptotic behavior</td>
</tr>
</tbody>
</table>

*T: These results are part of this paper.

6. Conclusion

Table 2 summarizes the current state of the art of competitive real-time scheduling. Here, $n$ is the number of processors in the system; $k$ is the importance ratio, that is the highest possible value per unit of computation time that any task can possibly obtain (normalizing the lowest to 1). The bounds are expressed in terms of competitive multipliers.

A gap remains between the guarantees achieved by the MOCA algorithm and the lower bounds we have proved. The algorithmic guarantee is a small multiplicative from the lower bound for large enough $n$ and $k$ (Figs. 3 and 2 show that the asymptotic behavior is attained even for small values of $n$). When the importance ratio of a system (i.e. $k$) is close to 1, a different treatment is needed.

It is possible that a better choice of $\psi$ will lead to a better exact expression of the algorithmic guarantee for our algorithm. But it seems that asymptotically we cannot do better without changing our algorithmic techniques. The reason is that our basic block, the scheduling algorithm for a 2-processor band concentrates its efforts on one processor at a time (SP); the other processor RP, is essentially left idle. Hence, the MOCA algorithm automatically loses a factor of 2 compared to a clairvoyant scheduling algorithm that utilizes all the processors concurrently. Of course, one can suggest heuristics that will use a processor whenever possible,\textsuperscript{20} the true challenge is to show
that such a heuristic achieves a better worst-case performance guarantee. Another way to improve the algorithmic guarantee will be to come up with a better algorithm for an $m$-processor band (for some $m \geq 2$).

Our adversary arguments and algorithms offer two useful insights:

1. A parallel on-line scheduling algorithm achieves a competitive guarantee by allocating some processing resources according to tasks' value density. This is a qualitative difference from our uniprocessor scheduling algorithm $D^{\overline{v}}$ [13] which made its decisions based on total value only. Moreover, high value density tasks in the MOCA algorithm have priority over lower value density tasks in the sense that they have more processors on which they can be scheduled due to the cascading.

2. The lower bound on the best possible competitive multiplier (as measured by our adversary arguments) converges to $(k/(k-1))\ln k$ as the number of processors

---

20 Heuristic improvements can be obtained, for example, scheduling tasks on the RP before tasks arrive at their latest start times.
approaches infinity. Our current algorithm gives a guarantee that converges to $2\ln k + 3$ as the number of processors approaches infinity. The ratio between the algorithmic guarantee and the lower bound is less than 3.2 for all $k > 1$ and a large enough $n$. This shows that the current algorithms are tight for large numbers of processors, but that work remains to be done for small numbers of processors (see Figs. 1 and 2).

An important issue is how to account for migration overhead in multiprocessor environments. For example, we modeled NUMA\textsuperscript{21} architectures by forbidding migration but that is clearly too strong a restriction. Permitting migration, but at a cost, would have been much more reasonable.

The MOCA algorithm is described as a multiprocessor algorithm with a static number of processors. Fault tolerance issues can be addressed by the following techniques:

First, one can keep some processors in reserve and introduce them as other ones fail. While in reserve the processors can be used as a secondary pool for tasks that were not accepted by the primary structure of bands and pool. Another way to utilize additional reserve processors is to add a third processor to a two-processor band. The third processor can be a mirror processor for the safe processor waiting to take over in case that one of the band's processor fails. Second, as processors fail, one can statically reset the algorithm to have a different number of bands and/or pool of shared processors. Combinations of these techniques and additional heuristics may give rise to promising algorithms.

Finally, in the absence of failures, but in the face of a large load, our algorithm gives worst-case guarantees which is an important aspect of dependable real-time system.
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