Pulsed Laser Microbeam-Induced Cell Lysis: Time-Resolved Imaging and Analysis of Hydrodynamic Effects
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ABSTRACT Time-resolved imaging was used to examine the use of pulsed laser microbeam irradiation to produce cell lysis. Lysis was accomplished through the delivery of 6 ns, λ = 532 nm laser pulses via a 40 × , 0.8 NA objective to a location 10 μm above confluent monolayers of Ptk 2 cells. The process dynamics were examined at cell surface densities of 600 and 1000 cells/mm² and pulse energies corresponding to 0.7 × , 1 × , 2 × , and 3 × the threshold for plasma formation. The cell lysis process was imaged at times of 0.5 ns to 50 μs after laser pulse delivery and revealed the processes of plasma formation, pressure wave propagation, and cavitation bubble dynamics. Cavitation bubble expansion was the primary agent of cell lysis with the zone of lysed cells fully established within 600 ns of laser pulse delivery. The spatial extent of cell lysis increased with pulse energy but decreased with cell surface density. Hydrodynamic analysis indicated that cells subject to transient shear stresses in excess of a critical value were lysed while cells exposed to lower shear stresses remained adherent and viable. This critical shear stress is independent of cell surface density. The implications for single cell lysis and microsurgery are discussed.

INTRODUCTION

In the field of cell biology, pulsed laser radiation focused at high numerical apertures (i.e., pulsed laser microbeams) has been used to create damage on cellular and subcellular levels for over 40 years (1,2). More recently, laser microbeams have found an increasing number of applications in biotechnology (3,4). Lin and co-workers have demonstrated the use of 20-ns laser pulses at λ = 532 or 565 nm for selective killing of cells loaded with microparticles and nanoparticles within a mixed cell population (5,6). A commercial apparatus based on the use of pulsed laser microbeams for selective cell killing has also been described (7). Laser microdissection using UV laser pulses at λ = 337 nm is proving to be an important technique enabling the microanalysis of intracellular structures (8). In the area of single cell bioanalytics, the Allbritton group has developed the laser micropipette system for measurement of enzyme activity within single cells (9,10). In this technique, a Q-switched (Q-sw) Nd:YAG laser at λ = 532 nm is used to both lyse a single cell and mix the cellular contents with the surrounding medium. The cell contents are subsequently taken up by a glass capillary positioned above the cell, wherein they are electrophoretically separated and subsequently analyzed using laser-induced fluorescence. This technique shows great promise for analyzing the activity of biomolecules involved in signaling pathways with nanomolar sensitivity (11).

A particular advantage is the fast timescale of the lysis process that rapidly stops all biochemical reactions by disrupting the cell and mixing its contents. The noncontact means of laser-based cell lysis is also attractive for integration with microfluidic chip-based devices (12).

Despite these innovative utilizations of laser microbeams in biology, there have been relatively few examinations of the basic mechanisms of laser-induced cell injury. A deeper understanding of laser-cell interactions is necessary for the continued development of laser microbeams as research tools as well as implementation for practical application. Laser-cell interaction mechanisms can be complex involving photothermal, photochemical, and photomechanical processes (13,14). The relative contributions of these processes in a given laser-cell interaction is governed by many factors including irradiation wavelength, pulse duration, pulse energy, and beam diameter. A number of researchers have demonstrated the utility of nanosecond pulses from the Q-switched (Q-sw) frequency-doubled Nd:YAG laser (λ = 532 nm) for cell lysis (9), microsurgery (15), and optoporation (16). Q-sw frequency-doubled Nd:YAG lasers are attractive for laser microbeam systems due to the visible laser radiation, low cost, small system footprint, and ease of operation. At this wavelength, there is little endogenous absorption by cellular components to provide deposition of laser energy. Even so, with the use of appropriate laser parameters, it is possible to precisely dissect cellular organelles or lyse single cells with minimal collateral damage.

Early in the application of laser microbeams in cell biology, Berns and co-workers noted that nonlinear optical processes such as multiphoton absorption and/or optical breakdown might be operative mechanisms for cell damage...
(1,17,18). Recent work from our group (19,20) has demonstrated that the laser pulse energies and irradiances necessary to achieve optical breakdown in water using nanosecond pulses at \( \lambda = 532 \) or 1064 nm are similar to those used in nanosecond pulsed laser microbeam cell lysis and optoinjection (16), thereby implicating plasma formation as the initiating event for these processes.

Although studies regarding the interaction of laser-induced plasmas with cells are limited, an understanding of laser-induced plasma formation in tissue is well developed due to its now-widespread use in ophthalmic surgery (21). In such applications nanosecond laser pulses with a pulse energy of \(~1\) mJ or picosecond laser pulses of lower energy (80–300 \( \mu \)J) are delivered at small focusing angles (8–30°) into an aqueous medium or within the bulk of a soft tissue, e.g., the corneal stroma, to cause controlled damage. The high irradiances achieved within the focal volume results in ionization even in the absence of endogenous absorption in the tissue. Downstream effects from the resulting plasma formation include shock wave propagation and cavitation bubble formation, expansion, and collapse, all of which can produce undesirable collateral damage (22). As a result, much attention has been given to understanding the relationship between the laser parameters (wavelength, pulse duration, energy, and focus angle) and the subsequent degree of tissue injury (23–25).

In general, studies examining the effects of laser pulses in tissue have utilized techniques such as histology and electron microscopy. These studies, while valuable, have provided little insight into the time evolution of the injury process. Juhasz and co-workers have examined the effects of picosecond and femtosecond laser pulses on bovine corneas in an ex vivo system (26,27). In these experiments, laser pulses were focused at depths of \(~20\) \( \mu \)m into the cornea. Using time-resolved imaging, the shock wave propagation and cavitation bubble dynamics were visualized and provided a means to estimate the shock pressures, maximum bubble diameter, and bubble collapse time in corneal tissue. However, the imaging system had insufficient spatial resolution to visualize the effects of the cavitation dynamics on the corneal epithelia or stroma. As a result, no firm conclusions could be drawn regarding the relationship between the mechanical effects and the observed tissue response.

Vogel and co-workers have examined the interaction of pulsed laser radiation with durations in the nanosecond-to-femtosecond range on ex vivo corneal tissue samples surrounded by aqueous media using a variety of techniques (23–25). In an early study, electron microscopy and histology were used to examine the effects produced by laser pulses that were focused proximal to the corneal epithelium in various irradiation geometries (23). This study revealed that the damage caused by laser pulses consisted of tissue puncture surrounded by a region denuded of cells. Both these effects were attributed to the cavitation bubble collapse and jet formation that follow laser-induced plasma formation. Subsequent studies also employed a time-resolved imaging system to study dynamic effects of laser-induced plasmas in corneal tissue (24,28). Time-resolved imaging of cavitation dynamics in the acellular stroma revealed that the high viscosity/stiffness of tissue reduced significantly the maximum bubble size as compared to cavitation in water. The bubble shape was also observed to be influenced by the spatial arrangement of collagen lamellae in the stroma. However, the action of laser pulses on corneal epithelium was not studied using the time-resolved imaging system. As a result, the specific events after laser-induced plasma formation responsible for the resulting cellular and tissue injury were not observed directly.

Whereas the studies by the groups of Juhasz and Vogel are quite valuable in orienting one to the potential damage mechanisms operative in laser-induced plasma formation within tissue, the parameters employed in the use of pulsed laser microbeams for targeted cell lysis, microsurgery, and transfection involve much lower pulse energies (\(\leq30\) \( \mu \)J) delivered via high numerical aperture objectives providing significantly larger focusing angles of 90–150°. Moreover, few studies have examined the temporal evolution of the damage processes initiated by pulsed laser microbeams with the use of high-resolution imaging techniques. Lin and co-workers have used time-resolved imaging to study the cavitation-induced damage produced in single cells containing either melanosomes or gold nanoparticles when irradiated by a 20-nm laser pulse from a frequency-doubled Nd:YAG laser (5,6). Absorption of the laser energy by melanosomes or gold nanoparticles produced heating and vaporization of the surrounding cytosol leading to bubble formation, expansion, and collapse. Although the bubble dynamics were implicated as the primary agent of the resulting cellular injury, they were not examined in detail and left unresolved the specific features of the process that were responsible for the cellular injury.

Our group recently reported the use of a time-resolved imaging system with \(~1\)-\( \mu \)m spatial resolution and 0.5-ns temporal resolution to study laser-induced cell lysis in adherent cells (20). This system provided a detailed visualization of the cellular injury process, including plasma formation, shock wave propagation, and cavitation bubble formation, expansion, and collapse. These images revealed cavitation bubble expansion as the principal contributor to cell lysis and the maximum cavitation bubble size to be much larger than the zone of cell lysis. This was an important result, since it had long been thought that cavitation bubble collapse was the principal mechanism for mechanical damage produced by laser-induced plasma formation. The results also indicated that many of the cells that remain adherent after the lysis process remain viable, even though they were subject to severe transient deformation caused by the fluid motion associated with the cavitation dynamics.

Our earlier study provided the first exposition of the sequence of events produced by pulsed laser microbeam cell...
lysis and identified cavitation bubble expansion as the primary agent of the damage process. However, these observations were not supported with substantial modeling or analysis to provide insight into potential relationships between the laser parameters and cavitation bubble characteristics to the spatial extent of cellular damage. To examine this issue in more detail, we have expanded significantly the range of our experimental study through the visualization and measurement of both the dynamics of the cell lysis process and the spatial extent of resulting cellular injury at four pulse energies corresponding to $0.7 \times, 1 \times, 2 \times,$ and $3 \times$ the threshold for plasma formation. These dynamics have been measured when focusing the laser pulses at high numerical apertures at a distance of 10-μm above fully confluent PtK₂ cell cultures with cell surface densities of 600 and 1000 cells/mm². Moreover, to complement this expanded set of data, we have developed a hydrodynamic model to predict the dynamic shear stresses experienced by adherent cells due to the displacement of fluid produced by the cavitation bubble expansion. The model predictions are data-driven. That is, the predictions are based on the time-resolved measurement of the cavitation bubble dynamics. This model provides, for the first time, estimates of the time-resolved shear stresses experienced by adherent cells as a function of both radial position and time after delivery of the laser pulse.

**MATERIALS AND METHODS**

**Cell irradiation**

An inverted microscope (Axiovert S100, Zeiss, Jena, Germany) was used as the experimental platform. A Q-sw, frequency-doubled Nd:YAG laser (INDI 20, Spectra Physics, Mountain View, CA) emitting 6 ns duration pulses at $\lambda = 532$ nm was used for cell irradiation. As shown in Fig. 1, the laser output was split into two beam lines using a λ/2 plate and polarization-sensitive beam splitter. The beam line formed by the reflection of the beam splitter was used for image illumination as described in Imaging System, below. The beam that passed through the beam splitter was expanded and recollimated using a 5× beam expander, followed by an iris to select the central portion of the laser beam. The beam emerging from the iris was introduced into the microscope epifluorescence port and reflected upward into the rear entrance aperture of the objective by a dichroic mirror placed in the microscope filter cube. The laser pulse energy was adjusted by rotating a linear polarizer inserted into the beam path. The laser pulse energy entering the rear entrance aperture of the objective was measured by removing the objective from the microscope turret and allowing the unobstructed beam to illuminate an energy detector (Model No. J3-05, Molectron, Santa Clara, CA) set on the microscope stage. Pulse-to-pulse energy variation was found to be ±5%. A bright-field objective (40×, 0.8 NA, Achroplan, Zeiss) was used for cell irradiation and visualization. Unless stated otherwise, the focal plane of the pulsed laser microbeam was positioned at a separation distance of $s = 10 \mu m$ above the cell monolayer.

**Imaging system**

As depicted in Fig. 1, illumination for the time-resolved images was provided by delivering a short light pulse at the desired time delay after the arrival of the Nd:YAG laser pulse at the sample. At time delays shorter than 1.2 μs, illumination was provided by the fluorescence emission of a dye cell that was pumped by the beam line formed by the portion of the Nd:YAG laser beam that is reflected by the polarization-sensitive beam splitter. The dye fluorescence (Model No. LDS 698, Exciton, Dayton, OH) was coupled into a 600-μm-diameter multimode optical fiber (Model No. UMT 600, Thor Labs, Newton, NJ) with the fiber output being directed into the microscope condenser. Optical fibers of different length were used to provide the desired time delay between delivery of the pulsed laser microbeam to the target and the image illumination. The fluorescence emission from the dye cell provided illumination at $\lambda = 698 \pm 20$ nm with full width at half-maximum duration of 15 ns. The broad spectral width of the fluorescence emission provided images free from speckle artifact. At longer time delays, illumination was provided by an ultrashort duration flash lamp (Nanolite KL-L, High-Speed Photo System, Wedel, Germany) that was electronically triggered from the camera. The flash lamp emission provided a broad spectral output ($\lambda = 400–700$ nm) with a full width at half-maximum duration of 40 ns.

Images were acquired using a gated intensified CCD camera (PI-MAX, Roper Scientific, Trenton, NJ) that was triggered by a TTL pulse from the laser Q-switch. The camera operation and image acquisition was performed using WinView imaging software (Princeton Instruments, Trenton, NJ). The camera gate duration was set to 0.5 ns when using the fluorescent dye cell for illumination and to 200 ns when using flash lamp illumination due to electronic jitter in the flash lamp triggering. Thus, for time delays shorter than 1.2 μs, the exposure duration was governed by the 0.5-ns camera gate width, while at longer time delays the exposure duration was governed by the 40-ns duration of the flash lamp. A longpass filter (Model No. LP 570, Edmund Optics, Barrington, NJ) was used to prevent scattered laser radiation from reaching the camera. This system allowed us to irradiate and image the sample at the time delays of 0.5 ns to 50 μs required to capture the full dynamics of the process.

**Cell culture**

Potorous rat kidney epithelial (PtK₂) cells were grown in polystyrene culture dishes with glass bottoms (P35G-1.5-7-C, MatTek, Ashland, MA) in minimum essential medium (MEM, Gibco, Carlsbad, CA) supplemented with 10% fetal calf serum, L-glutamine, essential amino acids, sodium pyruvate, penicillin, and streptomycin. The culture medium was prepared free of phenol red to ensure its transparency to $\lambda = 532$ nm radiation. Culture dishes with cells at 100% confluency were used in each experiment. These
cells did not exhibit contact inhibition and thus the surface density of cells (cells/mm²) was measured and controlled. The results below are provided for cell monolayers cultured at surface densities of 600 and 1000 cells/mm². Cell surface densities were determined by counting the number of cells in a square 0.5 mm × 0.5 mm region centered at the site of cell lysis. For a given cell surface density, the site-to-site variation was kept below 10%.

RESULTS

Plasma threshold measurement

Before conducting the cell lysis experiments, we determined the threshold for plasma formation in our experimental system. This was achieved by delivering an Nd:YAG laser pulse via the 40×, 0.8 NA bright-field objective into a petri dish filled with culture medium. Plasma formation in the culture medium was observed visually in a dark room and its incidence for 50 pulses at discrete pulse energies was recorded. The probability of plasma formation p as a function of pulse energy $E_p$ was fit to a Gaussian error function given by

$$p(E_p) = 0.5\{1 + \text{erf}[A_1(E_p + A_2)]\},$$

where $\text{erf}(x) = 2/\sqrt{\pi} \int_0^x \exp(-\eta^2)\,d\eta$. The values $A_1$ and $A_2$ are the fitted parameters where $A_1$ governs the sharpness of the Gaussian error function and $|A_2|$ provides the threshold for plasma formation defined as the pulse energy that results in a 50% probability of plasma formation. Equation 1 describes accurately the stochastic nature of the plasma formation process (29). The result of one such experiment along with the model fit is shown in Fig. 2. Using the setup described in Materials and Methods resulted in a plasma threshold value of 8 ± 0.3 μJ. No difference in the plasma formation threshold was measured between culture medium and distilled water.

Earlier experiments by Venugopalan and co-workers that delivered 6-ns pulses from a Q-sw Nd:YAG laser via a 0.9 NA objective into an open cuvette filled with distilled water delivered 6-ns pulses from a Q-sw Nd:YAG laser via a 0.9 NA objective into an open cuvette filled with distilled water. The peak energy with Gaussian error function fit.

FIGURE 2 Probability of plasma incidence as a function of laser pulse energy with Gaussian error function fit.

Time-resolved imaging

Fig. 3 is a series of time-resolved images of the cell lysis process in a culture with surface density of 1000 cells/mm² produced at a pulse energy of 24 μJ corresponding to 3× the plasma threshold. Our image series follows the well-known evolution of an optical breakdown process starting with plasma formation, followed by shock wave propagation and finally cavitation bubble formation, expansion, and collapse (31). The plasma initiation, growth, and decay were complete within 25–30 ns after the arrival of the laser pulse. Close examination of Fig. 3 a reveals the formation of a shock wave resulting from the rapid plasma expansion. The shock wave propagation was followed until it passed outside the field of view (Fig. 3, a–c). Although the pressure amplitudes are considerable, approaching 480 MPa close to the irradiation site (20), the passage of the shock wave did not produce any visible disruption of the cell monolayer.

The plasma expansion resulted in cooling and ion-recombination thereby leading to the formation of a cavitation bubble within 25 ns after the laser pulse. The outer portions of the bubble appear dark due to the oblique angle of incidence of the illumination on the bubble surface that prevented transillumination. Fig. 3, c–i, reveals that cavitation bubble expansion is the primary mechanism of cell lysis.
and several interesting features of this process can be seen in these images. At early times (35–200 ns) during the expansion of the cavitation bubble, cell injury is clearly visible within the central region of the bubble (Fig. 3, d and e). During this early expansion phase, cells that lie outside the bubble are lysed immediately upon arrival of the bubble wall. However, at some time point, (~200 ns at $3 \times$ plasma threshold for a surface density of 1000 cells/mm$^2$), arrival of the bubble wall does not result in additional cellular injury. Rather, further bubble expansion encompasses the cells without lysing them (Fig. 3 f). Another interesting feature is the transient deformation of the cells produced by the bubble expansion, evident in regions both inside and outside the bubble (Fig. 3, g–i). Remarkably, these cells appear to withstand this severe deformation without disruption. After reaching its maximum size, the bubble collapses quite rapidly, within 1–2 $\mu$s as seen in Fig. 3 j. Fig. 3 k shows the breakup of the bubble upon collapse. Close examination reveals that the cells surrounding the site of bubble collapse are deformed in a direction away from the center of the bubble. This may indicate the presence of radial fluid flow away from the center of the bubble collapse. The bubble collapse did not extend the zone of cell lysis but did clear any cellular debris present within the lysis zone. As a result, the lysis process results in a well-defined area around the irradiation site that is cleared of both cells and cellular debris (Fig. 3 l) that we define as the zone of cellular injury.

To examine whether the distance between the focal volume of the pulsed laser microbeam and the cell monolayer would affect the dynamics of the cell lysis process, we performed time-resolved imaging with a separation distance $s = 400 \mu$m, as opposed to $s = 10 \mu$m, between the focal plane of the laser microbeam and the cell monolayer. Fig. 4 shows the results of one such experiment at a pulse energy of 24 $\mu$J corresponding to $3 \times$ threshold. Fig. 4 a, taken 14.4 $\mu$s after the laser pulse delivery, shows clearly that although bubble expansion produces significant cell deformation it does not produce cell lysis. However, in Fig. 4, b and c, taken at delay times of 29.4 and 32.4 $\mu$s, respectively, we see that cavitation bubble collapse, jet formation, and subsequent radial outflow of fluid results in the lysis of cells in the central region. Moreover, in Fig. 4 c, cell lysis can be observed in regions outside the collapsing bubble, due presumably to mechanical effects produced by the hydrodynamics associated with bubble collapse and jet formation.

**Cavitation bubble dynamics**

The temporal evolution of the cavitation bubble size was measured from a sequence of time-resolved images and
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shown in Fig. 5 for pulse energies corresponding to 0.7×, 1×, 2×, and 3× the threshold for plasma formation. A minimum of three images were used to calculate the average and standard deviation for each data point shown. It is important to note that the cavitation bubble dynamics are not influenced by the cell surface density. The values for maximum bubble radius $R_{\text{max}}$ and oscillation time $T_{\text{osc}}$ are of particular interest and are presented in Table 1. This case of inertially controlled bubble growth was considered by Lord Rayleigh, who derived the following expression relating the maximum cavitation bubble radius to the collapse time $T_{\text{col}}$ as (32)

$$R_{\text{max}} = \frac{T_{\text{col}}}{0.915} \left(\frac{p_{\text{v}} - p_{\text{s}}}{\rho}\right)^{1/3},$$

where $\rho$ is the density of the liquid (1000 kg/m$^3$), $p_{\text{v}}$ is the static pressure of the surrounding liquid, and $p_{\text{s}}$ is the vapor pressure of the liquid (2330 Pa at 20°C). Our experimentally obtained values for $R_{\text{max}}$ and $T_{\text{col}} (= T_{\text{osc}}/2)$ are consistent with Eq. 2. The energy of a hemispherical bubble $E_B$ is given by

$$E_B = \frac{2}{3}\pi(p_{\text{v}} - p_{\text{s}})R_{\text{max}}^3.$$  \hspace{1cm} (3)

Substitution of Eq. 2 into Eq. 3 allows the bubble energy to be expressed in terms of the cavitation bubble parameters as

$$E_B = \frac{2}{3}\pi p_{\text{v}} \left(\frac{0.915}{T_{\text{col}}}\right)^2 R_{\text{max}}^3.$$ \hspace{1cm} (4)

The bubble energy calculated using Eq. 4, as well as the percentage of the laser pulse energy transduced into bubble energy [(E$_B$/E$_p$) × 100], are also presented in Table 1.

The radial position of the bubble wall during the cavitation bubble expansion was fit to the function $R_B(t) = [a + (b/\ln t)]^2$ with $R_B(t)$ being the bubble radius as a function of time and $a$ and $b$ being the fit parameters. This analytic expression was found to fit all the data series with regression coefficients >0.99 (Table Curve, Systat Software, Richmond, CA). An example of the raw data and curve fit for pulse energies of 5.6 and 24 μJ (0.7× and 3× threshold) is shown in Fig. 6a over the time interval of 0–10 μs.

Velocities of the cavitation bubble expansion, as determined by differentiation of the analytic curve fits, are shown for all pulse energies in Fig. 6b. It is seen that the maximum bubble expansion velocities increased with the laser pulse energy. Although the initial bubble expansion velocities are high, ranging between 320 and 510 m/s, they rapidly decrease to 18–32 m/s at 1 μs. The zone of cellular injury shown in Fig. 3 is defined by the region around the irradiation site that was denuded of cells.

We determined the average size of the injury zone by measuring the radius of the cellular injury zones produced at 8–10 irradiation sites. In some instances the zone of cell lysis was elliptical and the radius of a circle of equivalent area was used instead. These results revealed that although the cavitation bubble dynamics are not affected by the cell surface density in the cell culture, the resulting zone of cell lysis is. The radial size of cellular injury as a function of pulse energy is shown in Table 1 for surface densities of 600 and 1000 cells/mm$^2$. For both surface densities, the zone of cellular injury was much smaller than the maximum cavitation bubble size. Specifically cell cultures with a surface density of 600 cells/mm$^2$, which had lysis zones that were consistently larger than cultures of 1000 cells/mm$^2$, had lysis zones with average radii of 29, 40, 45, and 63 μm for 0.7×, 1×, 2×, and 3× threshold, respectively, while the corresponding maximum cavitation bubble radii are 80, 120, 140, and 200 μm.

### Table 1: Laser pulse energy ($E_p$), maximum cavitation bubble radius ($R_{\text{max}}$), oscillation time ($T_{\text{osc}}$), mechanical bubble energy ($E_B$), mechanical transduction efficiency ($E_B/E_p$), and radius of cell lysis for cultures with a cell surface density of 1000 cells/mm$^2$ ($R_{\text{1000}}^{\text{col}}$) and 600 cells/mm$^2$ ($R_{\text{600}}^{\text{col}}$) when using pulse energies corresponding to 0.7×, 1×, 2×, and 3× the threshold for plasma formation.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0.7× Threshold</td>
<td>5.6</td>
<td>95</td>
<td>17</td>
<td>0.18</td>
<td>3.2</td>
<td>19 ± 3</td>
</tr>
<tr>
<td>1× Threshold</td>
<td>8</td>
<td>118</td>
<td>21</td>
<td>0.34</td>
<td>4.3</td>
<td>23 ± 4</td>
</tr>
<tr>
<td>2× Threshold</td>
<td>16</td>
<td>140</td>
<td>25</td>
<td>0.57</td>
<td>3.6</td>
<td>30 ± 4</td>
</tr>
<tr>
<td>3× Threshold</td>
<td>24</td>
<td>200</td>
<td>37</td>
<td>1.66</td>
<td>6.9</td>
<td>36 ± 2</td>
</tr>
</tbody>
</table>
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Hydrodynamic modeling

Velocity and shear stress distributions produced by bubble expansion

The time-resolved images provide compelling evidence for the hypothesis that when the pulsed laser microbeam is focused immediately above the cell monolayer \((s = 10 \mu m)\), the primary agent for cell lysis and deformation is the dynamic shear stress produced by the fluid displacement associated with cavitation bubble expansion. To analyze these hydrodynamics we consider the model problem depicted in Fig. 7. We assume that the cell monolayer acts as a boundary and that the cells are subject to shear stress due to movement of fluid parallel to this boundary. We consider the fluid motion at locations outside the expanding bubble and define a geometry in which the origin is located at the site of the laser focus immediately above the cell monolayer with \(z\) and \(r\) being the vertical and radial axes, respectively. The transient external fluid velocity \(V_\infty(r, t)\) produced by the cavitation bubble expansion is determined by applying conservation of mass for an incompressible fluid in spherical coordinates as

\[
V_\infty(r, t) = V_B(t) \frac{R_B(t)}{r}^2,
\]

where \(R_B(t)\) and \(V_B(t)\) are the time-varying position and velocity of the hemispherical bubble wall, respectively. Thus, by using experimental data for both \(R_B(t)\) and \(V_B(t)\), samples of which were shown in Fig. 6, we can obtain \(V_\infty(r, t)\) at any desired radial location before the arrival of the bubble wall.

Of course, Eq. 5 is valid only at locations sufficiently removed from the boundary presented by the cell monolayer (and underlying glass coverslip) because the standard no-slip boundary applies at the boundary \((z = 0)\). This results in the formation of a thin fluid layer proximal to the cell monolayer in which the fluid velocity varies as a function of both \(z\) and \(t\).

To examine the velocity distribution within this boundary layer, we first consider the results of Stokes’ first problem for one-dimensional planar impulsive flow with a constant external velocity \(V_\infty\) (33). This translates to a boundary layer problem with the initial condition \(V_\infty(z, t \leq 0) = 0\) and boundary conditions \(V(z = 0, t) = 0\) and \(V(z \to \infty, t) = V_\infty\). The solution to this problem is given by (33)

\[
V(z, t) = V_\infty \text{erf} \left( \frac{z}{\sqrt{2vt}} \right),
\]

where \(\text{erf}(x)\) is the error function defined earlier in connection with Eq. 1 and \(\nu\) is the kinematic viscosity of the culture medium \((0.896 \times 10^{-6} \text{ m}^2/\text{s})\).

In contrast to Stokes’ first problem where \(V_\infty\) is constant in both space and time, in our problem \(V_\infty\) varies with both radial position and time, that is, \(V_\infty = V_\infty(r, t)\). Moreover, we have boundary layer flow in a spherical rather than a one-dimensional planar geometry. This latter issue regarding boundary layer curvature can be ignored so long as we consider radial positions much larger than the boundary layer thickness, i.e., \(r \gg \delta\). The case of a external velocity that varies with both space and time changes the boundary condition at \(z \to \infty\) to \(V(r, z \to \infty, t) = V_\infty(r, t)\). For this case, the velocity distribution in the boundary layer can be determined by temporally convolving the result of Stokes’
first problem given by Eq. 6 with the temporal variation of \( V_w(r, t) \) given by the experimental data via Eq. 5. This approach to constructing the solution to a problem possessing a boundary condition that varies with both space and time from the response of the system to a step function is known as Duhamel’s integral (34). This situation has been considered previously by several investigators including Lokhandwalla and Sturtevant who provide the result (35)

\[
V(r, z, t) = \int_0^t \frac{\partial V_w(r, t')}{\partial t'} \text{erf} \left[ \frac{z}{2 \sqrt{\nu(t-t')}} \right] \, dt'.
\]  

(7)

From Eq. 7, the wall shear stress experienced by the cells \( \tau_w(r, z = 0, t) \) can be obtained at any radial position \( r \) for the time interval \( 0 \leq t \leq t^* \), where \( t^* \) is the time of arrival of the bubble wall at position \( r \) using

\[
\tau_w(r, t) = \rho \nu \left( \frac{\partial V}{\partial z} \right) \bigg|_{z=0} = \rho \sqrt{\nu} \int_0^t \frac{\partial V_w(r, t')}{\partial t'} \, dt'.
\]

(8)

where \( \rho \) is the density of the culture medium (1000 kg/m\(^3\)). Equations 7 and 8 provide a complete description of the velocity field and wall shear stress at any location before the arrival of the bubble wall. It is important to realize that the predictions given by these equations result simply from the application of the conservation of mass and momentum to the experimental data and contain no adjustable parameters.

Given the availability of these modeling results, we are interested in examining possible correlations between the characteristics of the fluid field and the resulting zone of cellular injury. The natural place to look are the velocity profiles and wall shear stresses experienced at the radial positions corresponding to the edge of the injury zone \( r = R_{ini} \) at the time of arrival of the cavitation bubble wall \( t^* \). Fig. 8 presents velocity profiles within the boundary layer at the time of arrival of the bubble wall at the radial location corresponding to the edge of the zone of cellular injury for pulse energies corresponding to 0.7\( \times \), 1\( \times \), 2\( \times \), and 3\( \times \) threshold within a cell culture with surface density of 1000 cells/mm\(^2\) i.e., \( V(r = R_{ini}, z, t = t^*) \). The distance at which the fluid velocity is equal to 99% of the external fluid velocity is known as the boundary layer thickness and for the cases shown in Fig. 8, ranges from 1.04–1.25 \( \mu \)m. The experimental data and hydrodynamic model results are summarized in Table 2 for cell densities of 1000 and 600 cells/mm\(^2\). Due to only small differences in bubble velocities for 0.7\( \times \) and 1\( \times \) threshold (see Fig. 6 b), the boundary layer velocity profile for both is also fairly similar, with the external fluid velocity being slightly less for 1\( \times \) threshold at \( r = R_{ini} \). This is due to the larger value of \( R_{ini} = 23 \mu \)m at 1\( \times \) threshold versus 19 \( \mu \)m for 0.7\( \times \) threshold.

In Fig. 9 we provide the temporal profile of the wall shear stress \( \tau_w(t) \) at different radial positions for pulse energies corresponding to 1\( \times \) and 2\( \times \) the threshold for plasma formation. The temporal shape of the shear stress is similar regardless of location; that is, the peak shear stress is reached after a relatively rapid rise followed by a more gradual decline. The time intervals over which the shear stress is provided increases with radial position and simply reflects the longer time necessary for the bubble front to arrive at that location, after which time the model is no longer valid. As expected, the peak shear stress decreases with increasing radial position. In Fig. 10, a and b, we plot the wall shear stress as a function of time at the radial location demarcating the zone of cell lysis \( \tau_w(r = R_{ini}, t) \) for pulse energies corresponding to 0.7\( \times \), 1\( \times \), 2\( \times \), and 3\( \times \) threshold for cell surface density of 1000 and 600 cells/mm\(^2\), respectively. For a given cell density, the similarity of the temporal profiles of the wall shear stress at \( R_{ini} \) is truly remarkable, especially given the more-than-fourfold variation in laser pulse energy. Moreover, the peak wall shear stress necessary to cause lysis does not appear to vary systematically with the laser pulse energy. Specifically, the peak wall shear stress at the rim of the zone of cell lysis \( r = R_{ini} \) lies in a narrow range of 180–220 kPa for a cell density of 1000 cells/mm\(^2\) (Fig. 10 a), and 60–84 kPa for a cell density of 600 cells/mm\(^2\) (Fig. 10 b). Thus, the minimum peak shear stress necessary to cause lysis for the cell density of 1000 cells/mm\(^2\) is \( \sim 3 \times \) higher compared to 600 cells/mm\(^2\).

The above hydrodynamic analysis of our experimental results strongly supports the hypothesis that for a specific cell surface density the spatial extent of cellular injury is determined by the maximum shear stress produced by the cavitation bubble expansion. To aid in examining this hypothesis for both cell surface densities examined, we provide in Fig. 11 the spatial distribution of the peak shear stress generated by the cavitation bubble expansion at pulse energies corresponding to 0.7\( \times \), 1\( \times \), 2\( \times \), and 3\( \times \) threshold. Note that the shear stress predictions are based on the experimental measurements of the cavitation bubble dynamics \( R_{B}(t) \) that are known to greater precision than the
measured experimental variation in $R_{\text{inj}}$. As a result, the uncertainty in the peak shear stress experienced by the cells is dictated by the observed variation in the radial size of the zone of cell lysis $R_{\text{inj}}$ rather than the uncertainties inherent in the measurement of the bubble dynamics $R_B(t)$. Given the steep variation in the peak shear stress with radial location, a small uncertainty in the measurement of $R_{\text{inj}}$ leads to a rather large uncertainty in the peak shear stress. This is shown in Table 2 where the zones of cellular injury for each cell surface density is listed along with the peak wall shear stress as a function of pulse energy. We also present the corresponding external fluid velocity $V_n(r = R_{\text{inj}}, t = t^*)$ and boundary layer thickness $\delta$ at the edge of the zone of cellular injury at the time of bubble arrival.

**DISCUSSION**

**Role of plasma formation and shock wave propagation on cell injury**

Time-resolved imaging provides a precise means to visualize and quantify the effects of optical breakdown on adherent cells. Our microscope setup provides an image resolution of $\approx 1 \mu m$ while the ICCD camera provides a maximum temporal resolution of 0.5 ns. This combination of high spatial and temporal resolutions enables accurate, high-speed imaging of the cell lysis process. The plasma is visible at the earliest time point of 0.5 ns and its evolution could be followed until the plasma luminescence ceased (25–30 ns). While the high temperature plasma and its explosive expansion can cause cell vaporization, we could not visualize this process due to the plasma luminescence. The plasma expansion results in the radiation of a shock wave with pressure amplitudes approaching 480 MPa (20). However, no cellular injury resulting from the shock wave propagation through the cell layer is observed and highlights the ability of these cells to withstand shock. This finding is consistent with other studies that found no evidence of cellular injury by laser-induced pressure waves alone (23,36).

**Role of cavitation bubble expansion and shear stress on cell injury**

Time-resolved imaging provides evidence that the fluid flow resulting from cavitation bubble expansion is the primary agent of cellular injury. Cell lysis is initiated at the site of plasma formation and propagates outwards with the bubble expansion. We can infer that cavitation bubble expansion produces cell membrane disruption and cell lysis rather than merely cell detachment because cellular debris was consistently observed proximal to the irradiation site and intact cells were never observed to be floating in the culture medium after laser pulse delivery. Previous work by the Allbritton group has also shown that laser-induced plasma formation with pulse energies similar to those used here causes cell membrane disruption (9,10).

The production of laser-induced breakdown at a separation distance $s = 10 \mu m$ above the cell monolayer led to cavitation bubble formation whose proximity to the monolayer enhanced the damage potential of the resulting hydrodynamic flow. Cell lysis occurred rapidly and the zone of cell lysis was fully developed within 200 ns for 1000 cells/mm$^2$.
and within 600 ns for 600 cells/mm² at 3× threshold pulse energy. Thereafter bubble expansion did not result in cell lysis. The bubble velocity as determined from the time-resolved images revealed velocities in the range of 320–510 m/s at early times that rapidly decreased to 31–104 m/s at the edge of the injury zone, as shown in Fig. 6b and Table 2. Adherent cells at the border of the zone of cell lysis remained intact but underwent significant transient deformation from the large shear stresses associated with the cavitation bubble dynamics. Thus, depending on the location of the cell, the shear stresses could either cause lysis or, for larger radial locations, transient deformation of the cell body.

These results are consistent with those of Wolfrum and co-workers who examined the effect of pressure wave-excited contrast agent bubbles on rat kidney fibroblast cells (37). Using time-resolved imaging, the authors observed that under the action of pressure waves, contrast agent bubbles near cells expanded from a diameter of 2–62 µm within 3 µs. Although the bubbles did not cause cell lysis during expansion, they were observed to produce transient deformation of the cells. Cell lysis or rupture was only observed upon bubble collapse. The characteristic bubble expansion velocities (<10 m/s; determined from Fig. 2 of Wolfrum) and bubble diameters (<60 µm) were significantly smaller than those produced in our study. These factors limited the damage potential of the bubble expansion in the Wolfrum study.

Our hydrodynamic model provides a means to determine the spatiotemporal evolution of both the fluid velocity and wall shear stress. This enables a correlation between the observed cellular effects and the fluid flow characteristics. We assume that the bubble-cell interactions were mediated by a thin fluid layer between the expanding bubble and the cell monolayer at all times (38,39). This assumption is borne out by the fact that even cells that were encompassed by the bubble (Fig. 3, h and i) underwent significant deformation, a result only possible due to the presence of a thin fluid layer between the bubble and cells. It was also seen that regardless of the laser pulse energy, PtK₂ cells cultured at a surface density of 1000 cells/mm² remained adherent even when subject to transient wall shear stresses approaching 180–220 kPa, while those cultured at a surface density of 600 cells/mm² only withstood transient wall shear stresses approaching 60–84 kPa. The fact that this range of wall shear stress does not vary systematically with laser pulse energy but with cell surface density suggests the presence of a critical wall shear stress for cell lysis on the nanosecond timescale. Moreover, the finding that the critical shear stress increases with increasing cell surface density suggests that the higher cell surface density may promote changes in cell-cell or cell-substratum interactions that provide for greater mechanical resilience (40–42).

In addition, we observed that adherent cells had the ability to withstand large shear stresses without visible damage. Even though the peak wall shear stress experienced by cells at r = 100 µm were much lower than those on the border of the lysis zone, they were still in the 7–28 kPa range (Fig. 11). Visual
Role of bubble collapse on cell injury

We found no significant contribution of the bubble collapse to cellular injury when focusing the pulsed laser microbeam at a separation distance of \( s = 10 \, \mu m \) above the cell monolayer. This is an interesting observation since cavitation bubble collapse is a well-known damage mechanism ranging from the pitting of ship propellers and vacuum pumps to the breakup of kidney stones in shock wave lithotripsy (32,43). In an extensive study examining the mechanisms of intraocular surgery using Nd:YAG laser pulses, Vogel and co-workers studied several different irradiation geometries, all using relatively low numerical apertures, to determine the specific contributions of plasma formation and cavitation bubble dynamics to the injury process (23). For cases where the laser was focused above an ex vivo sample of corneal tissue (an irradiation geometry similar to our experiments), it was shown that for a constant laser pulse energy the extent of damage was dependent upon the parameter \( \gamma \), defined as the ratio between the separation distance \( s \) and the maximum cavitation bubble radius \( R_{\text{max}} \). In these cases, images taken after the laser-tissue interaction revealed the corneal surface to be punctured with a region surrounding the puncture site denuded of corneal endothelial cells. This latter feature is similar to the zone of cell lysis observed in our study.

Vogel and co-workers implicated the impact of a liquid jet during cavitation bubble collapse as the cause for puncture of the corneal endothelium and stroma while the region of denuded cells was attributed to the radial outflow of the jet after impact (23). This is in contrast with our results obtained at a separation distance \( s = 10 \, \mu m \) that clearly demonstrate cell lysis to occur during the cavitation bubble expansion and not during the bubble collapse. In the Vogel study, the smallest value of \( \gamma (= s/R_{\text{max}}) \) tested was 0.15. Due to the large pulse energies and low focusing angles used, this small \( \gamma \)-value was accomplished with a 100 \( \mu m \) separation distance between the focal plane of the laser beam and the tissue boundary. This significant distance from the surface of the cells reduces both the fluid velocity and the shear stress to which the cells are exposed upon the cavitation bubble expansion. Moreover, this greater distance allows for coherent and focused jet formation upon bubble collapse.

By contrast, in our experiments the site of plasma formation was 10 \( \mu m \) above the cell monolayer. This not only results in smaller values of \( \gamma = 0.06-0.13 \) but also exposes the cells to the maximal effects of the shear stresses produced by the rapid bubble expansion resulting in cell lysis. Once the cells were lysed, nothing viable remained in the central region that would be susceptible to the jet impact and radial outflow produced upon bubble collapse. Moreover, the small \( \gamma \)-value results in the production of a hemispherical bubble and results in a bubble collapse and breakup that likely reduces the effects of liquid jet impact (44).

Of related importance are studies of shock wave lithotripsy that have shown bubble collapse to be the mechanism of cell injury. A time-resolved study by Ohl and Wolfrum on the effects of shock-wave excited cavitation bubbles on adherent cells demonstrated that bubble collapse caused cell detachment and membrane permeabilization (45). Bubble sizes and collapse times in the Ohl study are comparable to those produced by irradiation at 3\( \times \) threshold in our study. However, since bubble generation in the Ohl study is shock wave-induced, the time and location of bubble formation could not be controlled. This may have led to the production of fewer bubbles in the immediate proximity of the cells—thereby reducing their exposure to the hydrodynamic effects during bubble expansion and increasing cell survival.

Taken together, the results of these earlier studies and our findings provide strong evidence that the site of bubble generation is a critical factor determining whether cell injury occurs during the expansion or collapse phase of the cavitation bubble dynamics. Our studies of optical breakdown produced at larger separation distances from the boundary confirm this. Plasma formation at a pulse energy 3\( \times \) plasma threshold using a separation distance of \( s = 400 \, \mu m \) resulted in \( \gamma = 1.6 \). In this case, the fluid flow generated during bubble expansion produced cell deformation but not cell lysis (Fig. 4 a). Instead, the asymmetric bubble collapse produced a coherent jet directed toward the cells that concentrated energy away from the bubble. Cell lysis resulted from the jet impact and subsequent radial outflow of the fluid jet (Fig. 4 b and c). These experiments resulted in zones of cell injury significantly larger than those produced by the bubble expansion when smaller \( \gamma \)-values were used. This increased damage zone is most similar to the conditions used in studies of intraocular laser surgery and shock wave lithotripsy-induced injury, described by both Vogel and Ohl (23,45).

Effect of pulse energy on cell injury

The delivery of subthreshold pulse energies also allowed the investigation of the potential use of low energy pulses for...
single cell lysis. Our results show that both bubble size and bubble energy are reduced significantly when using subthreshold pulse energies. As shown in Table 1, a 30% reduction in pulse energy from 1× to 0.7× threshold results in a 20% reduction in bubble size and a 50% reduction in bubble energy. For the cultures with a surface density of 1000 cells/mm², this resulted in the lysis of only 2–3 cells. It should be noted that our use of a multimode laser beam resulted in higher plasma threshold energies than in cases where beams of better spatial quality were used (19). Reductions in plasma threshold energy can also be accomplished using a multimode beam in conjunction with a spatial filter (46), microscope objectives with higher numerical aperture, or shorter laser pulse durations. The use of laser parameters that result in lower plasma threshold energies will provide for further increases in precision by accomplishing further reductions in both the plasma and bubble energies.

These results are also suggestive of the injury mechanism during cell microsurgery wherein intracellular organelles are irradiated with subthreshold nanosecond laser pulses focused through a 1.3 NA objective (15,47,48). In these cases, the laser is operated at a 10–20 Hz repetition rate and the cell is typically exposed to tens to thousands of pulses. This procedure produces intracellular injury, even in the absence of an endogenous absorption, without compromising cell survival. We believe that laser-induced breakdown provides a viable mechanism for injury in these cases. At subthreshold pulse energies, plasma formation may only be induced by a small fraction of the delivered laser pulses. In addition, when formed, the plasma energy density would be extremely low and result in a minimal transduction of incident laser pulse energy into bubble energy. Thus, the bubble size would be small, and the injury may be confined to the volume of the plasma itself, thereby providing for higher rates of cell survival.

CONCLUSION

Cell lysis produced by Q-sw pulsed laser microbeam irradiation at λ = 532 nm in cell monolayers cultured at densities of 600 and 1000 cells/mm² was investigated using time-resolved imaging and hydrodynamic analysis with pulse energies of 5.6–24 μJ. The well-known sequence of plasma formation, shock wave propagation, and cavitation bubble formation, expansion, and collapse was observed with high temporal and spatial resolution. Cavitation bubble expansion and not collapse was seen to be the primary agent of cell lysis when the pulsed laser microbeam was focused at a separation distance of s = 10 μm above the cell monolayer. The lysis process is extremely rapid, reaching completion within 200 and 600 ns at the highest pulse energy tested for cell monolayers with surface densities of 1000 and 600 cells/mm², respectively. Maximum bubble sizes were significantly larger than the cell injury zones, indicating that as the bubble expansion slowed, the associated wall shear stresses were not sufficient to cause lysis. Images also revealed the ability of cells to remain adherent after being subject to strong transient deformation. We also confirmed that production of cavitation bubbles at separation distances of s = 400 μm above the cell monolayer results in larger zones of cell injury that are produced upon cavitation bubble collapse and not expansion. Thus, with the proper control of the pulse energy and location of the focal volume of the pulsed laser microbeam, it is possible to precisely control both the extent and temporal evolution of cellular injury.

Hydrodynamic analysis based on the measured time evolution of the cavitation bubble growth revealed that the time-resolved wall shear stress at a particular radial position increased rapidly to a maximum value followed by a more gentle decay. This analysis revealed that cell monolayers cultured at surface densities of 1000 cells/mm² can withstand transient shear stresses of 180–220 kPa without damage or detachment, whereas peak shear stresses are in the range of 7–28 kPa at 100 μm from the site of irradiation. Cell lysis zones in monolayers cultured at a surface density of 600 cells/mm² were substantially larger and these cells were found capable of withstanding peak shear stresses of only 60–84 kPa. This finding suggests that reductions in the cell surface density may result in changes in cell-cell or cell-substratum interactions that make them more susceptible to lysis by the laser-generated shear stresses.
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