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ABSTRACT 

We prove a Nevanlinna-like criterion for positive capacity of Cantor-type sets K. Using this crite- 

rion, examples are constructed of such K with capacity zero such that the projections of the square 

K x K in all but two directions have positive capacity. We also construct a set of positive capacity 

whose projections in infinitely many directions have capacity zero. 

1. INTRODUCTION 

The present investigation was motivated by the question whether a function on 

C 2 which is real analytic and subharmonic in each variable separately has to be 

subharmonic. In this context it would have been helpful if products of sets 

K c R of logarithmic capacity zero would have to have capacity zero, see [Bl]. 

We will show that this is not the case by estimating the capacity of certain 

Cantor sets, see Section 6. 

An earlier version of this paper appeared as Part C in my Ph.D. thesis [MO]. 

The standard Cantor set is obtained in the following way. Start with the unit 

interval [0, l] and remove the middle one third, retaining the two subintervals 

E! = [0, 41 and EF = [ 3, I]. In the second step, remove middle thirds and retain 

the two subintervals in each E{ of length 4, which have the left-hand or right- 

hand end-point in common with an E{. This process is repeated indefinitely. In 

each step, a part is removed from each interval El = [a, a + l/3”], and only the 

twointervalsEij_’ = [a,a+1/3”+‘]andE,2j= [a+ l/3” - 1/3”+‘,a+ l/3”] 

are retained (1 5 j 5 2”). The limit set is the Cantor set; it is a closed set with 
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linear Lebesgue measure zero, but positive logarithmic capacity. In the sequel, 
capacity will always mean logarithmic capacity. 

One may consider more general Cantor sets, all homeomorphic to the 
standard one, in a number of ways, e.g. the ratio between the lengths of the in- 
tervals appearing in consecutive steps may be chosen different from 3. Suppose 
that in the kth step, the length of the new intervals is l/sk times the length of the 
old intervals. Denote the limit set obtained in this way by K(si, ~2,. . .). The 
following theorem was proved by Nevanlinna [Ne, Section V.6.61, cf. also 
Adams and Hedberg [AH]: 

Theorem 1.1. The capacity of K(sl, ~2, . . .) ispositive if and only ifthe series 

converges. 

One may also consider the more general situation of planar sets instead of 
linear sets. Here one starts with a closed disc of which one retains a number of 
mutually disjoint connected compact subsets E{; in the second step one retains 
smaller subsets Et within these subsets (the same number inside every E{), and 
this process is continued indefinitely. 

Many authors have considered the question of positivity of the capacity of 
generalized Cantor sets, e.g. Tsuji [Ts~], Ohtsuka [Oh] and Riiber [Ril]. The 
same question has also been considered for o-capacity, see [Oh] and [Ri2]. 
Many more references can be found in Carleson’s book [Cal. 

The main result is Theorem 3.2. It states a necessary and a sufficient condi- 
tion for positive capacity of generalized Cantor sets and is slightly more general 
than the results obtained by Riiber [Ril]. The proof is based on estimating 
Robin constants and is a modification of a method of Nevanlinna. 

It will turn out that in some cases where Theorem 3.2 is inconclusive, it is 
possible to choose the subsets Ei in a different way (leading to the same K) so 
that the theorem becomes applicable. Thus, given some K, it may be important 
to choose the sets Ei carefully. 

Section 4 contains some interesting special cases in which the conditions for 
positive capacity are both necessary and sufficient. Relevant examples may be 
found in Section 5. 

In Sections 6 and 7 we construct examples of Cantor sets K of capacity zero, 
such that certain projections of their squares K x K have positive capacity. 
These Cantor sets are such that almost all projections of their squares are again 
Cantor sets - or contain Cantor sets. 

In Section 8, an example is given of a set K of positive capacity, such that the 
capacities of the projections in an infinite (but countable) number of directions 
are zero. Let A be the set of directions with this property and call the set of all 
directions S. In an earlier version of this paper I asked if #A could be more 
than countable. Dijkstra and van Mill have proved that this is automatically 
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true if il is a dense subset of S [DM, Proposition 27. (The latter is actually the 

case for the example in Section 8.) The reason why I asked the question is that a 

positive answer would confirm that in a certain sense, projection makes the set 

much smaller. 

We will make use of some basic notions of potential theory, cf. [Tsl], which 

are recalled here. Let A be a compact set in C. 

For a positive measure v with support in A, the logarithmic potential of v is 

if U” is bounded from above for some probability measure I/ on A. the Robin 

constant y(A) is defined as 

where P = P(A) is the set of all probability measures 11 with support in A. In 

this case, the capacity is 

cap A = e dA). 

Otherwise cap A = 0. The capacity of a disc with radius R is R. 
The equilibrium distribution w of A is the unique probability measure on A 

such that 

l?(z) = ?’ log ,z ! w, dw(w) = %A) 

for all z E A outside a set of capacity 0. 

The equality holds everywhere on A if A is a continuum or a union of finitely 

many continua. 

For a > 0 and b E C, y(aA + b) = y(A) - log a, in other words cap(aA + b) = 
a cap A. Furthermore, Al c A2 implies cap AI < cap AZ. If {E,} is a sequence 

of compact sets with E,+ 1 c E,, for all n, then 

cap 

cf. [He, Theorem 7.201. 

The author would like to thank Jan Wiegerinck for many helpful suggestions 

and technical remarks. 

2. GENERAL CANTOR SETS 

We use the convention that a sum with upper index one less than the lower 

index is 0, and a product with such indices is 1. 

Starting with the disc D = {z E C : IzI 5 &} we choose pi > 1 mutually dis- 

joint continua E:, . . . , EP’ in D and set 
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El = @ E;. 
j=l 

In the next step, p2 > 1 disjoint continua E; are chosen in each E{ and 

PI PZ 
E2 = u E;. 

i=l 

This process is continued indefinitely. In general 

PI “’ P" 
E, = u E;, 

j=l 

a union of p1 x . . . x p,, mutually disjoint continua in E,, _ 1 (where EO = D and 
everypk > 1). Thus E,, c E,,- 1. 

Let 

(2.1) d,, = max diamEi, n E N. 
1 Lilpl -pn 

If limn,, d,, > 0 then K contains a continuum, therefore cap K > 0 ([Tsl, 
Theorem IIIS]). We will concentrate on the interesting remaining case and as- 
sume that d, 4 0. 

The Cantor set K associated with the family {EL} is defined by 

(2.2) K = K({E;i’)) = fi E,. 
??=I 

The set K is homeomorphic to the standard Cantor set. 
Some more sequences associated with K will be needed. 

For convenience set do = diam D = 1. Introduce 

(2.3) s,=d,_l/d,> 1, nEN, 

so that 

d,, zzi 
Si . . .s, 

Let 

where the minima are taken over all pairs of indices j and k such that EL and E,” 

are contained in the same component E,i _ 1 of E, _ 1. 

Furthermore define 

(2.5) d; = min diam EL, n E N. 
1 Silp1 -pn 

This quantity is positive for each n. 

Note that 

(2.6) Q,+i =X1” ‘s, mn; d(E;+,,E,k,,) I si....M,‘, 

where the minimum is taken as in (2.4). 
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For a continuum E it is well known that 

diam E 
cap E 2 ~ 

4 ’ 

cf. Corollary 5 in [Tsl, Section 111.91. Hence we have 

(2.7) Y(G) I log $ 1 < j < p1 . . .Pnr 

and using (2.6) 

(2.8) y(E,‘) < logsi . . ‘s, + log(4/a,+ 1). 

3. A CRITERION FOR POSITIVE CAPACITY OF CANTOR SETS 

We will prove Theorem 3.2 below for Cantor sets as defined in Section 2 by es- 
timating the Robin constant of E,, and letting n + CO. With the (mild) extra as- 
sumption that s, > c2 > 1 where c2 is independent of n, the result could also be 
derived from Riiber’s work [Ri, Satz 1 and 21 where a different method was 
used. 

We start with an auxiliary result. 
If p is an arbitrary probability measure with support in A and w is the equi- 

librium distribution of A, then 

s Updw=J U”dp=y(A) 

Thus we arrive at the following lemma, cf. [Tsl, Theorem 111.15] 

Lemma 3.1. Let p be any probability measure with support in A. Then 

i;f U”(z) I y(A) 5 sup UP(z). 
A 

Theorem 3.2. Let K be associated with a sequence {E;i’} as in Section 2, with 
1 < j 5 p1 . . .pn. Let sn be as in (2.3) and a, as in (2.4). 

(i) Ifcap K > 0, then the following series converges: 

(3.1) F ‘“,“I”-;;;. 

(ii) Ifboth series 

converge, then cap K > 0. 

Proof. Fix n > 1. For 1 < j 5 p1 . .p,, let pj be the equilibrium distribution of 
Ej and set 

1 
c1= ~ (111 + . ‘. 

Pl . ..Pn 
+ PLP, --.P,)> 
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the average of the equilibrium distributions of the sets Et, 1 5 k 5 p1 . ..p.,. 

Taking z E EL, we will estimate 

Note that the first integral is equal to y(E$. Since EL is contained in a disc of 
radius d,,, 

y(E;) 2 log( I/d,) = logsi . . . s,. 

Now consider the p,, - 1 sets E,k, k #j, contained in the same Ei-, as Ei. For w 
in such an Enk, 

(3.3) 
1 

logs1 “‘S,_i 5 log - 
. ..&_I 

Iz- wI 5 log s1 a, . 

More generally, there are (pm - l)p,+ 1 . . . p,, sets E,” contained in the same 
EL_ 1 as Ei but (in case m > 1) not in the same EA. For w in such an E,k, 

(3.4) logs1 . 
1 

‘S,_l I log- 
]z - WI I log 

s1 ..S,_l 

. oy, 

The first inequality in (3.3) together with the first inequality in (3.4) gives 

I 
UP(z) > --!- 

Pl”‘Pn 

(3.5) x 
( 

logs1 . . ~s~+~~~(Pm-I)(P~+l...P,)logsl.~~s,l 
) 

>logsl-.s, 1 n-1 logsl~..sk 

PI . ..Pn 
+- c 

2 kz, pl “‘pk 

since pm - 1 > 4 pm. By Lemma 3.1 the same lower bound holds for y(E,). 

If n-+ 00, then E,, 1 K, hence y(E,) + y(K). If the series 

Ck ((l0g.U . ..sk)/(pl . ..Pk)) diverges, then lim,,, y(E,) = 00, hence 
cap K = 0 and part (i) of the theorem is proved. 

We now estimate Up(z) from above using the other inequalities in (3.3) and 
(3.4). Also using (2.6)-(2.8) we get 

(3.6) 
UPCz) < 2 logs1 ...sk + “2’ log l/a, I lOga . 

k=l Pl “‘pk m=l Pl . ..Pm-l Pl . ..pn 

~~~~~~~~~~f~k((~~gsl~~~sk)/(pl~~~pk))and~,((~ogl/a,)/(pl~~~p,-l)) 

both converge, then y(K) = lim,,, y(E,) < co so cap K > 0, and part (ii) is 
also proved. q 

The following proposition clarifies the relation between Theorem 3.2 and cer- 
tain results of Riiber [Ri, Satz 1 and 21, cf. also Nevanlinna [Ne, Section V.6.101. 

Proposition 3.3. In Theorem 3.2, the product s1 . . . Sk may be replaced by Sk: ifone 
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of the series Ck ((logsl . ..sk)/(pi . ..pk)). Ck ((logsk)/(pl . ..~.k)) converges, 
so does the other. 

Proof. Suppose that xk ((log s1 . sk)/( p1 . pk)) converges. Then obviously 

also Ck ((log.M(pl . . . pk)) converges. On the other hand, using the fact that 

pn > 2 for all n one obtains 

It follows that the converse also holds true. q 

From (3.5) and (3.6) one may obtain estimates for the Robin constant of K and 

hence also for the capacity. 

Remark 3.4. Since ok < 1, log l/ak > 0 and in order to prove cap K > 0 it is 

sufficient to estimate ok from below. 

Obviously, one set K may be defined in terms of different families of Ei’s. The 

following example shows that a ‘good’ choice of EL’s is important when one 

wants to apply Theorem 3.2. 

Example 3.5. Let K be a Cantor set in R for which 

(3.7) pn z 2, 2” s,=e , E; = [0, l/s,], E; = [; - l/s1 ‘1 ‘2 ’ 

all Ei’s have the same length and each Ei has a common end-point with an 

E,’ ~, (n > 1). Then cap K = 0 according to part (i) of Theorem 3.2. 

Instead of Ei one could have used 

(3.8) k?j = {x + iy 1 x E E,‘, lyl I cn}, 

where c, is such that the diameter & of Ei is l/(n + l)! and consequently S, = 

&, ~~ I/& = n + 1. The Cantor set associated with {Ej} is again K but now 

c log& . ..s. 
=c 

log(n + l)! 

n Pl...Pn n 2” 

converges and Theorem 3.2 cannot be used to show that cap K = 0. (Appar- 

ently the series xk ((log 1 /ok)/( PI . pk _ 1)) becomes divergent, otherwise we 

would have a contradiction to part (ii) of Theorem 3.2!) 

4. SOME SPECIAL CASES 

Theorem 3.2 gives rise to the question what happens if the series (3.1) converges 

but the second series in (3.2) does not. In this section we will see that in this case 

the capacity may be positive but it may also be zero. Special additional as- 

sumptions on the position of the E,’ ensure that convergence of (3.1) is a nec- 

essary and sufficient condition for positive capacity. Under other additional 
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assumptions the convergence of both series in (3.2) is necessary and sufficient 
for positive capacity, but Example 3.5 shows that the way in which K is defined 
is important. 

If pk - p and (Yk 2 CX > 0, zk ((log l/Qk)/(pi . . ‘pk - 1)) iS obviously COIl- 

vergent, so in that case, cap K > 0 is equivalent to cp! 1 (logsk/pk) < m 

This is true for the standard Cantor set, where p = 2, Sk = 3 and cKk = f . On 
the other hand, if K is as in Example 3.5 (defined using (3.7)), ok = 
1 - 2/eZk > 1 - 2/e (cf. (2.4)) and cap K = 0. 

Let K c R. The next theorem exhibits a class of Cantor sets where con- 
vergence of (3.1) is necessary and sufficient for positivity of the capacity. 

Theorem 4.1. Let K c R be as in (2.2), with QI, 2 c/p, for some c between 0 and 1. 
Assume also that (logp,, l)/(pl . . pn) is b ounded. Then cap K > 0 ifand only if 

Ck ((lOgSk)/(Pl ” Pk)) converges. 

The proof will be similar to the one of Theorem 3.2. Instead of simply estimat- 
ing Iz- WI 2 (o,)/(si ... sn_i) f or z E Ei and w E EL (i # j), we will more 
precisely take into account the position of the various EL’s. 

Proof. Let n > 1. First consider subsets in a fixed Ei_ ,. Renumber the E,” ‘s 
such that j = 1, the distance between E,’ and Ei is a nondecreasing function of 
iandE,,!,..., E,p” are all in the same EL_ 1. Since all E," ‘s are contained in R, the 
two closest to E,’ will be at distance 2 (a,)/($, . . . s,_ I), the next pair will be 
at distance > 2((n,)/(si . s,_ 1)) etc., but after say, the kth pair, 0 < k < 
(pn - 1)/2, there are no pairs anymore. Thus 

(4.1) 

If n > 2, we next consider the pn(pn_ 1 - 1) Et’s that are in the same E,k_2 as 
E,‘, but not in the same Ei_ 1. Grouping the subsets per E,‘_ 1, one sees that 
their contribution in U”(z) is less than or equal to 

1 Pa-1 

PI . . .pn 
2p, c logS”“‘+2. 

m=l ma,-1 

Continuing in this way we obtain (cf. (3.6)) 

(4.2) U”(z) 5 
log4P,+lsl .‘.S,/C 

Pl . ..Pn 

E logpkSl “‘Sk-l, 

k=l pl ..‘Pk ,,,=I cm 

where we have used that Q, > c/p,,. 
Since 

0 

n 

(4.3) logn! > log e 
e 

2 nlogn - nloge, 
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one may estimate 

(4.4) 

Pk aPk c 
“I= I 

logm = pk logapk - logpk! 

5 Pk log apk - pk logpk + pk loge = pk log(ae). 

Substitution of a = (~1 . ‘sk_ 1)/c gives 

(4.5) 

UP(z) 5 
'og4p,+,s, ‘..S,/C 

-+25 1 
es1 “‘Sk-i 

PI ” .pn k=l PI “‘pk 
Pk log c 

< lW4P,+ I 
_ 

PI . .Pn 

It follows that y(K) is finite if Ck ((logs, ..sk)/(p~ . ..pk)) converges and 

(logp,, I)/( pi .p,) is bounded. q 

To obtain a class of Cantor sets for which the convergence of both series in (3.2) 

is necessary and sufficient for positive capacity we impose the following condi- 

tions: 

(i) There is a constant C > 0 such that 

for z E Ei and w E E,” where Ei and E,” are neighboring subsets of E,. 

(ii) Ck ((l%Pk)/(pl ‘Pk - I )) converges. 

Under these conditions we get the following equivalence involving also the 

series with log( 1 /cYk). 

Theorem 4.2. Assume that K c R and that the conditions (i) and (ii) above are 

satisfied. Then cap K > 0 if and only if both series 

(4.6) C - and C 
log l/ak 

k pl"'pk k pI"'Pk-1 

converge. 

Proof. By (ii) of Theorem 3.2, (4.6) implies that cap K > 0. Now assume that 

cap K > 0. By (i) of Theorem 3.2 we know then that the first series in (4.6) 

converges. It remains to prove the convergence of the second series. We again 

take some n > 1 and z E E;r’. The sets Ei in the same E,‘_ 1 as z can be re- 

numbered in such a way that j = 1 and the distance between E,’ and E,’ be- 

comes a nondecreasing function of 1. For m < n we renumber the EL and may 

assume that z E E,,: for every m Then by (i) for some C > 0 independent of m, 

(4.7) 12 - WI 5 
lCa;l 

, 
si “‘S,,,_i 

ZEEL, w~EA,l=2 ,..., pm,S=min(6i,&). 
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For technical reasons it is convenient to take C > 1. As in the proofs of Theo- 
rems 3.2 and 4.1 we estimate 1.z - WI for z E Ei and w in E,$ depending on the 
largest m such that z and w are in the same E,“. Thus instead of (3.5) we now get 
(cf. (3.6)) 

(4.8) 

(For m = n the product (p,+ 1). . . (p,) = 1 by definition.) Stirling’s formula 
leads to an estimate similar to (4.3): 

logp! I log((p/q~) 5 Plog(p(3P~)1’2p). 

This gives 

(4.9) 
= _-$* @Pm! +$,mp, 1) loi? c + m., (Pm -up.;: ll% 

n logp,(3p,7r)1’(2p”) + log c 1 n Slog l/& 

Pl . ..Pm-1 
+- c 

2,=, PI...Pm-1’ 

By (ii) the first series on the right-hand side of (4.9) converges. Thus if the 
final series would diverge, it would follow as in the proof of Theorem 3.2 
that y(E,) + co (cf. (4.8)), hence cap K = 0. This contradiction completes 
the proof. q 

The idea of taking into account the position of the Ei’s as in Theorem 4.1 can 
also be made to work in the case of planar sets. For convenience we let the Ej be 
discs in order to obtain a lower bound for d(Ei , E,k), and hence an upper bound 
for log(l/lz - WI), w h en z E Ei and w E E,” (k # 1). Instead of the condition 
cr, > c/p,, we now need CK, > c/a, and instead of&/m in the last sum in (4.2) 

we get m. 

Theorem 4.3. Let all sets EL be closed discs with radius d,,/2. Suppose that there is 
a constant c > 0 such that a, > c/&for all n. Then cap K > 0 is equivalent to 

convergence of Ck ((logsk)/(pl ” ‘pk)). 

Proof. Fix n E N and renumber the EL’s as in the proof of Theorem 4.2 (so that 
in particular z E Ej). It is easy to verify that then 

(4.10) d(E;,E,k) > 5 adn_, = (c/6) a 
s1 ’ . ‘&-I ’ 

k = 2,. . . ,p,,. 

Indeed, this follows easily if k 5 36. Otherwise fix k > 36 and assume that 
(4.10) is false, Consider discs Dj = D(zj, t-0) with radius 
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(4.11) ro = $ + 2s* on 
1 + o,s, 

. . ..&_I = 2s, . s, . 

These are mutually disjoint (except possibly for one boundary point). After 

some calculations one gets a contradiction to k > 36 since the sum of areas of 

Di’s is bounded above by a constant times the area of a disc DO = D(zl, Y) with 

radius 

(4.12) r = (c/6)&7&~ 1 + d, = 
(c/3) &GG, + 2 

2s,...s, 

Recall that z E EA. In the same vein as before we can estimate 

1 
U’l(z) 5 ___ 

( 
7W-t 

&ml....b-I 

Pl . ..&I m=l k=2 wm 

< log2s, . . . S” n logs, .“S,_i 
+C +i: 

log 6/c 

Pl . ..&I m=l Pl ...pmpl m=l PI . ..I&-1 

By (4.4) the last repeated sum is a convergent sequence for il + 00. Thus the 

convergence of c ((logsi . . .Sk)/(pl . . .pk)) implies cap K > 0. The proof is 

completed by Proposition 3.3. q 

5. EXAMPLES 

In this section we will show that the classes of Cantor sets to which the theo- 

rems in Section 4 can be applied are relatively rich. 

For convenience we will denote the series 

c logs, . . .sk 

k Pl”‘pk 
by (~1 

and 

c 1% 1 /ak 

k Pl “‘pk-1 
bY (a) 

Lemma 5.1. Convergence of(s) and convergence of(a) are independent. 

Proof. The constants CX, in (2.4) may be chosen arbitrarily small, thus making 

(IY) divergent independent of the choice of (s). On the other hand, taking pn = 2 

and s, = e2”, we may clearly let N, E cr. Then (s) diverges while (o) con- 

verges. 0 

A set K withpn E 2, s, = e2” and (Y, z ~1: > 0 satisfies the conditions 01, > c/p,, 

and (hp,+l)l(pl .. .p,) < A4 of Theorem 4.1 with fixed c and M. It is also 

possible to construct a set with these values of the constants using discs. It then 

also satisfies the condition ay, > c/a of Theorem 4.3 for some c > 0. Thus we 

have examples with divergent (s) for these theorems. 
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The following example shows that there are sets for which the positivity of the 
capacity follows from Theorem 4.1 but not from Theorem 3.2. 

Example 5.2. Construction of K as in Theorem 4.1 with (s) convergent and (CX) 
divergent. 

Letpi = 2andforalln > l,p, = eJ’l’..Pn-l, and s, = 2p,. Let the intervals EL be 
distributed in such a way that for each n, the distances between consecutive EL 

which are contained in the same EL_ 1 are equal, and such that the endpoints of 

Ei_ 1 are also endpoints of EL ‘s. Then 01, 2 1 /p,, and 

(5.1) 
log l/o, log Pn 

Pl . . .Pn-1 z PI ...pn_l = l. 

Thus (CX) diverges. On the other hand (s) converges. 

Distributing the E;i’ as in Example 5.2 but choosing 

pn=n+l, 2n+ 1 that 
1 1 

s, = so a, = - = - 
&I 2n+ 1’ 

one obtains an example where all conditions of Theorem 4.2 are satisfied, and 
(s) and (a) both converge. 

Remark. If o, = l/sn, then minj+k d(Ei, E,k) = d,, see (2.3) and (2.4). 
Similarly, if p,, = n + 1 and s, = e”! we have 

CY, = 
1 -P,lS* > _l_ 
pn-1 -2n’ 

n> 1. 

Thus (s) diverges while (a) converges. 

Example 5.3. Construction of K as in Theorem 4.2 with (s) convergent and (o) 
divergent. 

Let all Ei’s have length d,,. It is clearly possible to have 

pn = (n + 2)2, $, = ,(n+ iYZ 1 
, and a!‘,=-. 

&l 

Furthermore we may choose the E{‘s in such a way that the distances between 
consecutive ones (inside one Ed_ 1) are all the same. Then conditions (i) and (ii) 
of Theorem 4.2 are satisfied. 

The required properties clearly follow. 
Note that the present EL’s are concentrated on a very small part of the 

E;_ ,‘s. 

Remark 5.4. The sets Ei in Example 5.3 can be adjusted in such a way that the 
(s)-series becomes divergent, but K remains the same. Indeed, let I?; be the 
smallest interval containing 
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u 4ztl~ HEN, 1 lj<pl...p,,. 
m:E”’ n+l CEL 

Then if & = diam Ei and S, = & _ 1 /d,, (S) diverges. This shows once again (cf. 
Example 3.5) that it depends on the choice of the Ei whether Theorem 3.2 is 
applicable. 

The next example shows that Theorem 4.3 may be used to prove positivity of 
the capacity of certain sets where Theorem 3.2 fails to be conclusive. 

We first state a simple auxiliary result which will allow us to choose discs EL 
at a sufficiently large distance from each other. 

Lemma 5.5. For every p there are p mutually disjoint closed discs with radius 

2 l/(5@) inside the disc D = {IzI < i}. 

Example 5.6. Construction of K as in Theorem 4.3 with (s) convergent and (a) 
divergent. 

Letpi =2andforalln> l,pn=eP1”‘J’~-l as in Example 5.2. We will show that 
for an appropriate choice of positive constants ci and c2 it is possible to take 

1 
sn = ClPn and d!, - 

&z 

with suitable ci and c2 independent of n. It then follows as in Example 5.2 that 
(s) converges and (CX) diverges, cf. (5.1). 

By (2.4) it is sufficient to show that for s, and CX, as indicated it is possible to 
choose pn mutually disjoint discs with diameter 

(5.2) d, +a,d,-, = 

inside a disc with diameter d, _ 1. This follows from Lemma 5.5 if cl and c2 are 
sufficiently large. 

6. A CANTOR SET K OF CAPACITY 0 SUCH THAT PROJECTIONS OF K* HAVE 

POSITIVE CAPACITY 

In this section we will show that the set K of Example 3.5, which has capacity 0, 
is such that for all lines 1 through 0 in C except the real and imaginary axes, the 
orthogonal projection of K2 = K x K onto I has positive capacity. 

Recall that p,, = 2 and S, = e2”, Ei = [0,1/q], Ef = [i - l/si,i] and each 
interval E;i’ has a common end-point with an interval Ej_ 1 (for n > 1). 

By Theorem 3.2 cap K = 0. 
For 0 E (0,7r/2), let 1~ be the line given by y = -x tan 0 and let PO be the 

orthogonal projection onto lo (fig. 1). We will prove that 

(6.1) cap Pe(K2) > 0, 0 < 8 < 7r/4. 
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Note that by symmetry it also follows that cap Po(K2) > 0 for other ,9 except 
when lo is the real or imaginary axis. 

First let 13 = 7r/4. Observe that PR,4(K2) is a Cantor set with p,, e 3. It has the 
same sequence {sn} as K (except for si) and an increasing sequence {a,} 
((Yn = ;<1 - 3/s,) f or n 2 2). Thus cr, can be estimated from below by a posi- 
tive constant. By these facts, both series in (3.2) converge. This implies that 
cap P+(K2) > 0. 

Now let 7r/4 > 0 > arctan2/(st - 4). In this case Pe(K2) contains a Cantor 
set K’ withp, E 3, the same S, as before (again except for si) and increasing (Y,, 
see figure 1. (In every step, one may limit oneself to the projections of the three 
subsquares closest to IS.) It follows from Theorem 3.2 that cap K’ > 0 and con- 
sequently cap Pe(K2) > 0. 

If 0 < B < arctan2/(si - 4), we get overlap in the projection of K2, but in 
this case the same argument as before can be applied to a small part of K2, 

ignoring the rest. Indeed, choose m so large that 

tan0 > 
1 1 

&?I+1 
_2=e2m+’ -2’ 

Then EL II K is a Cantor set of the desired form: the projection PO of its square 
contains a Cantor set with p,, G 3 (n > m). The old sequence is replaced by 

7_fl+m 
sL=s,+, =e . 

Hence the previous argument shows that 

cap Po((Ei I- K)2) > 0, 

and thus also cap Po(K2) > 0. 

Fig. 1 
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7. A NONLINEAR CANTOR SET K OF CAPACITY 0 SUCH THAT PROJECTIONS OF 

K2 ONTO 2-DIMENSIONAL SUBSPACES HAVE POSITIVE CAPACITY 

We will construct a set K c R2 and consider its square K* = K x K in R4. We 

then project K2 onto two-dimensional subspaces W of R4. Such spaces W can 

be identified with C (or R2) and thus the capacity of the projection of K2 onto 

W makes sense. For all except 6 such subspaces, this orthogonal projection will 

have positive capacity, while cap K = 0. 

We first construct an auxiliary linear Cantor set KO in exactly the same way 

as in Section 6, but now with s,, = e4”. Define 

(7.1) K=K;. 

One should actually translate it over - i - i i to obtain a set inside { ]z) 5 i }. 

but this is irrelevant. 

Theorem 7.1. The Cantor set K defined above has capacity zero. For all except 6 

two-dimensional subspaces W, the orthogonal projection of K x K onto W has 

positive capacity. 

Proof. It follows from Theorem 3.2 that cap K = 0. 

Now look at the argument of Section 6 again. In order to prove the positivity 

of the capacity of a projection of K2, the fact was used that the four corners of a 

square are projected onto at least three different points whenever the direction 

of projection is not parallel to the real or imaginary axis. Let V’Z be the set of 

corners of the square [0, l] 2. (We may take this square instead of [0, i] 2.) Using 

the notation of Section 6, #Pr,4( V2) = 3 and #PB( V2) = 4 if 0 < 6’ < 7r/4. We 

could deal with overlap in Pe(K2) by ‘omitting’ a sufficiently large number of 

steps at the beginning, considering only a small part of K2. 

The same can be done in the present case. Let Y be a 2-dimensional subspace 

of R4 and let Py be the projection alongY onto W = Y’ and consider Pr(K2). 

Let V = {(O,O,O,O), (l,O, O,O), (0, l,O,O), .} be the set of vertices of [0, 114 

(# V = 16). As in Section 6, one can prove that cap Py (K 2, > 0 whenever 

#Py( V) > 4: in that case Pr(K2) will contain a Cantor set with the same 

sequence {sn} except for $1 and withp, - 5, so that 

log Sk 
c-= 

4 k 

a k pl”‘pk k 5 

converges. 

The quantities Qk can again be estimated from below by a positive constant. 

It follows that it is sufficient to prove that there are only 6 subspaces Y for 

which #Pr( V) 5 4. Note that there are 6 pairs of standard basis vectors ei and 

ej in R4. Thus our result will be a consequence of 

Lemma 7.2. Let V Yand Py be as above. Then #Py( V) > 4. Furthermore, if 

#Py ( V) = 4, th en there are 2 standard basis vectors ei and ej such that Y = 

Spl(ei, ej). 
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Proof. Suppose for a moment that #Pr( V) 5 3. Then 5 or more points are 
projected along Y onto one point X. By reflection in hypersurfaces given by 
{Xi = $}, we may assume that 0 is one of those 5 points. It follows that our 
(new) Y contains 5 or more points of V. We will first prove that this cannot 
happen: Suppose vj E (Vn Y)\(O), j = 1,2,3,4, Y = span(vi, ‘~2). Then ~13 = 
Xvi + 11~2. X = p = 1 implies v3 = 2/l + ~2, X = 1, p = -1 implies v3 = 01 - v2 

so v1 = 212 + 213, the case X = -1, p = 1 is similar and there are no other possi- 
bilities. 

In the same way v4 is the sum or difference of the 2 elements (~1, ~2). 

By renumbering {~i,z12,213} if necessary, we may assume v3 = vi + ~2. Then 
v4 = *(vi - ~2). It would follow that ~13 = 7~4 + 2~2 or vg = ~4 + 2~1, but a 
coordinate 2 2 is impossible. This contradiction shows that Y cannot contain 
more than 4 points of V. 

It follows that #Py( V) > 4. 

Suppose that #Pr( V) = 4. Then four points of V are projected onto 0. In other 
words, Y contains three nonzero elements ~1,212 and v3 of V. As before we may 
assume that Y = span(vi ,212) and v3 = vi + ~2. Then vi and v2 are sums of 
different sets of standard basis vectors. (Otherwise vi + 212 would have at least 
one coordinate equal to 2.) 

By permutation of the coordinates we can always obtain one of the following 
cases: 

(i) Y = span(ei, e2). 
(ii) Y = span(ei,ez + es). 

(iii) Y = span(ei,ez + e3 + e4). 
(iv) Y = span(er + e2, e3 + e4). 

In the second case, P(e2) # P(Q) and both are nonzero, that is, unequal to 
P(ei). Adding e4, we get 3 more points et + e4, e2 + e4 and e3 + e4 in V with 3 
more different images and #Pr( V) > 4. In the third and fourth case one simi- 
larly finds that #Pr( V) > 4. q 

8. A CANTOR SET OF POSITIVE CAPACITY SUCH THAT MANY OF ITS 

PROJECTIONS ONTO LINES HAVE CAPACITY ZERO 

The example constructed in this section illustrates how one might go about 
trying to find a set of positive capacity, such that the capacities of its orthogonal 
projections onto lines are zero. It turns out to be possible to adjust the example 
so as to make the capacity of more than a countable number of projections 
zero, see [DM]. On the other hand it is known that for almost all directions, the 
projection has positive capacity, see [DM] and cf. Remark 4.12 in Mattila [Ma]. 

A direction will be an element of the unit circle in C. A direction eie 
(0 E [0,27r)) will be called dyadic if it can be represented in the form 

(8.1) m = m(e) 2 0, ak E (0, l}, a, = 1 if 0 # 0. 
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The set to be constructed will have projections of capacity zero in all dyadic 

directions. 

Let {ei81 Ij E N} b e an enumeration of all dyadic directions as follows. 

First take the angles for which m = 0 in (8.1): 131 = 0, 62 = 7r. Then take those 

for which m = 1, in increasing order: 13s = 7r/2, 04 = 31r/2. The enumeration 

continues in this way, e.g. 0s = ~14, (36 = 37r/4. 

Starting with the (closed) disc D = D(O,i ) in C, choose two disjoint discs E i 

and Ey in D, each with diameter di = l/si, touching the boundary respectively 

in 1 ei81 and 4 e i*z. Then choose p2 = 3 new discs in each of these discs, touching 

thi boundaries in the points corresponding to {eieI , ei82, eioz}, each with diam- 

eter d2 = l/(sis2). In general, p,, = n + 1, cf. figure 2. In the n-th step of the 

process, (a + l)! discs called E,‘, . . . , E, (“+‘)!are chosen, each with diameter d,, 

n + 1 in each of the old discs, touching the boundary of a disc E,‘_ 1 = D(a, r) in 

a+re’4, j= l,... , n + 1, respectively. It is clear that for sufficiently small 

diameters d,, = l/(si . . s,) the sets EL are mutually disjoint. As in Section 2, let 

(n+l)! 
E,, = u EL and K= ; E,,. 

j=l n=l 

Fig. 2. 

In order to get a set of positive capacity, Sk must not grow too fast: recall that 

cap K > 0 if Ck ((l%sk)/(pl . .Pk)) and xk ((l“g l/@k)/(pl . ‘pk- 1)) con- 

verge. In other words, dk must not approach 0 too fast. On the other hand, 

however, we want projections of capacity zero, so Sk must not grow too slowly. 

The choice of Sk in (8.2) below will turn out to satisfy our requirements. 
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Theorem 8.1. Let K be a Cantor set as described above and set 

Then cap K > 0 andfor every projection PO in a dyadic direction ei8, 

cap PO(K) = 0. 

Proof. We first show that cap K > 0. Since pi . ‘pk = (k + l)!, 

c _ c L “gsk 
k PI . . 'pk k k2 

and this series converges. We next show that the (a)-series for K converges too. 

Indeed, let t(n) = minilj<ksn l@j - OkI. Suppose n = 2” + k, 0 5 k < 2”. 
Then 

(8.3) t(n)= t(2m+k) >&>g=a. 

Since the construction of E,, involves the angles 131, . . . , On + 1, this implies 

Because s,, = e(“f 1)!/n2, it follows that for some C > 0 we have CY, > C/n. Thus 

the sets Ei are mutually disjoint and 

c log 1 /%I 1% l/WI 
=cI n Pl”‘Pn-1 n 

converges and cap K > 0 by Theorem 3.2. 

It is convenient to define EA = D(O,$. We now need a lemma. 

Lemma 8.2. For every dyadic direction eie there is a constant NO > 0 such thatfor 
any pair Ei, Enk, (j # k, n > NO), both contained in the same Ej_ , , there are only 
twopossibilities: either Po(E$ = Pe(E,k) or Po(E$ f~ Po(E,k) = 0. 

Proof. Fix 19 and let NO 2 2”(“)+l, th ough the lemma could be true for 

smaller values of NO. Then the set {e’@ 1 1 < j < NO} contains feie and fie”. 
Consider Ed_, (see fig. 3, we could have taken any other Ei_ 1). The radius 

of E,,- 1 is d,, _ l/2. Denote its center by z. Let Al be the E; which touches 

the boundary of E,'_ , at z + (d,_ l/2)(-ie”). Furthermore let A2 be (one ofl 

the sets Ei c E,,_, which is closest to Ai. (In fig. 3, AZ could also be on the 

other side of Ai.) 
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Fig. 3. E,’ , , 0 = y T. 

The inequality (8.3) will be used again. The diameter of both Ai and A2 is d,,. 

Let the distance between the projections of Ai and A2 be d. If n is large enough, 

d> q (1 - cos(r/(n + 1))) - diam(Ai) - diam(d2) 

> 
dn- I 

2(n + 1)2 
> 0. 

If we would have chosen other il and i2 in the above construction, then either 

Po(At) and Pe(A2) would be equal or the distance between them would be 2 d. 

Thus the proof of the lemma is complete. q 

Continuation of the proof of Theorem 8.1. Fix a dyadic direction eie and a 

constant No as in Lemma 8.2. The lemma implies that Pe(K n EhO) is a Cantor 

set as in (2.2). Since a finite union of sets of capacity zero has capacity zero, cf. 

[Tsl, Theorem 111.81, it is sufficient to show that 

(84 cap Po(K n Eio) = 0. 

The construction of K implies that from some step N onward, for every 

E,f there are EL+, c E$ E,k_tl c Ei (j # k), such that Po(Ei+ ,) = Pe(E,k, ,) 

(n>N).Wemaytaken>N>Na. 

Pe(K n E,&) is a Cantor set with & = Sk+& (k > 1) and {Pk} satisfying 

bk <Pk+No if k 5 N - NO, 

jkspk+No-l ifk>N-No. 
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First assume that NO = 0. In this case Theorem 3.2 (i) gives that Po(K n I?&) 
will be a Cantor set with capacity zero if Ck bk diverges, where 

log Sk logsk =--- for k 5 N, 
bk = b(N) = Pl ’ ’ ‘Pk 

k 1% Sk 

p1...p~(p~+,-1).,.(pk-l)=(N+l)k! fork>N’ 

Substituting Sk we find that c b, (N) diverges. If NO > 0 we get a series {bk} in- 
stead of {bk} which (for k > 1) is obtained by omitting the first NO terms of {bk} 
and multiplying by p1 . . ‘pj,$, = (NO + l)!. Thus (8.5) is proved. 0 
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