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Abstract

As a first step towards the general classification of correlations of finite Desarguesian
planes, we present, up to isomorphism, all the correlations with identity companion auto-
morphism which are not polarities, of such planes. © 2000 Elsevier Science Inc. All rights
reserved.
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1. Introduction

We shall denote the points of a plane by boldface lowercase Latin letters. They
will be viewed as column vectors:

a=
(
x

y

z

)
.

If the pointc is incident with the lineL, we writec ∈ L.
A correlationβ of a projective plane is a one-to-one mapping of its points onto

its lines and its lines onto its points, such thatc ∈ L if and only ifLβ ∈ cβ . It can be
represented as follows [5, p. 47]:

aβ = {x: xTAaφ = 0} , {x: xTd = 0}β = A−Tdφ. (1)
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Here,A is a nonsingular 3× 3 matrix over the underlying field,A−T = (A−1)T,
andφ, an automorphism of the field.

In agreement with [2], we callφ the companion automorphism ofβ.
The simplest correlations are polarities and they have long been classified.
The present article should be viewed as the first step towards the general clas-

sification of correlations of finite Desarguesian planes. This author has undertaken
to classify these correlations, and as of this writing, the correlations of planes of
odd nonsquare order have been almost completely determined, up to isomorphism
(in the sense of Definition 1 below). It is not a simple problem, and the results will
be presented, not surprisingly, in a long article: classification papers are notoriously
lengthy.

As one begins to classify correlations, it soon becomes apparent that a great
deal hinges upon the order of the plane being odd or even, and also a square or a
nonsquare. Thus, there are actually four different classifications, and, as mentioned
above, one of them is nearing completion at this time.

Besides, and this brings us to the article at hand, one also notices that the meth-
ods employed in classifying the correlations with companion automorphismφ =
(qm), of planes of orderqn, do not work ifm = 0. Therefore the problem must be
approached differently ifφ = (1).

Not only is the approach different (and considerably easier), but so are the results.
For example, if the automorphism is the identity, and three absolute points of the
given correlation are collinear, thenall the points on that line are absolute. This
never happens with other companion automorphisms.

It is also evident that ifφ = (1), it does not matter whether the order of the plane
is a square or not, and not much whether it is odd or even. This is by no means the
case for other automorphisms. One thus naturally arrives at the decision to discuss
these correlations in a separate, introductory paper.

For ease of reference, definitions, propositions, etc., will be numbered sequen-
tially.

We will denote the correlation defined by the matrixA, with companion auto-
morphismφ = (1), by (A). Thus (1) becomes

a(A) = {x : xTAa= 0} , {x : xTd = 0}(A) = A−Td. (2)

The collineation(A)2 shall be referred to as the collineation induced by the
correlation (A). The image of the pointa under the collineation(A)2 is

a(A)
2 = {x : xTAa= 0}(A) = A−TAa. (3)

A point a is an absolute point of the correlation (A) if a ∈ a(A), i.e. if aTAa= 0.
As in [6], by the absolute set of a correlation we shall mean the set of its absolute
points. The equation of the absolute set of the correlation (A) is xTAx = 0.

As we are not interested in polarities, our correlations will never be defined by
symmetric matrices.
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Definition 1. Two correlations (A), (B) are equivalent (or isomorphic) if there
exists a collineationγ such thatx ∈ a(A) ⇐⇒ xγ ∈ aγ (B), or, equivalently, such
thata(A)γ = aγ (B) for all the pointsa.

If the correlations (A), (B) are equivalent, we will write(A) ∼ (B).
If A = (aij ) is a matrix over a field, andα, an automorphism of the field, we

denoteAα = (aαij ).
Following [1], we introduce:

Definition 2. Two nonsingular 3× 3 matricesA,B, over a finite field are congruent
(writtenA ∼ B) if there exist a matrixC, an automorphismα of the field, and aλ
such thatAα = λCTBC.

Proposition 3. (A) ∼ (B) ⇐⇒ A ∼ B.

Proof. Assume(A) ∼ (B), wherexγ = Cxα for some matrixC and automorphism
α. By assumption,x ∈ a(A) ⇐⇒ xγ ∈ aγ (B) for all pointsa.

HencexTAa= 0 ⇐⇒ (Cxα)TBCaα = 0, orxTRa= 0, whereR = (CTBC)α
−1

.
Thus:

xTAa= 0 ⇐⇒ xTRa = 0 for all pointsa.

Upon letting

a=
( 1

0
0

)
,

( 0
1
0

)
,

(0
0
1

)
,

(1
1
1

)
,

it follows thatA andR must be scalar multiples of each other, so thatAα = λCTBC.
Conversely, letAα = λCTBC. Defineγ as before:xγ = Cxα .
By (2) we haveaγ (B) = {x : xTBaγ = 0}. Hencexγ ∈ aγ (B) meansxγTBaγ = 0.

But the last equation is equivalent toxTAa= 0:

xγTBaγ = (Cxα)TB(Caα) = xαTCTBCaα = 1

λ
(xTAa)α. �

At this point we shall state the main classification results, in the form of two
theorems, although the complete proofs will only emerge gradually in the sections
that follow.

Theorem 4. Let q be an odd prime power, and w, a primitive root of GF(q).
Then, up to isomorphism, the correlations defined by the following matrices are
all the correlations of PG(2, q) with identity companion automorphism which are
not polarities:
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L =
(1 2 2

0 1 2
0 0 1

)
, M =

( 0 0 1
0 1 1
1 0 0

)
,

N =
(1 2 0

0 1 0
0 0 w

)
, P =

(1 2 0
0 1 0
0 0 1

)
,

Qρ =
(1 ρ 0

0 1 0
0 0 1

)
, ρ /= 0, ±2, Rρ =

( 1 ρ 0
0 w 0
0 0 1

)
, ρ /= 0.

No two matrices on this list are congruent, with the following exceptions:
Two matricesQρ , Qρ′ are congruent if and only ifρ′ = ±ρα for some auto-

morphismα of the field.

Two matricesRρ , Rρ′ are congruent if and only ifρ′ = ±ραw− 1
2(α−1) for some

automorphismα of the field.

Theorem 5. Let q be a power of2, andw, a primitive root of GF(q). Then, up to
isomorphism, the correlations defined by the following matrices are all the correla-
tions of PG(2, q) with identity companion automorphism which are not polarities:

Sρ =
(1 ρ 0

0 1 0
0 0 1

)
, ρ /= 0; V =

( 1 v 0
0 1 v

0 0 1

)
,

wherev is a fixed element of GF(q) for which the trinomialx2+ vx + 1 is not
factorable;

W =
1 w + 1

w
0

0 1 w + 1
w

0 0 1

.
No two matrices on this list are congruent, with the following exception:
Two matricesSρ ,Sρ′ , are congruent if and only ifρ′ = ρα for some automorphism

α of the field.

The remainder of the article is devoted to proving these two theorems.

2. Preliminary results

The first proposition follows readily from Proposition 3.

Proposition 6. If (A) ∼ (B), the collineationγ in Definition1 maps the absolute
set of the correlation(A) onto the absolute set of the correlation(B).

Proposition 7. The absolute set of the correlation(A) is invariant under the induced
collineation(A)2.
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Proof. Let a be an absolute point of(A) : aTAa= 0.
Thena(A)

2
, as given by (3), is an absolute point of (A):

(A−TAa)TA(A−TAa) = aTATA−1AA−TAa= aTAa= 0. �

Proposition 8. Let (A) ∼ (B) and denote the corresponding collineation byγ . If
a, b are two points such thataγ = b, thena(A)

2γ = b(B)
2
.

Proof. We haveb = aγ = Caα, and by Proposition 3,Aα = λCTBC. By virtue of
(3), we get

a(A)
2γ = C(A−TAa)α. (4)

On the other hand,B = λ−1C−TAαC−1, whenceB−T = λCA−TαCT.
Now, by (3) again

b(B)
2 = B−TBb = (λCA−TαCT )(λ−1C−TAαC−1)Caα = CA−TαAαaα.

Comparing this expression forb(B)
2

with (4) establishes the claim.�

Corollary 9. The collineationγ maps the fixed points of the collineation(A)2 onto
those of(B)2.

Proof. If a(A)
2 = a andb = aγ , we haveb(B)

2 = a(A)
2γ = aγ = b. �

A few algebraic results are also needed. The next lemma is a simple consequence
of [3, Theorem 67].

Lemma 10. For q odd, the field GF(q) contains, according asq ≡ 3 or 1 mod 4:
1
4(q − 3) or 1

4(q − 5) nonzero squaresS for whichS + 1 is a nonzero square;
1
4(q + 1) or 1

4(q − 1) squaresS for whichS + 1 is a nonsquare;
1
4(q − 3) or 1

4(q − 1) nonsquaresN for whichN + 1 is a nonzero square;
1
4(q − 3) or 1

4(q − 1) nonsquaresN for whichN + 1 is a nonsquare.

We will let SQ, NS, stand for the set of squares and nonsquares, respectively, in
GF(q), q odd.

Proposition 11. Let q be an odd prime power, and u /= ±2, a fixed element of
GF(q). Then, as x ranges through GF(q), the trinomial x2+ ux + 1 takes on
1
2(q + 1) distinct values, of which:

1
4(q + 1) are squares and14(q + 1) are nonsquares, if q ≡ 3 mod 4;
1
4(q + 3) are squares and14(q − 1) are nonsquares,

if q ≡ 1 mod 4andu2− 4 ∈ SQ;
1
4(q − 1) are squares and14(q + 3) are nonsquares,

if q ≡ 1 mod 4andu2− 4 ∈ NS.
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Proof. Let a ∈ GF(q). The trinomialx2+ ux + 1 will take on the valuea if and
only if the equationx2+ ux + 1− a = 0 has roots, i.e. if and only ifv + 4a = s ∈
SQ, wherev = u2− 4 /= 0. In other words, we have the condition

− s
v
+ 1= −4a

v
. (5)

Let first q ≡ 3 mod 4 andv ∈ SQ. Then, if s /= 0, we have−s/v ∈ NS. Also,
−4/v ∈ NS.

If s = 0, a = −v/4 ∈ NS.
As s ranges throughSQ\ {0, v}, −s/v ranges throughNS\ {−1}. Hence, by

Lemma 10, we get14(q − 3) nonvanishing square values and the same number of
nonsquare values for−4a/v, which produces1

4(q − 3) nonsquare values and
1
4(q − 3) nonzero square values fora. Lemma 10 does not consider the nonsquare
N = −1, as it assumesN + 1 /= 0. That is why we have not alloweds = v, which
would implya = 0 ∈ SQ. So there is one more square value fora.

Thereforea takes on1
4(q + 1) square values and the same number of nonsquare

values, as claimed in the statement of the proposition.
Let nowq ≡ 3 mod 4, andv ∈ NS. Then−s/v ∈ SQ. Also,−4/v ∈ SQ.
If s = 0, a = −v/4 ∈ SQ.
As s ranges throughSQ\ {0}, so does−s/v. By Lemma 10 again, there are

1
4(q − 3) nonzero values ofs for which −4a/v ∈ SQ (i.e. a∈ SQ), and 1

4(q + 1)
values ofs for which−4a/v ∈ NS(i.e.a ∈ NS).

We have thus obtained the same numbers as in the casev ∈ SQ.
Assume nextq ≡ 1 mod 4 andv ∈ SQ. Then−s/v ∈ SQ. Also,−4/v ∈ SQ.
If s = 0, a = −v/4 ∈ SQ.
As s ranges throughSQ\ {0, v},−s/v ranges throughSQ\ {0,−1}. Hence there

are 1
4(q − 5) nonvanishing square values and1

4(q − 1) nonsquare values for−4a/v,
and fora as well.

We have not alloweds = v, because then−s/v + 1= 0 and Lemma 10 assumes
S + 1 /= 0.

If s = v, we geta = 0 ∈ SQfrom (5), as earlier. Thus we have gotten1
4(q − 5)

+ 2= 1
4(q + 3) square values, and14(q − 1) nonsquare values fora.

Finally, letq ≡ 1 mod 4 andv ∈ NS. Then−s/v ∈ NS. Also,−4/v ∈ NS.
If s = 0, a = −v/4 ∈ NS.
As s ranges throughSQ\{0},−s/v ranges throughNS. There are1

4 (q−1) values of
s for which−4a/v ∈ SQ(i.e.a ∈ NS) and the same number of values ofs for which
a ∈ SQ.

Hence we end up with14(q − 1) square values and14(q + 3) nonsquare values of
a. �

Proposition 12. Consider the distinct trinomialsx2+ sx + 1, x2+ vx + 1,
x2+ (sv/(s + v))x + 1, sv /= 0, over GF(q), q even.
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If the first two trinomials have zeros, or if neither of them does, then the third
trinomial has zeros. Otherwise, the third trinomial possesses no zeros.

Proof. If the zeros of the first two trinomials area, 1/a, andb, 1/b, then(ab +
1)/(a + b) and its reciprocal are zeros of the third: we havea + 1/a = s andb +
1/b = v by assumption, and then one readily verifies that(ab + 1)/(a + b)+
(a + b)/(ab+ 1) = sv/(s + v).

Assume now that the first trinomial, say, and the third, have zeros, but the second
one does not, contrary to the assertion in the last sentence of this proposition.

Let u = sv/(s + v). Then, by what has been shown above, the trinomialx2+
(su/(s + u))x + 1 possesses zeros. Butsu/(s + u) = v, and this contradiction settles
the matter.

Finally, assume that the first two trinomials have no zeros. We need to show that
in this case the last one does have zeros.

Letting s′ = 1/s andv′ = 1/v, we can reword this claim as follows:
If the trinomialss′x2+ x + s′ andv′x2+ x + v′ do not have zeros, then(s′ +

v′)x2+ x + s′ + v′ has zeros.
Partition the given field (with zero removed) into two subsets T, U, such that

a ∈ T ⇐⇒ ax2+ x + a has zeros, andb ∈ U ⇐⇒ bx2+ x + b does not have
zeros.

We have to demonstrate thats′, v′ ∈ U ⇒ s′ + v′ ∈ T .
Since the zeros come in pairs, and 0,1 cannot be zeros, it follows that|T | =

1
2q − 1, therefore|U | = 1

2q. We have seen earlier in the proof thata ∈ T , s′ ∈ U ⇒
a + s′ ∈ U . Hence, ifs′ ∈ U is fixed, the1

2q elementss′, s′ + a, a ranging through
T , make up theU subset. In other words, to eachv′ ∈ U, v′ /= s′, there corresponds
ana ∈ T such thatv′ = s′ + a, whences′ + v′ = a ∈ T . �

We are now prepared to prove the main results that have been set forth in the
Introduction. The plan of the work is as follows: in the next section we shall examine
the configurations of the absolute sets of the correlations defined by the matrices in
Theorem 4, and we will also determine the points left invariant by the induced collin-
eations. This discussion will establish that the respective matrices are not congruent,
with the possible exception that some of the matrices of typeQρ or Rρ might be
congruent.

Then, in Section 4 we show that the list in Theorem 4 is exhaustive, in the sense
that every correlation of a Desarguesian plane of odd order, with identity companion
automorphism (polarities excluded) is equivalent to a correlation defined by a matrix
listed there. Thus Theorem 4 represents the complete classification for planes of odd
order.

Sections 5, 6 are devoted to the same task for the situation in whichq is a power
of 2, thereby supplying the proof of Theorem 5.
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3. Inequivalent correlations of planes of odd order

The next proposition is valid regardless of the parity ofq.

Proposition 13. Let

A =
 1 t 0

0 u 0

0 0 v

 , tuv /= 0,

define the correlation(A) of PG(2, q), with identity companion automorphism.

Then the induced collineation(A)2 leaves invariant the nonabsolute point
(

0
0
1

)
of

(A), and also the absolute points of(A) on the linez = 0, if any, and none other.

Proof. We have

A−TA =
 1 t 0

− t
u

1− t2

u
0

0 0 1

 ,
whence, by (3) cd

1

(A)2 = A−TA

 cd
1

 =
 c + td
− tc
u
+ d − t2d

u

1

 .
If the point

(
c
d
1

)
is to be fixed, we must have(

c

d

1

)(A)2
=
(
λc

λd

λ

)
,

whenceλ = 1 and thend = c = 0. Thus
(

0
0
1

)
is the only fixed point withz /= 0.

The points
(

1
0
0

)
,
(

0
1
0

)
are not left invariant by(A)2, obviously, becauset /= 0 by

assumption.

Assume now that the point
(
c
1
0

)
, c /= 0, is fixed:

A−TA

 c1
0

 =
 c + t
−tc
u
+ 1− t2

u

0

 =
 λcλ

0

 .
This is readily seen to lead toc2+ tc + u = 0, which shows that

(
c
1
0

)
must be an

absolute point of the correlation(A).

Conversely, it is a simple check that an absolute point
(
c
1
0

)
of (A) is fixed by the

induced collineation. �
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Proposition 14. The absolute set of the correlation(L) consists of the points on the
line x + y + z = 0.

The induced collineation is a homology with axisx + y + z = 0 and center(
1
−1

1

)
, the latter being a nonabsolute point of(L).

Proof. The absolute set of the correlation(L) is the set of points
(
x
y
z

)
satisfying

the equation

(x y z)

(1 2 2
0 1 2
0 0 1

)(
x

y

z

)
= 0.

This reduces tox + y + z = 0. Then

L−TL =
( 1 2 2
−2 −3 −2

2 2 1

)
.

The eigenvalues of this matrix are±1, and the eigenvectors are( 1
−1

1

)
and

(−a − b
a

b

)
. �

Proposition 15. The absolute set of the correlation(M) is the conicy2+ 2xz+
yz = 0. The induced collineation leaves invariant the absolute point

(
1
0
0

)
of (M),

and no other point.

Proof. Since M =
(0 0 1

0 1 1
1 0 0

)
, we have M−TM =

1 −1 −1
0 1 1
0 0 1

 .
The only eigenvector of this matrix is

(
1
0
0

)
. �

Proposition 16. If q ≡ 1 mod 4, the absolute set of the correlation(N) consists of

the single point
( −1

1
0

)
.

If q ≡ 3 mod 4, the absolute set comprises the points on the two linesx + y =
±√−wz. In both cases, the induced collineation fixes the nonabsolute point

(
0
0
1

)
,

the absolute point
( −1

1
0

)
, and no other point.

Proof. Since

N =
( 1 2 0

0 1 0
0 0 w

)
,

the absolute set has equation(x + y)2+wz2 = 0.



10 B.C. Kestenband / Linear Algebra and its Applications 304 (2000) 1–31

If q ≡ 1 mod 4,−w ∈ NS, hence this equation has the unique solution
( −1

1
0

)
.

If q ≡ 3 mod 4, we obtainx + y = ±√−wz.
The last sentence of the proposition is a straightforward consequence of Proposi-

tion 13, concluding the proof. �

If q ≡ 1 mod 4, we shall let J stand for
√−1.

The next proposition is similar to the preceding one and we omit the proof.

Proposition 17. If q ≡ 1 mod 4, the absolute set of the correlation(P ) comprises
the points on the two linesx + y = ±Jz.

If q ≡ 3 mod 4, the absolute set consists of the unique point
( −1

1
0

)
.

In both cases, the induced collineation fixes the nonabsolute point
(

0
0
1

)
, the

absolute point
( −1

1
0

)
, and no other point.

It is apparent now, in virtue of Proposition 6, that the correlations(L), (M),
(N), (P ) are mutually inequivalent.

Proposition 18. The absolute sets of the correlations(Qρ), (Rρ), are nondegener-
ate conics.

The induced collineations fix the nonabsolute point
(

0
0
1

)
, and either two, or none,

of the absolute points of the respective correlations.

Proof. The two absolute sets have equationsx2+ ρxy + y2+ z2 = 0 andx2+
ρxy +wy2+ z2 = 0, i.e. (x + 1

2ρy)
2+ (1− 1

4ρ
2)y2+ z2 = 0 and(x + 1

2ρy)
2+

(w − 1
4ρ

2)y2+ z2 = 0.
Sinceρ /= ±2 (for Qρ ) and alsow ∈ NS (which impliesw /= 1

4ρ
2), these two

conics are nondegenerate.

By Proposition 13, the induced collineations fix the point
(

0
0
1

)
and the absolute

points on the linez = 0.
Lettingz = 0 andy = 1 in the equations of the two conics produces two quadratic

equations inx, neither of whose discriminant vanishes. Thus we obtain either two
points withz = 0, or none. �

Of the first four matrices in Theorem 4, onlyM gives rise to a correlation with
a conic as its absolute set (Proposition 15). But the induced collineation(M)2 does
not fix any nonabsolute point, unlike(Qρ)2 or (Rρ)2.

Therefore we have established that no two matrices listed in Theorem 4 are con-
gruent, except that, perhaps, some of the matrices of typeQρ or Rρ might be con-
gruent among themselves. The next two propositions serve to elucidate this point.
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We introduced further notation:
∗ shall stand for an element that is not necessarily zero.
∗ shall stand for an element that is necessarily nonzero.
The next proposition is valid regardless of the parity ofq.

Proposition 19. For a fixed µ /= 0,(1 ρ 0
0 µ 0
0 0 1

)
∼
(1 ρ′ 0

0 µ 0
0 0 1

)

if and only ifρ′ = ±ραµ− 1
2(α−1) for some automorphismα of the field.

Proof. Denote the two matrices byKρ ,Kρ′ . To prove necessity, assumeKρ ∼ Kρ′ .
Then, by Definition 2, we can write

Kα
ρ = λCTKρ′C. (6)

The point
(

0
0
1

)
is not an absolute point of the correlations(Kρ), (Kρ′), but it is

fixed by the induced collineations, obviously.
By Proposition 13, no other nonabsolute point is left invariant by these collin-

eations. As a consequence (see Proposition 6 and Corollary 9), we must have

C

(0
0
1

)
=
( 0

0
∗

)
, so that C =

(
x z 0
y t 0
u v s

)
.

Therefore Eq. (6) is(1 ρα 0
0 µα 0
0 0 1

)
= λ

(
x y u

z t v

0 0 s

)(1 ρ′ 0
0 µ 0
0 0 1

)(
x z 0
y t 0
u v s

)
. (7)

This matrix equation shows thatλs2 = 1 andu = v = 0, and also that

xz+ ρ′tx + µty = s2ρα and xz+ ρ′yz+ µty = 0.

The last two equations imply that

ρ′(tx − yz) = s2ρα. (8)

On the other hand, by taking determinants in Eq. (7), we get

µα = λ3µs2(tx − yz)2.
But λs2 = 1, so this equation reduces to

λ = ±µ
1
2 (α−1)

tx − yz , i.e. s2 = ±µ− 1
2 (α−1)(tx − yz).

Substituting this expression fors2 into (8) reduces it to the equation in the state-
ment of the proposition, proving necessity.
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Sufficiency follows from the equations(±1 0
0 µ

1
2 (α−1)

)(
1 ±ραµ− 1

2 (α−1)

0 µ

)(±1 0
0 µ

1
2(α−1)

)
=
(

1 ρα

0 µα

)
,

where the+’s and−’s (if q is odd) are to be matched in the usual manner.�

Proposition 20. If q is odd,(1 ρ′ 0
0 w 0
0 0 1

)
6∼
(1 ρ 0

0 1 0
0 0 1

)
for any nonvanishingρ, ρ′, wherew represents a primitive root of GF(q).

Proof. Reasoning as in the proof of the preceding proposition, if the two matrices
were congruent, we would have:(1 ρα 0

0 1 0
0 0 1

)
= λ

(
x y u

z t v

0 0 s

)( 1 ρ′ 0
0 w 0
0 0 1

)(
x z 0
y t 0
u v s

)
.

This matrix equation impliesλs2 = 1 and alsoλ3ws2(tx − yz)2 = 1. Butλ being a
square, the last equation is an impossibility.�

The last two propositions have demonstrated the last three paragraphs of Theorem
4. What remains to be done to complete the proof of the theorem is to show that every
nonsingular, nonsymmetric 3× 3 matrix overGF(q), q odd, is congruent to one of
the matrices in that theorem. The next section is devoted to this task.

4. Equivalent correlations of planes of odd order

Some of the results in this section hold true forq odd or even. Whether or not this
is the case will be made apparent in the statement of each claim.

Proposition 21. A nonsingular matrix over a finite field is congruent to( 1 ∗ ∗
∗ ∗ ∗
∗ ∗ ∗

)
.

Proof. Let

V =
( 0 a c

b 0 e

d f 0

)
,

wherea + b, c + d, e + f are not all zero (because|V | /= 0).
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Let

C =
(1 0 0

1 1 0
0 0 1

)
or

( 1 0 0
0 1 0
1 0 1

)
or

( 0 1 0
1 0 0
1 0 1

)
,

depending upon which of the above sums, in the given order, does not vanish.
In each case, the matrixCTVC has the respective expression as its first entry.�

The main result in this section is in Proposition 23. But first we need the follow-
ing.

Proposition 22. Let

V =
( 1 b c

b b2 bg

g bc cg

)
, b /= 0, c /= g,over GF(q),q odd.

If q ≡ 1mod 4, V ∼ P. If q ≡ 3mod 4, V ∼ N.

Proof. Forq ≡ 1 mod 4, let

C =
(−(3c+ g)b −2(c + g)b J(c − g)b

c − g 0 J(c − g)
4b 4b 0

)
.

ThenCTVC = −4b2(c − g)2P .
For q ≡ 3 mod 4, letC be as above, but with

√−w instead of J. ThenCTVC =
−4b2(c − g)2N . �

Proposition 23. A nonsingular3× 3 matrix over GF(q), q odd, is congruent to an
upper triangular matrix.

Proof. The first part of the proof is valid for even prime powers, too.
Let

A =
( 1 b c

d e f

g h i

)
.

If e /= bd, let

C =
(1 −d dh− eg

0 1 bg − h
0 0 e − bd

)
.

If i /= cg, let

C =
(1 −g fg − di

0 0 i − cg
0 1 cd − f

)
.

In both cases,CTAC is an upper triangular matrix.
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If e = bd andi = cg, buth− bg /= cd − f , let

C =
(1 df − cd2− g bdg − dh− g

0 cd − f h− bg
0 1 1

)
.

Note that in this case neitherh− bg nor cd − f can vanish, as that would entail
|A| = 0. Then

CT

( 1 b c

d bd f

g h cg

)
C

is upper triangular again.
The remainder of the proof is devoted to the more complicated situation in which

e = bd, i = cg andh− bg = cd − f .
What follows is no longer valid forq even, except in Case V (iff /= 0) and VI.
There are six cases to be considered.
CaseI. b = d = 0, which entailse = 0 andf = −h, so that

A =
( 1 0 c

0 0 −h
g h cg

)
.

There are three possibilities:
(1) c /= g. In this case, forq ≡ 1 mod 4, let

C =
(−2(c + g)h −2(c+ g)h 2J(c− g)h

0 −(c− g)2 J(c − g)2
4h 4h 0

)
.

ThenCTAC = −4h2(c − g)2P (see Theorem 4).
If q ≡ 3 mod 4, letC be as above, but with

√−w replacing J, wherew, as always,
is a primitive root of the field. ThenCTAC = −4h2(c − g)2N .

(2) c = g /= 0, i.e.

A =
( 1 0 c

0 0 −h
c h c2

)
.

Let

C =
( 0 −ch 0
−c2 −c2 0
h 2h h

)
.

ThenCT AC = c2h2L.

(3) c = g = 0, i.e.

A =
( 1 0 0

0 0 −h
0 h 0

)
.
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Let

C =
(

h h h

−1 −1 0
h 2h h

)
.

ThenCTAC = h2L.

CaseII. b = 0, d /= 0. Thene = 0 andh = cd − f , so

A =
( 1 0 c

d 0 f

g cd − f cg

)
.

If q ≡ 1 mod 4, let

C =
(

d(cd − 2f ) 2d(cd − f ) Jd(2f − cd)
4f − 3cd − dg −4(cd − f ) Jd(g − c)

d2 0 −Jd2

)
.

ThenCTAC = −4d2(cd − f )2P .
For q ≡ 3 mod 4, letC be as above, but with

√−w in lieu of J. ThenCTAC =
−4d2(cd − f )2N .

CaseIII. b /= 0, d = 0. Thene = 0 again, andf = bg − h, so that

A =
( 1 b c

0 0 bg − h
g h cg

)
.

Forq ≡ 1 mod 4, let

C =
( 2b(bg − h) b(bg − 2h) Jb(2h− bg)
−4(bg − h) 4h− 3bg − bc Jb(c − g)

0 b2 −Jb2

)
.

ThenCTAC = −4b2(bg − h)2P .
Forq ≡ 3 mod 4, proceed as in the other cases, to arrive atCTAC = −4b2(bg −

h)2N .
CaseIV. b = d /= 0 andf h = b2cg.
In this case, the equationh− bg = cd − f becomef + h = b(c+ g), whence

f 2+ 2fh+ h2 = b2c2+ 2b2cg + b2g2. But f h = b2cg, so the last equation re-
duces to

f 2+ h2 = b2c2+ b2g2 (9)

Sinceh− bg = bc − f /= 0, Eq. (9) further reduces toh+ bg = bc+ f , whence
by adding the last two equations, we obtainh = bc andf = bg.

Therefore

A =
( 1 b c

b b2 bg

g bc cg

)
.

But this is theV matrix of Proposition 22 and it has been shown there thatV ∼ P
orN .
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CaseV. 0 /= b /= d /= 0 andfh = bcdg. There are two possibilities.
(1) If f = 0, thenbcdg = 0. Butbd /= 0 by assumption, whilec = 0 would cause

the last column ofA to have only zeros. Hence

f = 0 ⇒ g = 0 ⇒ h = cd and A =
( 1 b c

d bd 0
0 cd 0

)
.

If q ≡ 1 mod 4, let

C =
( 2Jcd Jcd cd

0 Jc c

−4Jd −3Jd − Jb d − b

)
.

ThenCTAC = 4c2d2P .
If q ≡ 3 mod 4, let C be as above, but with

√−w instead of J. Then

CTAC=4wc2d2

( 1 2 0
0 1 0
0 0 1

w

)
and

diag(1,1, w)

(1 2 0
0 1 0
0 0 1

w

)
diag(1,1, w)=N,

so thatA ∼ N.
(2) If f /= 0, the parity ofq is not relevant.
Let

C =
(−bf 0 −bdg

0 bd bg − h
bd 0 bd

)
.

We first need to make sure thatC is nonsingular.
We have|C| = b3d2(dg − f ). If |C| = 0 , thenf = dg. If so, the equationf h =

bcdg reduces toh = bc (becausef /= 0). As a consequence, the equationh− bg =
cd − f becomesb(c− g) = d(c − g). As b /= d by assumption, we must have
c = g. But thenh = bg, which entails|A| = 0. ThereforeC is nondegenerate.

Now one verifies that

CT

( 1 b c

d bd f

g h cg

)
C

is upper triangular indeed.
CaseVI. bd /= 0 andf h /= bcdg. Here again it does not matter whetherq is odd

or even.
Let

C =
 0 0 bcdg−f h

b(f−cd)
− f
bd

1 − c
b

1 0 1

 .
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One verifies, using the equationh− bg = cd − f , that

CT

( 1 b c

d bd f

g h cg

)
C

is an upper triangular matrix.
The proof is now complete.�

In the light of the last proposition, it suffices to prove that every upper triangular
matrix is congruent to one of the matrices listed in the statement of Theorem 4. First
we have the following.

Proposition 24. Let

A =
( 1 t v

0 n u

0 0 r

)
, nrv /= 0,overGF(q).

If q is an odd prime power, then

either A ∼ L or A ∼
(1 ∗ 0

0 ∗ ∗
0 0 ∗

)
.

If q is a power of2, then

A ∼
( 1 ∗ 0

0 1 ∗
0 0 1

)
.

Proof. There are four possibilities which need to be analyzed separately. In the first
three cases, the proof is valid for all prime powers. In each of these cases we will
construct a matrixC such that

CTAC =
(1 ∗ 0

0 ∗ ∗
0 0 ∗

)
.

If q is even, every element is a square, so there was no loss of generality in
replacing the two∗ entries with 1’s in the statement of the proposition.

CaseI. uv = rt. This case includes the possibilityu = t = 0.
Then

C =
(1 0 0

0 0 v

0 1 −t

)
.

CaseII. uv /= rt andnv2− tuv + rt2 /= 0. The possibilityu /= 0, t = 0, is part
of this case.
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Then

C =
(1 0 0

0 1 −v
0 nv

rt−uv t

)
.

CaseIII. uv /= rt andnv2− tuv + u2 /= 0. This includes the possibilityu = 0,
t /= 0.

Then

C =
 u −1 0

−v tv−u
nv

0

0 0 1

 .
Case IV. uv /= rt and nv2− tuv + rt2 = nv2− tuv + u2 = 0. Then we have

r = u2/t2, clearly.
The approach in this case depends upon the parity ofq.
Let firstq be odd.
As we have just seen,r, the last entry ofA, must be a square. Ifn ∈ NS, let

C =
1 0 0

0 0 −1

0 t
u

t2

u

 .
We get

CTAC =
(1 ∗ ∗

0 1 ∗
0 0 n

)
.

As n ∈ NS, this last matrix cannot fulfill the requirements of Case IV, hence (at
least) one of the other cases applies.

If n ∈ SQ, we have

diag

(
1,

1√
n
,
t

u

)1 t v

0 n u

0 0 u2

t2

 diag

(
1,

1√
n
,
t

u

)
=
1 t√

n
tv
u

0 1 t√
n

0 0 1

 ,
i.e.

A ∼
 1 t√

n
tv
u

0 1 t√
n

0 0 1

 .
In t = 2

√
n, the equationnv2− tuv + u2 = 0 in the statement of the case un-

der consideration becomes(v
√
n− u)2 = 0, whenceu = v√n and thentv/u =

2
√
nv/v
√
n = 2. ThereforeA ∼ L in this case.

If t = −2
√
n, we obtain likewise

A ∼
( 1 −2 2

0 1 −2
0 0 1

)
.
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But the last matrix is obviously congruent toL, soA ∼ L again.
If t /= ±2

√
n, chooseb such thatb2+ (t/√n)b + 1 ∈ NS, which is always pos-

sible, by virtue of Proposition 11.
Let

C =
1 0 0

0 − t√
n
− 1

b
b

0 1 1

 .
Sinceb is not a zero of the trinomialx2+ (t/√n)x + 1,C is nonsingular.
Then one calculates

CT

1 t√
n

tv
u

0 1 t√
n

0 0 1

C,
and it turns out to be an upper triangular matrix whose last entry isb2+ (t/√n)b +
1 ∈ NS, and thus the other cases apply.

Now assumeq is power of 2. Let

C =


1+ tv

u
1+ t3v

nu
t√
n

0 t2v
nu

1√
n

t
u

t
u

0

 .
Then

CT

1 t v

0 n u

0 0 u2

t2

C =


tv
u

t2v2

u2 0

0 tv
u

t2v
u
√
n

0 0 1

 .
As every element ofGF(q), q even, is a square, the conclusion is immediate.�

We will now demonstrate that for odd prime powers, matrices of form(1 ∗ 0
0 ∗ ∗
0 0 ∗

)
are congruent to one of the matrices in the statement of Theorem 4.

First note that every matrix of that form is congruent to one of the following
matrices:(1 ∗ 0

0 w ∗
0 0 1

)
,

( 1 ∗ 0
0 w ∗
0 0 w

)
,

(1 ∗ 0
0 1 ∗
0 0 w

)
,

(1 ∗ 0
0 1 ∗
0 0 1

)
,

wherew is a primitive root of the field.

Proposition 25. Let q be an odd prime power, and, in addition, if q ≡ 1 mod 4,
assumes /= ± Jt. Then:
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If s2+ t2 = ρ2, we have(1 s 0
0 w t

0 0 1

)
∼ Rρ.

If s2 + t2 ∈ NS, let ρ2 = 1
w
(s2 + t2). Then(1 s 0

0 w t

0 0 1

)
∼ Qρ.

Proof. In the first case, let

C =
−

ws
ρ

0 wt
ρ

0 −w 0
wt
ρ

wt ws
ρ

 .
Then

CT

(1 s 0
0 w t

0 0 1

)
C = w2Rρ.

The conditions /= ±Jt is necessary to ensure the nonsingularity ofC; the next
proposition will show what happens ifs = ±Jt .

In the second case, let

C =
−s − s

ρ
t
ρ

1 0 0
0 t

ρ
s
ρ

 .
Then

CT

(1 s 0
0 w t

0 0 1

)
C = wQρ. �

Proposition 26. Letq ≡ 1 mod 4. Then(1 ±Jt 0
0 w t

0 0 1

)
∼ M.

Proof. Let

D =
(1 Jt 0

0 w t

0 0 1

)
.

The proof is quite similar if the minus sign is used.
The absolute set of the correlation (D) has equationx2+ Jtxy +wy2+ tyz+

z2 = 0, i.e. it is the conic(x + 1
2Jty)2+wy2+ (1

2ty + z)2 = 0.
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We have

D−T D =


1 Jt 0

− Jt
w

1+ t2

w
t
w

Jt2
w

− t3
w
− t 1− t2

w


and it is easy to see that

( −J
0
1

)
is an eigenvector of this matrix (as a matter of fact it

is the only eigenvector), hence the collineation(D)2 fixes the point
( −J

0
1

)
.

The image of this point under the correlation (D) is the line:
( −J

0
1

)(D)
, with

equation(xyz)D
( −J

0
1

)
= 0, i.e.−Jx + ty + z = 0.

If this line contained another absolute pointb, we would haveb ∈ b(D),
( −J

0
1

)(D)
,

which entails
( −J

0
1

)
,b ∈ b(D), in other words the lineb(D) would be the same as( −J

0
1

)(D)
, and this is not possible.

Since the absolute set of (D) is a (q + 1)-arc, and there areq + 1 lines through

every point, it follows that every line through
( −J

0
1

)
, except

( −J
0
1

)(D)
, contains one

other absolute point of (D).

Let then
(
u
v
r

)
be the absolute point of (D) distinct from

( −J
0
1

)
, on the line Jtx +

(w − t2)y − tz = 0; this line is not
( −J

0
1

)(D)
, asw /= 0. We have−J 0 1

0 1 −t
u v r

D
−J 0 u

0 1 v
1 −t r

 = ( 0 0 −Ju+ tv + r
0 w wv

−Ju+ tv + r 0 0

)
= F.

Then

diag

(
w2v2

−Ju+ tv + r ,wv,w
)
· F · diag

(
w2v2

−Ju+ tv + r ,wv,w
)

= w3v2

(0 0 1
0 1 1
1 0 0

)
. �

The last two propositions have disposed of the matrices of the form(1 ∗ 0
0 w ∗
0 0 1

)
.

The next three propositions serve to reduce the matrices of the remaining three
types to eitherM or
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0 ∗ 0
0 0 ∗

)
.

Proposition 27.(1 s 0
0 w t

0 0 w

)
∼
(1 t

w
0

0 1 s

0 0 w

)
over a finite field.

Proof. Let

C =
(0 s w

0 −1 0
1 t

w
0

)
.

Then

CT

(1 s 0
0 w t

0 0 w

)
C = w

( 1 t
w

0
0 1 s

0 0 w

)
. �

Proposition 28. Let

A =
( 1 s 0

0 1 t

0 0 r

)
, r /= 0, over a finite field.

Then

A ∼
( 1 ∗ 0

0 ∗ 0
0 0 ∗

)
if and only if rs2+ t2 /= 0.

Proof. We have in this case

A−TA =
 1 s 0

−s 1− s2 t
st
r

(s2 − 1) t
r

1− t2

r

 .
The characteristic polynomial ofA−TA is (1− λ)[λ2 + (s2+ t2

r
− 2)λ+ 1].

If rs2+ t2 = 0, the only eigenvalue is 1 and the only eigenvector is

(
t
s
0
1

)
.

But this point is readily seen to be an absolute point of the correlation (A). It
follows that the collineation(A)2 does not leave invariant any nonabsolute point of
(A). Therefore, by Proposition 6, Corollary 9 and Proposition 13,

A 6∼
(1 ∗ 0

0 ∗ 0
0 0 ∗

)
.
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If rs2+ t2 /= 0, let

C =
−s − rst t

s

1 0 0
0 1 1

 .
Then

CTAC =


1 t + rs2

t
0

0 r + r2s2

t2
0

0 0 r + t2

s2

 . �

The next proposition deals with the situation in whichrs2 + t2 = 0, but only ifq
is odd.

Proposition 29.1 s 0
0 1 t

0 0 − t2
s2

 ∼ M over GF(q), q odd.

Proof. Denoting the first matrix byA, the absolute set of the correlation(A) is the
conic(x + 1

2sy)
2+ y2− ( tz

s
− 1

2sy)
2 = 0.

As in the preceding proposition, the absolute point
(
t/s
0
1

)
is the unique point fixed

by the induced collineation. Since the absolute set is a(q + 1)-arc, every line through(
t/s
0
1

)
, except

(
t/s
0
1

)(A)
, contains one, and only one, absolute point of (A) distinct

from
(
t/s
0
1

)
.

Let(
d

e

1

)
/=
(
t/s

0
1

)

be a point on the line
(
t/s
0
1

)(A)
. Then let

(
u
v
r

)
be the unique absolute point distinct

from
(
t/s
0
1

)
on the line

(
d
e
1

)(A)
. The equations of the two lines are:(

t/s

0
1

)(A)
: t

s
x + ty − t2

s2z = 0,

(
d

e

1

)(A)
: (d + se)x + (e + t)y − t2

s2z = 0.
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One now verifies that

CT

1 s 0
0 1 t

0 0 − t2
s2

C = ( 0 0 m

0 a b

m 0 0

)
, mab /= 0,

where

C =
 t

s
d u

0 e v

1 1 r

 .
The actual expressions fora, b,m are not relevant. Finally:

diag

(
b2

m
, b, a

)( 0 0 m

0 a b

m 0 0

)
diag

(
b2

m
, b, a

)
= ab2

(0 0 1
0 1 1
1 0 0

)
. �

The next proposition constitutes the last link in the proof of Theorem 4.

Proposition 30. Every matrix of the form(1 ∗ 0
0 ∗ 0
0 0 ∗

)
over GF(q), q odd,

is congruent to a matrix in the statement of Theorem4.

Proof. Let

C =
(0 −w 0

1 ρ 0
0 0 1

)
.

Then

CT

(1 ρ 0
0 w 0
0 0 w

)
C = wRρ.

Let nextρ /= 0 or±2. We will show that(1 ρ 0
0 1 0
0 0 w

)
∼ Qρ′ for someρ′ /= 0.

Choosea such thatγ = a2+ ρa + 1 ∈ NS. Hencea + ρ /= 0, evidently. Let

C =
 a − 1

a+ρ 0

1 1 0
0 0 1

 .
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Then

CT

(1 ρ 0
0 1 0
0 0 w

)
C =

 γ
ργ
a+ρ 0

0 γ

(a+ρ)2 0

0 0 w

 .
As the main diagonal is made up of nonsquares, the conclusion is obvious.�

5. Inequivalent correlations of planes of even order

The last paragraph of Theorem 5 follows from Proposition 19.

Proposition 31. The absolute set of the correlation(Sρ) is a nondegenerate conic,

whose nucleus(a.k.a. knot) is the nonabsolute point
(

0
0
1

)
.

The induced collineation leaves invariant the point
(

0
0
1

)
and either two, or none,

of the absolute points of the respective correlation.

Proof. Let

C =


1 1

ρ2 0

0 1
ρ

0

1 1
ρ2 1

 .
Then

CTSρC =


0 1 1

0 0 1
ρ2

1 1
ρ2 1

 .
The absolute set of the correlation defined by the last matrix has equationxy = z2,

which is the canonical form of a nonsingular conic [4, Theorem 5.1.7]. Its nucleus is(
0
0
1

)
. ButC

(
0
0
1

)
=
(

0
0
1

)
, so the nucleus of the conicx2+ ρxy + y2+ z2 = 0 is also(

0
0
1

)
.

By Proposition 13, the induced collineation leaves invariant the point
(

0
0
1

)
and the

absolute points withz = 0, if any.
As in the caseq odd, the equationx2+ ρx + 1= 0 has two roots, or none.�

Proposition 32. Let

V =
( 1 v 0

0 1 v

0 0 1

)
, v /= 0, over GF(q) even.

If the trinomialx2+ vx + 1 has the zerose, 1/e, the absolute set of the correla-
tion (V ) consists of the two linesx + ey + z = 0 andx + y/e + z = 0.
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If the above trinomial has no zeros, the absolute set of the correlation(V ) com-

prises one point, namely
(

1
0
1

)
.

In both cases, the induced collineation leaves invariant the absolute point
(

1
0
1

)
,

and no other point.

Proof. The absolute set of (V ) has equationx2+ vxy + y2+ vyz+ z2 = 0. The

point
(

1
0
1

)
is clearly absolute.

If y /= 0, the above equation can be written as(
x + y + z
y
√
v

)2

+√v
(
x + y + z
y
√
v

)
+ 1= 0. (10)

If the trinomialx2+ vx + 1 has the zerose, 1/e, Eq. (10) produces two lines:
x + y + z = y√ev andx + y + z = y√v/e.

But v = e + 1/e, so
√
ev = e + 1 and

√
v/e = 1+ 1/e.

As a consequence, the two lines becomex + ey + z = 0 andx + y/e + z = 0,
as claimed.

If said trinomial has no zeros, Eq. (10) has no solution. About the induced collin-
eation:

With V as in the statement of the proposition, we have

V −TV =
( 1 v 0
v v2 + 1 v

v2 v3 + v v2 + 1

)
.

This matrix has 1 as its unique eigenvalue, and
(

1
0
1

)
as its unique eigenvector.�

An immediate consequence of the last proposition is that if the trinomialx2+
vx + 1 has no zeros,(1 v 0

0 1 v

0 0 1

)
�

1 w + 1
w

0
0 1 w + 1

w
0 0 1

 ,
because the trinomialx2+ (w + 1/w)x + 1 has the zerosw,1/w.

It now follows from Proposition 13 that the next to last paragraph of Theorem 5
holds true.

6. Equivalent correlations of planes of even order

Proposition 33. Let

S =
( 1 s 0

0 1 s

0 0 1

)
, V =

( 1 v 0
0 1 v

0 0 1

)
, over GF(q), q even.
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If both trinomialsx2+ sx + 1, x2+ vx + 1 are factorable, or if both are not
factorable, thenS ∼ V . Otherwise, S�V .

Proof. The last sentence is a trivial consequence of Proposition 32.
Assume both trinomials do, or both do not, have zeros. Consider the following

variableτ in the equation:

s2τ2+ v2τ2+ sv2τ + v2 = 0. (11)

It can be rewritten as[(
1+ s

v

)
τ

]2

+ sv

s + v
[(

1+ s

v

)
τ

]
+ 1= 0.

According to Proposition 12, this equation has solutions forτ . Choose one of the
values ofτ thus obtained and let

C =
(
(s + τ )v2τ v3 + svτ v2

v2τ v3τ + svτ2 v2τ

0 svτ s2τ2

)
.

Now one verifies, making repeated use of Eq. (11), thatCT SC = s2v2τ4V . �

The preceding proposition justifies the use of the matrixW in Theorem 5: as
mentioned already, the trinomialx2+ (w + 1/w)x + 1 is factorable.

By Proposition 21, a nonsingular matrix is congruent to( 1 ∗ ∗
∗ ∗ ∗
∗ ∗ ∗

)
.

Proposition 34. Let

D =
( 1 b c

b b2 bg

g bc cg

)
, b /= 0, c /= g, over GF(q), q even.

ThenD ∼ W .

Proof. If c /= 0, let

C =


w2c+g

wc(w2+1)
w4c+g

w2c(w2+1)
g
wc

w(w2c+g)
bc(w2+1)

w4c+g
bc(w2+1)

w
b

w2+1
wc

w4+1
w2c

w2+1
wc

 .
Then

CTDC = c2+ g2

c2 W.



28 B.C. Kestenband / Linear Algebra and its Applications 304 (2000) 1–31

If C = 0, then

D =
( 1 b 0
b b2 bg

g 0 0

)
,

hence

diag

(
1,

1

b
,1

)
·D · diag

(
1,

1

b
,1

)
=
( 1 1 0

1 1 g

g 0 0

)
= D′.

Let

C =
( 0 gw4 gw3

gw5 + gw3 gw6 gw5

w5+ w (w + 1)6 w5 +w

)
.

Then

CTD′C = g2(w8 +w4)W. �

Proposition 35. A nonsingular3× 3 matrix over GF(q), q even, is congruent to
an upper triangular matrix.

Proof. Let

A =
( 1 b c

d e f

g h i

)
.

The following three possibilities have been examined in the proof of Proposition 23:
e /= bd; i /= cg; e = bd andi = cg, buth+ bg /= cd + f .

We need to discuss the situation in whiche = bd, i = cg andh+ bg = cd + f .
The same six cases as in Proposition 23 have to be dealt with.

CaseI. b = d = 0, i.e.e = 0 as well, and alsoh = f . Then

A =
( 1 0 c

0 0 h

g h cg

)
,

with c /= g (becauseA is not supposed to be symmetric). Let

C =
 (cw + gw3)(w2 + 1)h (c +w4g)(w2 + 1)h (cw + gw3)(w2 + 1)h

0 w2(c + g)2 w3(c + g)2
(w5 +w)h (w + 1)6h (w5+ w)h

.
Then

CT

( 1 0 c

0 0 h

g h cg

)
C = (w8+ w4)(c2+ g2)h2W.

CaseII. b = 0, d /= 0. Thene = 0 andh = cd + f , so
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A =
( 1 0 c

d 0 f

g cd + f cg

)
.

We have(1 0 0
0 1 0
0 g/d 1

)
A

(1 0 0
0 1 g/d

0 0 1

)
=
( 1 0 c

d 0 f

0 cd + f 0

)
.

Assume first thatc /= 0. Then let

C =


1
w2 cd + w2+1

w2 f w4+w2+1
w3 cd + w2+1

w3 f w2+1
w2 (cd + f )

c wc 0
w4+w2+1

w2 d + (w4+1)f
w2c

(w+1)6f
w3c

+ w6+w2+1
w3 d

(w4+1)(cd+f )
w2c

 .
It follows that

CT

( 1 0 c

d 0 f

0 cd + f 0

)
C = w4 + 1

w2
(cd + f )2W.

Assume next thatc = 0. Theni = 0 andf = h, so that

A =
( 1 0 0
d 0 h

g h 0

)
.

Let

C =


1 1

w
1

w2+1
d
+ w4g

(w4+1)h
w4+1
wd

w2+1
d
+ w2g

(w4+1)h

w4d
(w4+1)h

0 w2d
(w4+1)h

 .
Then

CT

( 1 0 0
d 0 h

g h 0

)
C = w2W.

CaseIII. b /= 0, d = 0. Thene = 0 again, andf = bg + h, so

A =
( 1 b c

0 0 bg + h
g h cg

)
.

Then(1 0 0
0 1 0
0 c/b 1

)
A

(1 0 0
0 1 c/b

0 0 1

)
=
( 1 b 0

0 0 bg + h
g h 0

)
.

Assume first thatg /= 0 and let

C =


w2+1
w2 (bg + h) w4+w2+1

w3 bg + w2+1
w3 h 1

w2bg + w2+1
w2 h

0 wg g

w4+1
w2

(
b + h

g

)
(w+1)6h
w3g

+ w6+w2+1
w3 b w4+w2+1

w2 b + (w4+1)h
w2g

 .
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One obtains

CT

( 1 b 0
0 0 bg + h
g h 0

)
C = w4 + 1

w2 (bg + h)2W.

If g = 0, then

A =
( 1 b c

0 0 h

0 h 0

)
.

Let

C =


1 1

w
1

w2+1
b
+ w2c

(w4+1)h
w4+1
wb

w2+1
b
+ w4c

(w4+1)h

w2b
(w4+1)h

0 w4b
(w4+1)h

 .
Then

CT

(1 b c

0 0 h

0 h 0

)
C = w2W.

CaseIV. b = d /= 0 andf h = b2cg.
The relationh+ bg = cd + f becomesf + h = bc+ bg. As a consequence,f

andh are the roots of the equationx2+ (bc+ bg)x + b2cg = 0, i.e.bc andbg.
We cannot haveh = bg (or f = bc), because thenA would be singular. Hence

h = bc andf = bg and we have obtained the matrixD in Proposition 34, which
was shown there to be congruent toW .

CaseV. 0 /= b /= d /= 0 andfh = bcdg.
As in the case in whichq is odd, there are two possibilities.
(1) f = 0, which entails

A =
( 1 b c

d bd 0
0 cd 0

)
,

exactly as there. Let

C =


bcd(w3+ 1

w
)

b+d
cd(w2+1)( d

w2+bw2)

b+d
cd(w2+1)(wb+ d

w
)

b+d
cd(w3+ 1

w )

b+d
(w2+1)bc+(w4+ 1

w2 )cd

b+d
(w+ 1

w )bc+(w3+w)cd
b+d

(w + 1
w3 )d (1+ 1

w2 )(
d
w2 + bw2) (1+ 1

w2 )(bw + d
w
)

 .
Then

CT

( 1 b c

d bd 0
0 cd 0

)
C = (w + 1)8

w4
c2d2

 1 w + 1
w

0
0 1 w + 1

w

0 0 1

 .
(2) f /= 0: proceed as in Proposition 23.
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CaseVI. bd /= 0 andfh /= bcdg: proceed as in Proposition 23.�

From Propositions 35 and 24 we infer that every nonsingular 3× 3 matrix over
GF(q), q even, is congruent to a matrix of form(1 s 0

0 1 t

0 0 1

)
.

If s = t, we get one of the matricesV ,W that appear in Theorem 5.
If s /= t, then(1 s 0

0 1 t

0 0 1

)
∼ Sρ

for someρ /= 0, by Proposition 28.
This concludes the proof of Theorem 5.
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