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Abstract

A short-term solar irradiance prediction model is established based on BP neural network and time series. Firstly,
several different network structures of the solar irradiance prediction model are established based on BP neural
network. Secondly, the most suitable neural network is gained by the comparison of different network structures and 
cross-validation. Lastly, the chosen model is trained through setting the suitable network parameters. This model can 
avoid over-fitting and help to gain a more accurate solar irradiance prediction model. The result of simulation 
indicates that the model can be effectively used for short-term solar irradiance predicting
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1. Introduction

With high-speed development of global economy and the increase of environment consciousness of 
human beings, clean energy has caught worldwide attention. As a clean renewable energy, solar energy 
has been used in many fields such as constructions and photovoltaic systems. The lack of solar radiation 
data has limited the widespread using of solar energy [1]. People have been researching in modeling solar 
radiation to make the best use of solar energy [2]. 

There are two main methods to model solar radiation: One is indirect prediction method, which uses
sunshine duration, diffused radiation, temperature, and relative humidity as the input data of the model. 
Japan has been researching in solar radiation modeling since 1970s [3]. The diverging separate model 
proposed by Udagawa gives the relation of solar altitude and irradiance with less error and simple form. 
Although the model adopts less observation data and lacks of time representation, it lays the foundation of 
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future research. In recent years many scholars put forward kinds of solar radiation prediction models 
based on neural network [4]-[10]. Another method is direct prediction model, which predicts the value of 
the next moment form the former solar irradiance data. A growing number of facilities are working on 
collecting data from solar radiation [11]-[12]. For example, the solar radiation monitors FY-3A onboard 
the Fengyun-3 satellite can collect the solar irradiance data. These facilities provide guarantee to the 
realization of the direct prediction method. Presently the short-term prediction methods at home and 
abroad include the traditional prediction method, such as regression method, trend extrapolation, time 
series, the artificial neural network prediction method based on artificial intelligence, etc. The traditional 
prediction method has limitations when dealing with nonlinear problems [13]-[14]. Neural network 
provides a new approach for the nonlinear problems. It is valuable to apply neural network on short-term 
prediction.

In this paper, measured solar radiation data from National Renewable Energy Laboratory (NREL) are 
employed for the solar irradiance modeling. Back propagation (BP) neural network and time series are 
used to establish the short-term solar irradiance prediction model. Network structures affect the solar 
irradiance prediction precision. The most suitable network structure is selected by comparison and cross-
validation, then the chosen model is trained through setting the suitable network parameters, which can 
avoid over fitting and help to gain a more accurate solar irradiance prediction model. Simulation shows
that the model can predict short-term solar irradiance accurately.

2. Data Pretreatment

The data are obtained from NREL Solar Radiation Research Laboratory (SRRL) at 39.74° N, 105.18° 
W, and 1828.8 meters above mean sea level. The interval of samples is 1 hour. The data pretreatment 
includes the exclusion of abnormal data and normalization.

2.1. Abnormal data processing

1) Exclude abnormal data, such as the negative data, and the data of which the radiation value is 
greater than the theoretical extraterrestrial radiation value.

2) Use the linear interpolation method to fix the missing data.
3) If the relative humidity data is greater than 100, make it to be 100.
4) If the calculated value of the sunshine duration is longer than the theoretical value, replace it with 

the theoretical value.

2.2. Normalization

When neural network applies to solar irradiance prediction, the orders of magnitude differ because of 
the different variable units. So the data should be normalized before they are trained. In this paper the 
normalization function “mapminmax” is adopted. The normalization interval is [0.1, 0.9], not the [0, 1] as 
usual, this ensures convergence of the network. While the random classification function “dividevec” is 
adopted to draw a certain proportion sample data at random to form the training input, cross-validation is 
used to set the network topology, which ensures that the sample is representative, reliable, and uniformly 
distributed. And this method can effectively avoid over fitting.

3. Solar Irradiance Prediction Model 

BP neural network is a backward propagation of errors and multilayered feed-forward neural network 
[15]. It contains one input layer, one or more hidden layers, and one output layer. The topology of BP 
neural network with double hidden layers is shown in Fig. 1.
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Fig. 1. BP neural network topology.

BP neural network design should consider input and out parameter, network layer, node number, 
transfer function, and training function, etc.

3.1. Input and output 

Traditional solar irradiance modeling usually chooses meteorology factors such as diffused radiation, 
temperature, relative humidity and time as the input parameters. The models always ignore some factors 
to simplify the calculation. However, it makes the models less accurate, and the traditional models can not 
deal with the place which lacks of meteorology factors, so the direct prediction model based on its own 
solar irradiance data is called to solve the problem. The model is designed to predict irradiance value with 
the previous and current irradiance data. Both the input and output data are the solar irradiance data with 
sampling interval of 1hour, and the number of neuron in output layer is 1. In order to get a precise model, 
the number of neurons in input layer and the number of hidden layers should be confirmed, and then
through setting the network parameters, a most suitable BP neuron network is obtained. 

3.2. Network layers

It has been proved that if a BP network with one hidden layer has enough number of neurons, it can 
realize any nonlinear mapping. But if the sample number is large, the network with one hidden layer 
cannot reach an accurate function and the calculation efficiency declines intensively [16]. In order to save 
training time and get an accurate model, the network with two hidden layers is considered.

3.3. Node number 

In this paper, the former 24 hours solar irradiance data are used to predict the next value with sampling 
interval of 1 hour. So the number of neurons in input and output layer is 24 and 1 respectively. The 
number of neurons in the single hidden layer can be calculated by (1).

m = n+l + a                                                                                                                      (1)

where n is the number of neurons in the input layer, l is the number of neurons in the output layer, α is the 
constant, and 1< α<10.

The number of neurons in the single hidden layer network is 6-15. The number of neurons in a double 
hidden layers network can be designed by (1) primarily, then the network is debugged over. The most 
suitable model is chosen according to statistic indicators, it include coefficient of determination (R2), root 
mean square error (RMSE), mean percentage error (MPE), and mean average bias error (MABE). 

Cross-validation are employed to choose the stable model, the samples are divided into five groups. 
Any four groups are chosen as training sample, and the remaining group as validation sample.

The comparison is shown in Table 1. 

Table 1. Statistic indicators of different hidden layers and number of neurons
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neuron number R2 RMSE MPE MABE

7 0.9755 0.0362 1.4203 5.2390

11 0.9704 0.0366 1.5162 0.0163

14 0.9775 0.0344 0.8794 0.0155

17 0.9796 0.0339 0.8469 0.0155

18 0.9810 0.0332 1.0695 0.0153

20 0.9782 0.0338 1.1064 0.0158

25 0.9772 0.0343 0.6341 0.0159

27 0.9776 0.0350 1.4533 0.0163

15,12 0.9812 0.0396 1.0858 0.0151

17,16 0.9799 0.0324 0.9030 0.0144

18,6 0.9807 0.0342 0.5772 0.0142

18,13 0.9912 0.0331 0.7720 0.0138

19,15 0.9878 0.0355 0.7613 0.0142

19,22 0.9764 0.0360 1.1967 0.0158

20,17 0.9796 0.0338 1.2178 0.0145

From Table 1 some conclusions can be made as follows: 
1) As the number of neurons in the single hidden layer increases, the four indicators R2, RMSE, MPE, 

and MABE perform best when the number of neurons is 18. The number is a little larger than that of the 
experience formula, which is 6-15. As the number of neurons increases more, the indicators become 
worse. 

2) The double hidden layers model is more accurate than the single hidden layer model.
According to the comparison, the most suitable neural network is the double hidden layers model with 

number of neurons of 18 and 13.

3.4. Transfer function and training function

The transfer functions are “tansig” and “logsig” respectively. The output layer adopts the linear transfer 
function “purelin”.

Levenberg-Marquardt (LM) algorithm, which is a combination of Grade method and Gauss-Newton
method, is chosen to avoid the time-consuming one-dimension searching. It has the local convergence of 
Gauss-Newton method as well as the whole characteristic of grade method [17]. 

4. Simulation and Result Analysis

A four-year solar radiation data measured by NREL form 2006 to 2010 is selected to establish the 
prediction models.

Two direct prediction models are established based on BP neural network and time series with double 
hidden layers. The input and output data of the two direct models are the solar irradiance data with 
sampling interval of 1 hour. 

The difference of the two models is that, the input data of Model 1 are collected from 6:00 am to 8:00 
pm. The input data of Model 2 are the whole 24 hours data, that is, the input data of two models are 15 
and 24 respectively. 

The statistic indicators of the two models are shown in Table 2.
Table 2. Statistic indicators of two models

Model R2 RMSE MPE MABE



492 	 Zhe Wang et al. / Energy Procedia 12 (2011) 488 – 494Zhe Wang et al. / Energy Procedia 00 (2011) 000-000 5

Model 1 0.9645 0.0450 0.5904 0.0257

Model 2 0.9912 0.0331 0.7220 0.0138

By comparison, the statistic indicators of Model 2 are better than Model 1. R2 of Model 2 reaches 
0.9912. So the former 24 solar irradiance data are used to predict the next value, and the number of
neurons in the input layer is 24.

After the construction and parameters are fixed, the sample data should be classified reasonably, they 
are divided into two groups at random: training and validation. The group proportions are 70% and 30%
respectively. Go along by turns, by this way, the over-fitting problem can be avoided efficiently. The 
simulation of the training error is shown in Fig. 2. 

Mean square error (MSE) of the training sample becomes small gradually as iterative steps increase. 
But the MSE curve climbs a little after the 24th iterative step, which indicates that from the 25th step on, 
the network occurs over fitting, so stop training and output the validation error at the 24th iterative step.
The statistic indicators of the training error are shown in Table 3.

Fig. 2. Training curve.

Table 3. Statistic indicators of training error

step MSE RMSE MPE MABE R2

5 0.005837 0.0764 6.2576 0.0601 0.9008

10 0.001163 0.0341 1.0122 0.0142 0.9886

15 0.001471 0.0338 0.9626 0.0140 0.9887

20 0.001142 0.0337 0.8820 0.0144 0.9905

24 0.001097 0.0331 0.7220 0.0138 0.9912

30 0.001176 0.0343 1.5849 0.0150 0.9881

35 0.001239 0.0352 0.9286 0.0148 0.9867

The indicators of the 24th iterative step are the best. R2 reaches 0.9912. It is an efficient way to get the 
suitable network. 

The first three-day-data of the validation sample are chosen to test the accuracy and reliability of the 
network. The scatter diagram of the measured value and predicted value is shown in Fig. 3. 
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Fig. 3. Scatter diagram of solar irradiance predicted value and measured value

X is the measured value, and y is the predicted value. The expression is 0.0048+0.9 0= 66y x , R2 reaches

0.9969, which is much closer to 1, and other statistic indicators are shown in Fig. 1. By comparing the 
predicted value and the measured data, a relatively ideal model is obtained. 
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Fig. 4. The curve of solar irradiance predicted value and measured value.

The curve of irradiance predicted value and measured data is shown in Fig. 4. It can be seen that the BP 
neural network model can reflect the solar irradiance change trend precisely with little error, and the 
extreme points are in good agreement. The accuracy and applicability are fully validated.

5. Conclusion

In this paper, several different network structures for the short-term solar irradiance model are 
established based on BP neural network and time series. A relatively ideal model is obtained though 
comparison of different network structures by cross-validation and adjusting the network parameters. 

This paper collects solar irradiance data from NREL. According to the simulation results, the number 
of neurons in the double hidden layers is 18 and 13, the transfer functions are “tansig” and “logsig”
respectively. R2 is 0.9912, MPE is 0.7720 and MABE is 0.0138. The predicted value and the measured 
value are in good agreement. The proposed model can be used in solar irradiance short-term prediction, 
and more research is needed for other place or situation. 
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