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Necessary and sufficient conditions are discovered for the simultaneous existence 
of solutions to linear ordinary differential equations in the form of rational func- 
tions and finite linear combinations of the Dirac delta function and its derivatives. 
The results are also used in the study of polynomial solutions to some important 
classical equations. 0 1990 Academic Press, Inc. 

1. INTRODUCTION 

This paper continues the study of interaction between analytic and 
distributional solutions of ordinary differential equations (ODE) and func- 
tional differential equations (FDE) initiated by J. Wiener Cl, 23, S. M. 
Shah, and J. Wiener [3, 41, and K. L. Cooke and J. Wiener [S]. Recently, 
there has been considerable interest in problems concerning the existence of 
solutions to linear ODE and FDE in various spaces of generalized func- 
tions, due to increasing applications of the distributions theory in many 
important areas of theoretical and mathematical physics. It is well known 
that normal linear homogeneous systems of ODE with infinitely smooth 
coefficients have no generalized-function solutions other than the classical 
ones. However, distributional solutions may appear in the case of 
equations whose coefficients have singularities. The number m is called the 
order of the distribution 

x= f Xk b’k’(t), x,#O, (1) 
k=O 
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where 8@) denotes the kth derivative of the Dirac 6 measure. The theory 
of such solutions to linear ODE and FDE has been developed in [6,7]. In 
[7], for the first time an existence criterion of solutions (1) to any linear 
ODE was established. Solutions of FDE in the form of infinite series 

x= f x;cv’)(t) (2) 
i=O 

have been explored in [2,6-91. Integral transformations create close 
connections between entire and generalized functions [lo]. Therefore, a 
unified treatment may be used in the study of both distributional and entire 
solutions to some classes of linear ODE and, especially, FDE with linear 
transformations of the argument [2-5). This approach is employed here to 
explain the observation of some authors, in particular L. L. Littlejohn and 
R. P. Kanwal [ll], on striking similarities between distributional and 
analytic solutions of linear ODE and FDE. Theorems are proved on the 
existence of finite-order distributional, rational, and polynomial solutions 
of linear ODE, with applications to important classical equations. The 
variable t is real in the case of distributional solutions and complex for 
analytic solutions. 

2. DISTRIBUTIONAL, RATIONAL, AND POLYNOMIAL 
SOLUTIONS OF LINEAR ODE 

Littlejohn and Kanwal [ 1 l] investigated distributional solutions of the 
confluent hypergeometric differential equation and presented some interest- 
ing glimpses into the general hypergeometric equation as well. Thus, it is 
easy to verify that s(t - 1) satisfies the equation 

t(l-t)x”(t)+(l-33t)x’(t)-x(t)=0 

and that (1 - t)- ’ is its classical solution. These functions exhibit intriguing 
similarities: (1 - t)-’ has a pole of order 1 and the distributional solution 
&t - 1) also is a simple pole. Furthermore, s’(t - 1) - 6”(t - 1) is a dis- 
tributional solution of the equation 

t(l-t)x”(t)+(l-55t)x’(t)-4x(t)=O, 

and (1 + t)( 1 - t) ~ 3 is its classical solution. Again, we find that both these 
solutions have a pole of order 3. The following theorem shows that these 
features are not incidental. 

THEOREM 2.1. Zf the equation 

,co 4itt) x 
(n-i)(t) =o (2.1) 
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with polynomial coefficients qi(t) admits a rational solution 

x= f (-l)%!XkC-‘, x,#O (2.2) 
k=O 

then it also has a distributional solution (1) of order m. Conversely, if (2.1) 
admits a distributional solution (1) of order m, then there exists a polynomial 
q(t) such that the equation 

igo si(t) x ‘“-‘)(t)=q(t) (2.3) 

has a solution (2.2). 

ProoJ First assume that (1) is a solution of Eq. (2.1). Then the 
(generalized) Laplace transform L[x] = F(p) of (1) satisfies the equation 

igo qi(-dldP)(P”-‘f’)=O. (2.4) 

This implies that (2.4) admits a polynomial solution 

F(P)= f Xkpk 
k=O 

(2.5) 

since L[$“)(t)] = pk [12]. Setting p> 0 and applying the right-sided 
Laplace transformation to (2.4) yields the equation 

;co (-l)“-iqi(-S) y’“-“(S)=q(-S)y (2.6) 

where y(s) = L[F(p)] and q( -s) is a polynomial whose coefficients include 
certain derivatives of F(p) at p = 0. The substitutions s = - t and y(s) = x(t) 
reduce (2.6) to (2.3). Since k!smk-’ is the Laplace transform of pk, we 
conclude that (2.2) is a solution of (2.3). 

On the other hand, if (2.2) is a solution of (2.1), then the function 
y(s) = x( -s) satisfies the homogeneous equation corresponding to (2.6). 
This means that Eq. (2.4) has a polynomial solution (2.5) which, in turn, 
proves that (1) is a solution of Eq. (2.1). 

Remark. If N is the highest degree of the polynomials qi(t), then the 
degree of q(t) in (2.3) does not exceed N - 1. 

EXAMPLE 1. It has been proved in [6, 131 that Bessel’s equation 

t2x” + tx’ + (t’ - v’)x = 0 
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has a distributional solution (1) of order m iff 

v2=(m+1)’ 

and it is given by the formula 

4-k #m-2k)(t), c = const. 

Indeed, the Laplace transform F(p) of solution (1) satisfies the equation 

(p’F)” - (pF)’ + F” - v2F= 0 

differentiating which k times at p = 0 leads to the relations 

[V’-(kf I)‘] Fk=Fk+2, k = 0, . . . . m - 2 

(V-m2)F,-, =O, [v* - (m + l)‘] F,,, = 0, 

(Fk = F”“(0) = k! x,), 

the last of which has a non-zero solution F,. Substituting it in the fore- 
going equations enables us to find all Fk (k cm). 

There exist constants c,, and c, such that the equation 

has a solution 
t2x” + tx’ + ( t2 - v’) x = co + c 1 t 

Cm/21 
x=c C (-1)“4-k (m;,k)! t-mpl+2k. 

k=O 

Theorem 2.1 describes the relationship between distributional and 
rational solutions of linear ODE. The proof makes use of the fact that the 
existence of a distributional solution to Eq. (2.1) implies that (2.4) has a 
polynomial solution. This can be also used to establish a correlation 
between the existence of polynomial and distributional solutions to linear 
ODE. This direction is of considerable interest for many important equa- 
tions of mathematical physics which admit polynomial or distributional 
solutions. 

THEOREM 2.2. Zf Eq. (2.1) with polynomial coefficients qi(t) of the 
highest degree N admits a polynomial solution, then Eq. (2.4) has a finite- 
order distributional solution. Furthermore, there exists a polynomial q(t) of 
degree not exceeding N - 1 such that the equation 

c qi( -d/dt)(t”-‘x) = q(t) 
i=O 

has a rational solution (2.2). 

(2.7) 



394 WIENER AND COOKE 

Proof Assume that Eq. (2.1) written in terms of variables p and F, 

,co qi(p) F’” ~ “(PI= 0, (2.1’) 

has a polynomial solution (2.5), with x, # 0. Since (2.5) is the Laplace 
transform of (1 ), then 

JJo qi(d/ds)C(-s)"-i YCs)l =O, 

the Laplace-transformed equation of which is (2.1’), has a solution 

y(s) = f Xk 6’k’(s). 
k=O 

The substitutions s = -t, y(s) =x(t) and the formula 6’&‘( -t) = 
(- l)k ack’(t) show that the equation 

i$o qi( -d/dt)(f+‘x) = 0 (2.4’) 

admits a distributional solution 

x= f (-l)“&w(t), x,#O. 
k=O 

Equation (2.4’) coincides with (2.4) written in variables t and x. Setting 
p > 0 and applying the right-sided Laplace transformation to (2.1’) yields 
Eq. (2.7), where the coefficients of the polynomial q(t) depend on the 
values of F(p) and its derivatives at p =O. Since L[pk] =k! tek-‘, the 
rational function (2.2) is a solution of (2.7). 

EXAMPLE 2. The equation 

PF’(P) = F(P) 

has a solution F= p and is the Laplace-transformed relation of 

tx’(t)= -2x(t). 

Hence, the latter equation admits a distributional solution x = d’(t). It has 
also a rational solution x = t-*. The equation 

tx’(t)= -x(t) 
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has a distributional solution x = 8(t) and a rational solution x = tP ‘. 
Therefore, the equation 

(tf- l)(,i+ l),=O, 

that is, 

?x”( t ) + tx’( t) - x(t) = 0 

has three types of solutions: polynomial x = t, rational x = t-‘, and 
distributional x = 6(t). 

It has been proved in [6,7 J that if the equation 

ice t’qi(t) X”‘(t)=0 (2.8) 

with coefficients qi( t) E C” and qn(0) # 0 has a solution (1) of order m, then 

(2.9) 

Conversely, if m is the smallest non-negative integer root of relation (2.9), 
there exists an m-order solution (1) of Eq. (2.8). 

Assume now that the coefficients qi(t) in (2.8) are polynomials or 
holomorphic functions in the neighborhood of t = 0 and denote 

The differential equation 

i$o Qi( -&‘PKP’F(~)I = o (2.10) 

is obtained by applying the Laplace transformation to (2.8). Hence, we can 
formulate the following theorem which finds useful applications in the 
theory of orthogonal polynomials. 

THEOREM 2.3. Assume that the coefficients qi(t) are polynomials or 
holomorphic functions in the neighborhood of t =O and qJ0) # 0. If 
Eq. (2.10) has a polynomial solution (2.5) of degree m, then relation (2.9) 
takes place. Conversely, if m is the smallest non-negative integer root of 
(2.9), fhere exists a polynomial solution to (2.10) of degree m. 

Remark. The condition q,,(O) # 0 is equivalent to Q?)(O) # 0. 
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THEOREM 2.4. The equation 

t2x”+2tx’- [?+v(v+ l)] x=0 

has an m-order distributional solution (1) if and only if 

v(v+l)=m(m+ 1). 

(2.11) 

(2.12) 

It is given by the formula 

Cm’21 
x(t)= c 

(- l)k (2m - 2k)! 
kzO 2”k! (m-k)! (m-2k)! 

cP-2k)(t), (2.13) 

whose coefficients coincide with the corresponding coefficients of the 
Legendre polynomial P,(t). 

Proof: Equation (2.9) corresponding to (2.11) is 

(m+2)(m+ 1)-2(m+ l)-v(v+ l)=O 

and coincides with (2.12). Hence, condition (2.12) is necessary and suf- 
ficient for the existence of an m-order solution to (2.11). Substituting (1) in 
this equation and taking into account the formulas 

kvk+‘)(t)= -(k+ l)P)(t), 

tW+2)(t)=(k+2)(k+ 1)6’@(t) 

gives 

~~~[k(k+l)-v(v+l)]x,6”‘(t)-m~2(k+l)(k+2)x,+,6’*l(t)=0, 
k=O 

whence 

[v(v+l)-k(k+l)]x,= -(k+l)(k+2)x,+,, k = 0, . . . . m - 2 

[v(v+ l)-m(m- l)] x,-] =O, 

[v(v+ I)-m(m+ l)]xm=O. 

If (2.12) holds true, we choose x, # 0 and successively find all x,(k cm). 
We have x,-i =0 and 

[m(m+ 1)-k(k+ l)] Fk= -Fkf2, F,=k! xk 

and multiplying these relations for k = m - 2, m - 4, . . . . m - 2j, get 

2’j!(2m-1)(2m-3)...(2m-2j+l)F,_,,=(-l)jF,. 
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From here, 

397 

or 
(-l)j(m!)2(2m-2j)! 

x-2j’ (2m)! j! (m-j)! (m - 2j)! xm’ (2.14) 

We can require that the coefficients x, _ 2j of the distributional solution x(t) 
coincide with the corresponding coefficients of the Legendre polynomial 
P,(t). Indeed, applying the Laplace transformation to (2.11) produces the 
differential equation 

(P’-l)F”+2pF’-v(v+l)F=O 

for the Legendre polynomials. The usual way of finding their coefficients is 
by means of Rodrigues’ formula [14] 

P,(t)=-- l d” (t’-l)m. 
2”m! dt” 

It is easy to see that here the coefficient X, of tM is 

(2.15) 

Therefore, equating x, in (2.14) to the value (2.15) yields the coefficients 

(-1)‘(2m-2j)! 
xm-21=2mj! (m-j)! (m-2j)! 

of the distributional solution (2.13), where [m/2] denotes the largest 
integer < m/2. Furthermore, there exist constants c0 and cl, such that the 
equation 

t2x”+2tx’- [t2+m(m+ l)] x=c,+c,t 

has a rational solution 

x(t)= c 
Cmi21 (2m-2k)! t--m-1+2k 
k=O 2”k! (m -k)! 

THEOREM 2.5. The equation 

(2.16) 
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has an m-order distributional solution ( 1) if and only if 

v=m. (2.17) 

This solution is given by the formula 

Cm/21 (-l)Q”-2km! 

x(t)= 1 k! (m - 2k)! 
cvm-2k)(t), 

k=O 

(2.18) 

whose coefficients coincide with the corresponding coefficients of the Hermite 
polynomial H,J t). 

ProoJ In the case of (2.16), Eq. (2.9) takes the form (2.17), which 
implies that (2.17) is a necessary and sufficient condition for the existence 
of an m-order solution (1) to (2.16). Substituting (1) in (2.16) leads to the 
relations 

2(v-k)Fk= -Fk+2, k = 0, . . . . m - 2 

(v-m+ 1) F,,-, =O, (v-m)F,=O 

for the coefficients Fk = k! xk. If v = m, we choose F,,, # 0 and find 

(-l)km! 
Xm-2k= 4kk! (m - 2k)! ‘me 

(2.19) 

The coefficients x, ~ 2k of the distributional solution x(t) can be chosen to 
coincide with the corresponding coefficients of the Hermite polynomial 
H,(t) defined by the formula [14] 

It is easy to see that the leading term of H,(t) is (2t)“. Therefore, setting 
x, = 2” in (2.19) yields the coefficients 

(-l)k2mp2km! 
Xm-2k= k! (m-2k)! 

of (2.18). They are identical to the coefficients of H,,,(t) because applying 
the Laplace transformation to (2.16) yields the differential equation 

F” - 2pF’ + 2vF = 0 

for the Hermite polynomials. Furthermore, there exist constants co and c, 
such that the equation 

tx’+(g+m+l)x=co+c,t 
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has a rational solution 

k!, 

where the sum on the right is the Taylor sum of order [m/2] of the 
function er214. 

THEOREM 2.6. The equation 

(t’+t)x’+[(l-LX)t+(v+l)]x=O, a> -1 (2.20) 

has an m-order distributional solution (1) if and only if(2.17) holds true. This 
solution is given by the formula 

x(t)= f (-l)kr(m+a+ ‘) .&k)(t) 
k=ok! (m-k)! T(k+cr+ 1) ’ 

(2.21) 

where r denotes the gamma function and the coefficients coincide with the 
corresponding coefficients of the Laguerre polynomial L”,(t). 

Proof: Equation (2.9) corresponding to (2.20) is 

-(m+l)!+(v+l)m!=O, 

which shows that (2.17) is a criterion for the existence of an m-order 
solution (1) to (2.20). Substituting (1) in (2.20) gives 

c (k+ 1 +cr)(k+ l)Xk+l dCk’(t) 
k=O 

+ f (V-k)Xk6(k)(t)=0, 
k=O 

whence 

(v-m)X,=O;(v-k)xk= -(k+I i-a)(ki-l)Xk+l, O<k<m-1. 

If v = m, we take an arbitrary x, # 0 and find 

Xk=(-l)m-*m! f(m-tcr+ 1) 
k! (m-k)! T(k+cl+ 1) xm* 

(2.22) 

We can normalize x, so that the coefficients of the distributional solution 
(1) coincide with the coefficients of the Laguerre polynomial Lym,,(t) 
defined by the formula [ 143 

(1 -x)-a--I ,-M-9= f L;(t)x”, 1x1< 1. 
m=O 
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At t = 0 we have the expansion 

(1 -X))aPi= f Lk(O)x” 
f?Z=O 

and differentiate it m times at x = 0. Consequently, 

L;(o)=x,= 
T(m+a+ 1) 
m! T(cr + 1) 

On the other hand, from (2.22) we have 

(-l)mr(m+~+l) 
x0 = 

T(a+l) xm, 

and putting x, = ( - l)“/ m! in (2.22) delivers the coefficients of (2.21). 
They coincide with the coefficients of L:(t) because applying the Laplace 
transformation to (2.20) produces the differential equation 

pF”+(a+l-p)F’+vF=O (2.23) 

for the Laguerre polynomials. Furthermore, there exist constants co and c, 
such that the equation 

(t*+t)x’+[(l--)t+(m+l)]x=c,+c,t 

has a rational solution 

x(t)= f 
T(m+a+ 1) t-k- I 

,=,(m-k)!T(k+a+l) ’ 

which is the mth Taylor sum of the function tr’+‘(l + t),+“, for ItI < 1. 
In the case c1= 0, Laguerre’s equation 

pF”-(p-l)F’+mF=O 

is the Laplace-transformed relation of 

(t2+t)x’+(t+m+l)x=0, 

which admits a distributional solution 

m (-l)km! 
X(t)=kzo (k!)* (m-k)! 6’k’(t) 

and a rational solution 
t-k-l = t-m-l (1 + t)“. 
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Equation (2.20) has two singular points, t = 0 and t = - 1. For t = - 1, 
Eq. (2.9) becomes m + 1 + c1+ v = 0 or a = - v - m - 1. Let v = n be a non- 
negative integer, then the equation 

(t2+t)X’+[(m+n+2)t+(n+1)]x=0 (2.24) 

has two finite-order distributional solutions: one of order n with support 
t= 0, and the other of order m concentrated on t = - 1. Substituting in 
(2.24) the unknown solution 

x,(t)= i Xk hCk’(t), 
k=O 

it is easy to find 

x,(t)= i k=O (m+;-k) Gck’(t),k!. 

For the special case m = 0, we have 

x,(t) = i 6’k’( t)/k!. 
k=O 

This implies that Laguerre’s equation corresponding to (2.23) 

pF”-(p+m+n)F’+nF=O, 

has a polynomial solution 

F,(p)= i k~o(m+~-k)pklk!, 
and the equation 

pF”-(p+n)F’+nF=O 

has a polynomial solution 

F,(P)= i pklk!, 
k=O 

which is the nth partial sum of t?. Now, we recant Eq. (2.24) as 

[(f+1)2-((t+1)]~‘+[(m+n+2)(t+1)-(m+1)]x=0 

and substitute in it the distributional solution 

(2.25) 

(2.26) 

x(t)= f c,6(k)(t+ l), 
k=O 
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which leads to the relations 

(m-m)c,=O, (m-k)c,=(k+l)(k-m-n)c,+, (O<kdm- 1). 

Letting c, = l/m! yields 

and for the special case m = 0, we have 

x(t) = h(t + 1). 

This implies that Eq. (2.26) has a solution 

F(p) = ep. 

(2.27) 

Hence, we have shown that (2.26) has the two solutions F(p) =ep = 
C,“=, pk/k! and its partial sum FJp) = C;=, pk/k!. This remarkable 
property of Eq. (2.26) has been first noted by J. P. Hoyt [15]. W. Leighton 
[16] has also discussed (2.26), and T. A. Newton [17] has extended 
these results to third-order equations with polynomial or analytic at t = 0 
coefficients. Further generalizations for broader classes of linear ODE 
having X7= 0 ck tk and Ci =0 ck tk as solutions have been made by D. Zeitlin 
[IS]. On the other hand, expanding (2.27) in a series 

d(t + 1) = f Gck’(t)/k! 
k=O 

(2.28) 

shows that the equation 

(t’+t)x’+[(n+2)t+(n+l)]x=O 

admits a formal distributional solution (2.28) whose nth partial sum (2.25) 
is also a distributional solution. 

THEOREM 2.7. Equation (2.8), with qi(t)E C” and 

sit) = (t-a)’ Pi(f), Pi(t) E c” 

has the distributional solutions 

x,(t) = i ( -u)~ Gck’(t)/k! 
k=O 

and 

x(t)=a(t-u)= f (-~7)~G(~)(t)/k! 
k=O 

(2.29) 

(2.30) 
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if and only if 

(k = 0, . . . . m) (2.31) 

and 

jfo (-a)‘qY(a)=O, (2.32) 

where qi,k-j=qy-i)(0)/(k-j)!. 

Proof: Equation (2.8) and the truncated equation 

i t’x(‘)(t) f qjktk = 0 (2.33) 
i=O k=O 

have the same set of m-order solutions (1). Let F(p) be the Laplace 
transform of (1); then the existence of an m-order solution (1) to (2.33) is 
equivalent to the existence of a polynomial solution of degree M to the 
equation 

n m 
;~o(-l)i c (-l)kqjk(piF)(i+k)=O, 

k=O 

(2.34) 

which is obtained by applying the Laplace transformation to (2.33). 
Differentiating (2.34) j times at p = 0 leads to the equation 

. . 
ico(-l)‘i! f (-l)k(r+;+k)q,l;,+j=o 

k=O 

for the coefficients Fk = Fck’(0) = ( -a)k of the distributional solution 
(2.34). Since Fk=O for k>m, we have 

i~o(-l)‘i!~~k(-I)~(i+~.+k)q~Fk+j=O (k = 0, . . . . m) 
j=O 

and make the substitution k + j + m - j to obtain 

Changing m - k to k and putting F,,, -, = ( -a)“-’ yields (2.31). Further- 
more, we substitute (2.30) in (2.8) and get 

409/148/2-IO 
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&(-l)‘i! t’p,(t)6(t-a)=O. 

Expanding [‘pi(t) in the neighborhood of t = a, 

tipi(t)=a’pi(u)+ [u’p;(a)+ iu’-‘p,(u)](t-a)+ . .’ 

and observing that 

i! p,(u)=qj”(u), (t-u)‘d(t-u)=O, j= 1,2, . . . 

produces (2.32). 

COROLLARY 1. Assume that the coefficients qi(t) are polynomials and 
qy)(u) = 0, for j < i. Then differential equation (2.10) admits the solutions 

Fm(P) = f (-4JFlk! 
k=O 

and 

F(p)=ePUP= f (-up)k/k! 
k=O 

tfund only tf hypotheses (2.31) and (2.32) hold true. 

COROLLARY 2. Assume that in the equation 

tq,(t) x’(t) + qo(tb(t) = 0 (2.35) 

qO(t), q,(t) E C”, and ql(u) = 0. Equation (2.35) admits distributional solu- 
tions (2.29) and (2.30) tf and only if 

k-l 

qOk=lm+ l)qlk-apk 1 h?, (k = 0, . . . . m) (2.36) 
J=o 

and 

40(a) = 4(a), (2.37) 

where q = q!“(O)/jr rJ I ., i=O, 1. 

EXAMPLE 3. Consider the differential equation 

t(t+l)x’(t)+qo(t).x(t)=O, (2.38) 
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where qO(t) is a polynomial. For (2.38), we have 

a=-l,q,(~)=t+l,q,,=l,q,,=l,q,,=O, j>,2 

and conditions (2.36) become 

qoo = m + 1, qol = m + 2, qOk = 0, 26k6m. 

Condition (2.37) is qo( - 1) = - 1. Hence, (2.38) has distributional solutions 
(2.25) and (2.28) if and only if 

qo( f ) = n + 1 + (n + 2) f + r,(t), 

where r,(t) is any polynomial of degree greater than n containing a factor 
t + 1 (because r,( - 1) = 0). 

THEOREM 2.8. The equation 

f2x” + 3fX’ - (f2 + v2 - 1)x = 0 (2.39) 

has an m-order distributional solution (1) if and only if v2 = m2. This solution 
is given by the formula 

(2.40) 

whose coefficients coincide with the corresponding coefficients of the 
Chebyshev polynomial T,(f) = cos(marccost). 

Proof. In the case of (2.39), Eq. (2.9) takes the form 

(m+2)(m+l)-3(m+l)-(v2-l)=O, 

that is, v2 = m*, which implies that this condition is necessary and sufficient 
for the existence of an m-order solution (1) to (2.39). Substituting (1) in 
(2.39) gives 

kco C(k+2W+ I)-3(k+ l)-v2+ 11 xk#k’(t) 

m-2 

- c (k+2)(k+l)x,+,6”‘)(f)=O, 
k=O 

that is, 

k~o(k2-“2)x~~‘k’(1)-~~2(k+2)(k+1)xk+2~~k’(+~. 
k=O 
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Therefore, 

( m2 - v2) x, = 0, [(m - 1)2 - v’] x,_, = 0, 

(k2-vz)Xk=(k+l)(k+2)Xkf2, k = 0, . . . . m - 2. 

If v2 = m2, we choose x, # 0 and from the relations 

(m”-k’)F,= -Fkc2, k = m - 2, m - 4, . . . . m - 2j 

F,=k!x, 
find 

x m-2,= 

(-l)‘m(m-j-l)!x,. 
4’j! (m - 2j)! 

(2.41) 

The constant x, can be selected so that the coefficients .x,,-~~ of the 
distributional solution x(t) coincide with the corresponding coefficients of 
T,(t). Indeed, if m is even, we take 2j= m and get 

x0=2’Pm(-l)m’2X,. 

On the other hand, 

hence 
x0 = T,(O) = ( - 1 p2, 

x,=27 

and substituting this value in (2.41) yields the coefficients of (2.40). 
They are identical to the coefficients of r,(t) because applying the Laplace 
transformation to (2.39) produces the differential equation 

(p2-i)F”+pF’-m2F=0 

for the Chebyshev polynomials. In the case of odd m, the same result 
follows by employing the derivative T;(O). Furthermore, there exist 
constants c0 and ci such that the equation 

t2x”+3tx’- (t*+m’- l)x=c,+c, t 

has a rational solution 
m [m/21 (m-k-l)! 2 

-+)=y 1 
m-2k. 

k=O 0 k!t t 

THEOREM 2.9. Bessel’s equation of imaginary argument 

t2X”+tX’-[Ct*+(v+1)2]X=0 (2.42) 
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has an m-order distributional solution (1) if and only if (v + 1)2 = (m f 1)2 
This solution is given by the formula 

x(t)= c 
Cm’2’ (-ilk trnek)! 2m-2kg(m-2k)(t) 

k! (m-Zk)! 3 
k=O 

(2.43) 

whose coefficients coincide with the corresponding coefficients of the 
Chebyshev polynomials of the second kind U,,,(t). 

Proof: Substituting (1) in (2.42) yields the relations 

[(m + 1)2 - (v + l)‘] x, = 0, [m2-(v+1)2]x,-1=0, 

[(k+1)2-(V+1)2]Xk=(k+l)(k+2)Xk+2, k = 0, . . . . m - 2. 

If(v+1)2=(m+1)2,wetakex,#Oandtind 

X 
(-l)“(m-k)! 

m-2k= 4kk! (m _ 2k)! ‘,’ (2.44) 

The differential equation 

(p’-l)F”+3pF’-v(v+2)F=O 

for the polynomials U,(p) is the Laplace-transformed relation of (2.42). 
These polynomials are generated by the expansion [19]. 

1 
= f Um(t)xrn, 

1 -2tx+x2 m=O 

hence, U,(O) = (- l)m/2, for even m. Putting k = m/2 in (2.44) gives 

Xo=(-l)m~*2-mxm=(-l)m12, 

whence x, = 2”. This value, together with (2.44), completely determines 
the,coefftcients of solution (2.43). Also, there exist constants co and c, such 
that the equation 

has a rational solution 
[m/*1 (m-k)! 2 m-*k 

x(t)= 1 - - 
k=O 0 k!t t ’ 

THEOREM 2.10. The equation 

t2xn + 2( 1 - y) tx’ - [t2 f 2y + v(v + 2y + 1 )] x = 0 (2.45) 
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has an m-order distributional solution (1) if and only if 

v(v+2y+l)=m(m+2y+l). (2.46) 

This solution is given by the formula 

Cm’21 (-l)k2m-2kI(m+A-k) 
x(t)= c k! (m - 2k)! I(A) 

6(“-2k)(t), (2.47) 
k=O 

whose coefficients coincide with the corresponding coefficients of the 
Gegenbauer polynomial Ci (t), where r denotes the gamma function and 

A=y+$>O. (2.48) 

Proof Substituting (1) in (2.45) gives 

(m-v)(m+v+2y+l)x,=O, (m-l-v)(m+v+2y)x,-,=O, 

(V-k)(k+V+2y+l)I;k= -Fk+*, Fk=k!xk, k = 0, . . . . m - 2. 

If (2.46) holds true, we can take x, #O and find all xk (k cm) from the 
equations 

2(2m+2&2)F,,-,= -F,,,, 4(2m+2&4)F,-,= -Fme2, 

whence 
“‘) 2k(2m+2E,-2k) F,,_2k= -FmeZk+*, 

(-l)“m!r(m+A-k) 
Xm-2k= 4kk! (m-2k)! r(m+l)X”’ 

where 2 is defined by (2.48). Again, we can normalize x, so that the coef- 
ficients x,,, _ 2k coincide with the coefficients of the Gegenbauer polynomials 
CL(t) generated by the expansion [ 191 

(1-2tx+x’)-“= f c;(t).?, 
m=O 

Differentiating with respect to t gives 
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and 

Repeatedly applying this procedure yields the equation 

d’p. 2=2Jr(n+j) p.+i, 

dt’ r(k) !?-I’ 

and since CG = 1, we obtain 

dmc?. 
,=2”I’(m+4 

dt” r(n) . 

Therefore, we set 

x =2”r(m+4 m m! r(n) 

and write the distributional solution in form (2.47), whose coefficients 
really coincide with the coefficients of C;(t), because applying the Laplace 
transformation to (2.45) leads to the differential equation 

(~~-1)F”+2(1+y)pF’-v(v+2y+l)F=O (2.49) 

for the Gegenbauer polynomials. It remains to note that (2.49) generalizes 
Chebyshev’s equations of the first and second kind, which follow for 
y = - 4 and y = 4, respectively. If y = 0, we get Legendre’s equation. 

Theorems 2.4-2.10 show, in particular, that the study of polynomial 
solutions to some important classes of linear ODE with several singular 
points can be reduced to a technically easier task (which is important also 
in its own right) of exploring distributional solutions (1) of Eq. (2.8) with 
the only singular point t = 0. This approach will be extended later to the 
study of analytic solutions of linear ODE and FDE. 

Theorem 2.1 opens an easy way of constructing examples of linear ODE 
having finite-order distributional solutions. Indeed, take a linear ODE with 
constant coefficients 

(D -k,)(l) - k,)...(L) -k,) y(s) = 0, 

where some of the numbers ki are negative integers and D = d/ds, and make 
the substitutions es = t, y(s) = x(t). Then. Euler’s equation 

(t$-k,)(t;-k+(t-$k,,)x(t)=O 



410 WIENERANDCOOKE 

has a rational solution (2.2) and, hence, admits also a finite-order distribu- 
tional solution. 

It has been proved in Theorem 2.1 that the existence of a rational solu- 
tion (2.2) to Eq. (2.1) implies the existence of a distributional solution (1). 
A question arises: when is the converse true? In other words, when is 
q(t) = 0 identically in (2.3)? 

THEOREM 2.11. Zf Eq. (2. I ) with polynomial coefficients qi( t) admits a 
distributional solution (1) of order m and if 

degqi(t)6n-i, i = 0, . . . . n (2.50) 

then it also has a rational solution (2.2). 

Proof: The Laplace transform Q’(p) of solution (1) to (2.1) satisfies 
Eq. (2.4). Setting p > 0 and applying the right-sided Laplace transformation 
to (2.4) yields Eq. (2.6), with q(s) = 0 identically. Indeed, by virtue of 
(2.50), the order of the differential operator qi( -d/dp) in (2.4) does not 
exceed n - i. Hence, the function p”-’ F(;(p) and all its derivatives of orders 
up to and including deg qi - 1 equal zero at p = 0. 

EXAMPLE 4. The equation 

t*x”’ + (at - 6) x’ + ax = 0, a = const 

admits a distributional solution x=&t) and satisfies (2.50). Hence, it has 
also a rational solution x = t-‘. The equation 

tx”+(t+3)x’+x=O 

admits a distributional solution x = s(t) + s’(t) and also a rational solution 
x=t-‘-t-2 

Remark. The conditions of Theorem 2.11 are sufficient but not 
necessary for the existence of a rational solution to Eq. (2.1). Thus, it has 
been shown above that the equation 

(t2+t)x’+(t+m+ 1)x=0 

admits a rational solution (2.2) but does not satisfy (2.50). 
The class of equations 

lx(“)(t)+ ,f ai(t)x(“-‘)(t)=O, aiEC”+“-’ 
i= 1 

(2.51) 

has been studied in [7] and a theorem proved that (2.51) has a distribu- 
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tional solution of order m if and only if a,(O) = m + PI and there exists a 
non-zero solution to the system 

(a,(O)k!-(k+l)!)x,+,-. 

fW+fl min(j.n) 

+ c Xk+j-n 
j=2 

,c, (- lFi 

xuj’-‘)(O)(k+j-i)!=O (k = 0, . . . . m+n- 1). 

Since the verification of this condition is often difficult, we consider the 
particular case 

ice (a,t + bi) x’“-“(t) = 0, (2.52) 

which admits simple methods of study and yet remains sufficiently impor- 
tant. 

THEOREM 2.12. Equation (2.52) with constant coefficients ai, b,, and 
a, = 1, b0 = 0 has a finite-order distributional solution if and only tf aii poles 
pi of the function 

R(p)= ‘$ (bjp-(n-i)ai)p’-i-l/i uipn-’ 
I=0 I i-0 

are distinct, all residues 

ri= res R(p) 
P = PC 

are non-negative integers, and the residues of the complex conjugate poles are 
equal. The solution is given by the formula 

x=C fi (d/dt-p,)“&t), C = const (2.53) 
i=o 

and its order is 

m = i ri. 
i=O 

If a, = 0, there exists also a solution 

x=C fi (d/dt-p,)‘lt-‘. 
i=o 

(2.54) 
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ProoJ: Equation (2.52) has a finite-order solution if and only if the 
equation 

F’(P) = NPMP) (2.55) 

obtained by applying the Laplace transformation to (2.52) admits a poly- 
nomial solution. Hence, the integral of R(p) must contain only logarithms 
of non-negative integer powers of real linear factors or irreducible quad- 
ratic trinomials, which is ensured by the conditions of the theorem. 
Furthermore, (2.53) follows directly from 

(In F)’ = i r,(p - pi)-‘. 
i=l 

(2.56) 

Applying the Laplace transformation to (2.55), with p > 0, and taking into 
account a, = 0, we get the relation 

which can be reduced to (2.52) by the substitution s = -t. Since L[S] = 1 
and L[l ] = SC’, expression (2.54) is a solution of (2.52). 

Remark. If a,, # 0, there exists a constant c0 such that (2.54) is a solu- 
tion of the equation 

i (a,t+bi)x+“(t)=c, 
i=O 

COROLLARY. The confluent hypergeometric equation 

tx”+(b-t)x’-ax=0 (2.57) 

has a finite-order solution iff a and b are positive integers and b 2 a + 1. The 
solution is given by the formula [6] 

x= Cd,-‘/df-‘(d/dt- l)bP”P1 d(t) (2.58) 

and its order is m = b - 2. There exists also a solution 

x=Cd”-‘/dt”-‘(djdt- l)hP”P’ t-l. 

EXAMPLE 5. The equation [20] 

tx” + ax’ + btx = 0, b#O 
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has a finite-order solution iff the coefficient a is a positive even integer. This 
solution is given by the formula 

x=C(d2/dt2+b)‘“-2”26(t) 

and its order is m = a - 2. There exists a constant c0 such that 

xc C(d2/&2+b)+2)/2 t-’ 

is a solution to 

tx” + ax’ + btx = cO. 

EXAMPLE 6. The equation [20] 

tx”’ + (a + b) x” - tx’ - ax = 0 

has a distributional solution iff a is a positive integer and b is even positive. 
This solution is given by the formula 

x= Cd“-‘/dt”-‘(d2/dt2- l)b’2-1 s(t) 

and its order is m = a + b - 3. There exists also a solution 

x=Cd”-‘ldt”-‘(d2/dt2- l)b/z-l t-l. 

EXAMPLE 7. The equation [20] 

tx”‘-(t+a)x”-(t-a-l)x’+(t-1)x=0 

has a distributional solution iff a is a negative integer, a < -3. This 
solution is given by the formula 

x=C(d2,‘dt2-1)-(a+3)‘28(t) 

and its order is m = -a - 3. There exists also a solution 

x=C(d2/dt2- l)--(‘~+~)/~ t-'. 

THEOREM 2.13. Equation (2.52) has a polynomial solution of degree m if 
and only if the following conditions hold true: 

(i) a;=O, i=n,n-l,..., n-N; an-N-I#O 

(ii) bi=O, i=n,n- 1, . . . . n-N+ 1 
(iii) b,,-N/un--NPI= -(m-N), 

for an integer N such that 0 < N ,( min(m, n - 1). 
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Proof: Equation (2.52) written in terms of the variables p and F is the 
Laplace-transformed relation of 

( ,$O(-l)n-%zirn-; x’(t) 
> 

+ i (-l)“-i(a;(n--)+bil)t”-‘-l 
( 

x(t) = 0. (2.59) 
i=o 

Hence, (2.52) has a polynomial solution of degree m if and only if (2.59) 
admits an m-order distributional solution (1). If a, # 0, then t = 0 is a 
regular point of Eq. (2.59), and in this case (2.59) has no singular distribu- 
tional solution. Therefore, the condition a, = 0 is necessary for the existence 
of a solution (1) to (2.59). Assuming a, = 0, we write (2.59) as 

n-l 
c (-l)ia,t”-‘-1 x’(r) 

i=O > 

( 
n-l 

+ c (-l)iui(n-i)t”-‘-’ + i (-l)ibJ- x(t)=O, 
r=O i=O ) 

which is of form (2.8). Now, assume that (2.59) admits a distributional 
solution (1) of order m. If u, _, # 0, then according to (2.9), we have 

(-l)“-’ a,_,+(-l)“b,-(-l)“P’(m+l)a,_,=O, 

that is, 

b,= -mu,_,. 

If a,+, = 0 and a, ~ 2 # 0, then (2.59) takes the form 

n-2 

t2 ,zo (- l)i uitn+2 
(. 

n-2 

c (-l)~u,(n-i)t”-‘-2 

i=o 

and since t’x’ and tx are both distributions of order m - 1, we conclude 
that b, = 0. Therefore, 

( 
n-2 

t2 1 (-l)ia$-‘-2 x’(t) 
i=O > 

n-2 n-1 

1 (-l)iui(n-i)t”-‘-2+ c (-l)ibif-‘-’ x(t)=O, 

,=O i=O > 
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and the substitution y = tx changes this equation to 
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( 

n-2 n-l 

+ 1 (-l)iai(n---l) t--2+ 1 (-l)qL$+-’ y(t)=& 

i-0 I=0 ) 

which is of form (2.8). Since x(t) is an m-order distribution, y(t) is of order 
m - 1. Hence, by virtue of (2.9), we have 

(-l)n-2a,2-, +(-l)n-1b,_I-(-1)“-2ma,,_,=0, 

that is, 

bn--l= -(m-l)a,-,. 

Assuming 

implies 

aj=o, i=n,n-l,...,n-N; an-N-l #O 

and 

b,=O, i=n,n-l,...,n-N+l 

n-N-1 
t N+l 

( 
C (-l)fajt--N-l x’(t) 

i=O ) 

( 

n-N-1 n--N 

+ tN jTo (-lYa,(n-ii)t n-i-N-1 + 1 (-l);b,tn-i-N x(t)=o. 
I=0 

The substitution y = tNx reduces this equation to 

n-N-1 

t 1 (-l)iait”-‘-N-l y’(t) 

I=0 > 
n-N-1 

+ 1 (-l)iai(n-i-N)f-i-N-’ 
i=O 

n--N 

+ C (-l)ibit”-‘-N y(t)=O, 
,=O > 

and since y(t) is a distribution of order m - N, we obtain, by virtue of (2.9), 

(-l)“-N-‘a,_,_,+(-l)“-Nb,~N 

-(-l)“~N~‘(m-N+l)a,~N~,=O 
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or 

b n-N= -(m-N)a,-N-1. (2.60) 

This proves the conditions of the theorem are necessary. They are also 
sufficient because hypothesis (iii) ensures that Eq. (2.60), which represents 
relation (2.9) for (2.52), has a unique (hence, the smallest) non-negative 
integer solution m. 

THEOREM 2.14. The differential equation 

(1 -p’)P”(p)+ [/Gcr-(a+/I+2)p] F’(p)+yF(p)=O, (2.61) 

where y is a parameter, has a polynomial solution if and only if y is of the 
form 

y=m(m+cc+B+ l), m = 0, 1, 2, . . . . (2.62) 

Proof Equation (2.61) is the Laplace-transformed relation of 

t’x”-(a+p-2)tx’-[t*+(CI-j?)t+(a+~+y)]x=0. 

This equation is of type (2.8), and it admits a finite-order distributional 
solution (1) if and only if the corresponding Eq. (2.9), 

(m+2)(m+l)-(2-a-P)(m+l)-(a+P+Y)=O, 

that is, 
m(m+a+/?+l)-y=O, 

has a non-zero integer root m. This is so if y is chosen according to (2.62). 
A classical proof of this theorem, without the use of distributions, may be 
found in [19]. Equation (2.61), with y defined by (2.62), is the differential 
equation for the Jacobi polynomials. 

THEOREM 2.15. The hypergeometric equation 

PC1 -PI F”(P) + CY - (a + B + 1) PI F’(P) - 4mP) = 0 (2.63) 

has a polynomial solution of degree m if and only if 

a= -m or /3=-m. 

This solution is given by the formula 

F(a, /I, y; p) = f @!&% pk, 
k=o (?)kk! 

(2.64) 
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where 

(A)* = 1, (/I),=r(A+k)/r(A)=A(A+l)...(A+k-1). 

Proof. Equation (2.63) is the Laplace-transformed relation of 

Px”- [t+(C(+fi-3)-J tx’+ [(Y-2)t+(orS+ 1 -a-8)3 x=0. (2.65) 

Substituting (1) in (2.65) gives 

m-1 

k;. C(k + a)@ + P) x,-P+ l)(k+y)x,+,l 6’k’(t) 

+ (m + a)(m + p) x, P)(t) = 0, 

whence 

(m+a)(m+fl)x,=O, 

(k+a)(k+B)x,-(k+l)(k+y)x,+,=O, k = 0, . . . . m - 1. 

The condition (m +a)(m + j?)=O enables us to choose X,=(N),(P),/ 
(y),m! and to find the coefficients of (2.64). The substitution p = 1 - 2s in 
(2.61) changes the Jacobi equation to the hypergeometric equation 

~(1-~)F”(s)+[a+1-(a+~+2)s]F’(s)+m(m+~+~+1)F(s)=O 

and leads to the important formula [ 19 3 for the Jacobi polynomials 

normalized by the condition 

pyy 1) = m+a 
( > m ’ 

THEOREM 2.16. The hypergeometric equation (2.63) has a distributional 
solution (1) of order m if and only zf 

(i) y=m+2 and 
(ii) CL or p is an integerj= 1, . . . . m+ 1. 

This solution written in terms of the variables t and x is given by the formula 

@‘( t)/I’(k + 2 - j?), (2.66) 
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where CI is either the single integer or the greater of the two integers satisfy- 
ing (ii). 

Proof: Substituting (1) in Eq. (2.63) written in terms of t and x leads to 
the relations 

(m+2-y)x,=O, 

(k+ 1 -cc)@+ 1 -P)xk=(m+ 1 -k)x,-,, k = 0, . . . . m;x-,=O. 

(2.67) 

Since x, # 0, hypothesis (i) is a necessary condition for the existence of an 
m-order solution (1) to (2.63). The equation for x0 is 

(1 -a)(1 -/?)x()=O, 

and if CI # 1, /?# 1, then x,=0. Furthermore, if (ii) is not satisfied, (2.67) 
implies that xk = 0, for all k = 0, . . . . m. On the other hand, if c1 is an integer 
such that 16 CI <m + 1 and a is not, then 

x,=0, k = 0, . . . . CI - 2 

and 

l.(cr+l-/?)x,=(m+l-a)x,-,, 

~.(cx+~-/?)x,+, = Cm-a)x,, 

. . 

j.(a+j-fi)~,+~-, = (m-a-j+2)xr+,-, (Odj<m+ l-cc). 

Multiplying these relations yields (2.66), with the exactness to a constant 
factor, and this result remains valid also when both tl and /I? are integers 
such that 1 <a, P<m+ 1, IX>/?. 

COROLLARY. Under conditions of Theorem 2.16, the hypergeometric 
equation has a rational solution 

x(t)= 2 (-l)k k=cr-, (m,:‘;‘)k! t-“-‘/T(k+2-fl). 

THEOREM 2.17. The hypergeometric equation (2.63) written in terms of t 
and x has a distributional solution of order m with support t = 1 if and only 
if 

(i) cc+/?--y=m+l and 

(ii) crorj?isanintegerj=l,...,m+l. 
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This solution is given by the formula 

x(t)= t (-1)” k=~--l (mm+~;a)~(*)(t- l)lW+2-B, (2.68) 

where a is either the single integer or the greater of the two integers satis- 
fying (ii). 

Proof: The substitutions p = I- t, F(p) =x(t) change (2.63) to the 
hypergeometric equation 

t(l-t)x”(t)+[(a+fl-y+l)-(a+/?+l)t]x’(t)-aflx(t)=O, 

and it remains to apply Theorem 2.16 to the latter equation. Formula 
(2.68) follows from (2.66) and from the equality 

P’( 1 - t) = ( - l)k P’(t - 1). 

Under conditions (i) and (ii), there exists also a solution 

k! (t- 1)“-‘/T&+2-p). (2.69) 

EXAMPLE 8. For the equation [ 111 

t(l-t)x”+(l-3t)x’-x=0, 

with a = fl = y = 1, the condition a + j3 - y = m + 1 implies m = 0. Hence, 
there exist a distributional solution x(t) = k?(t - 1) and a rational solution 
x(r)= (t- 1))‘. For the equation [11] 

t(l-t)x”+(l-5t)x’-4x=0, 

with a=fl= 2, y = 1, the same condition implies m = 2. Formula (2.68) 
yields the distributional solution x(t) = d’(t - 1) - d”(t - I), and (2.69) 
provides the rational solution 

It has been indicated above that applying the Laplace transformation to 
first- and second-order equations of type (2.8), whose coefficients are such 
that (2.9) admits a non-negative integer root, generates the most important 
linear ODE for orthogonal polynomials. New classes of linear ODE with 
polynomial solutions may be produced by applying the Laplace transfor- 
mation to higher-order equations (2.8), in particular, to 

i t’(ait + bi) x”‘(f) = 0 
i=O 

409/148/Z-11 
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Lgo t$z,t* + bi) x(‘)(t) = 0. 

This approach is based on Theorem 2.3. Of course, the parameters ai, 6, 
should be selected in such a way that Eq. (2.9) has a non-negative integer 
root. This condition is very easy to satisfy. Indeed, it suffices to consider 
the non-negative integer m and all coefficients of (2.9), except one, as given 
numbers, and to find this unknown coefficient. For instance, recently 
W. N. Everitt and L. L. Littlejohn [21] have studied the Legendre-type 
polynomials that satisfy the fourth-order equation 

(~2-1)2F(4)+8p(~Z-1)F(3)+(4tl+12)(p2-1)F~+8~F’+~F=0, 
(2.70) 

which is the Laplace-transformed relation of 

t4xc4) + 8t3xC3’ + 2[(2a + 6) - t2] t2x” + 8(a - t2) tx’ + (p - t*) x = 0. 

Simplifying the corresponding equation (2.9) 

(m + 4)! - 8(m + 3)! + (4~ + 12)(m + 2)! - Scr(m + l)! + pm! = 0 

yields the criterion 

/3= -m(m+ l)(m2+m+4a-2) 

for the existence of a polynomial solution of degree m to (2.70). 
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