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Abstract
Coexistence states for a class of systems of mutualist species are obtained via bifurcation theory and monotone techniques.
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1. Introduction

We investigate the coexistence states for the systems of mutualist species

\[-\Delta u = \lambda u + af(u) + buv, \quad x \in \Omega,\]
\[-\Delta v = \mu v + dg(v) + cuv, \quad x \in \Omega,\]
\[u = v = 0, \quad x \in \partial \Omega,\]

(1.1)

where \(\lambda, \mu \in \mathbb{R}\) are bifurcation parameters, \(a > 0, b > 0, c > 0, d > 0\) are constants, \(f, g \in C^1([0, \infty))\) satisfy the following conditions:
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(G1) \( f(s), g(s) > 0 \) for \( s > 0 \), \( f(0) = g(0) = 0 \), \( f'(0) > 0 \), \( g'(0) > 0 \),
\[ \lim_{s \to \infty} \frac{f(s)}{s} = \lim_{s \to \infty} \frac{g(s)}{s} = 0; \]
(G2) \( (f(s)/s)' < 0 \), \( (g(s)/s)' < 0 \) for \( s \in (0, \infty) \).

In the rest of this paper we always assume that \( f \) and \( g \) satisfy (G1) and (G2).

A typical example of \( f \) and \( g \) is
\[ f(s) = se^{-s}, \quad g(s) = se^{-2s}. \]

We say \((u, v)\) a positive solution of (1.1) if \((u, v) \in C^1_0(\bar{\Omega}) \times C^1_0(\bar{\Omega})\) satisfies (1.1) in the weak sense with \( u > 0 \), \( v > 0 \) in \( \Omega \).

(1.1) models the stationary case of the situation of two species co-existing in \( \Omega \), where \( \Omega \) is the inhabiting region, \( u(x) \) and \( v(x) \) are the densities of each of the species, \( a \) and \( d \) describe the limiting effects of crowding in each population, \( b \) and \( c \) are the supporting rates between the species. In this model we are assuming that \( \Omega \) is fully surrounded by inhospitable areas, because both population densities are subject to homogeneous Dirichlet boundary conditions. Such kind of systems was studied extensively by many authors, see, for example, [2,3,5–14,17] and the references therein. They were interested in the existence and multiplicity of positive solutions, i.e., \((u, v) \in C^1_0(\bar{\Omega}) \times C^1_0(\bar{\Omega})\) with \( u > 0 \) and \( v > 0 \) in \( \Omega \).

Without loss of generality we assume
\[ a = d = 1 \]
and then (1.1) changes to the form
\[ -\Delta u = \lambda u + f(u) + buv, \quad x \in \Omega, \]
\[ -\Delta v = \mu v + g(v) + cvu, \quad x \in \Omega, \]
\[ u = v = 0, \quad x \in \partial \Omega. \]  \hspace{1cm} (1.2)

We will study the existence, stability, and multiplicity of non-negative solutions \((u, v)\) of (1.2). Thanks to the strong maximum principle, if \((u, v) \in C^1_0(\bar{\Omega}) \times C^1_0(\bar{\Omega})\) is a non-negative solution of (1.2) with \( u \neq 0 \) (respectively \( v \neq 0 \)), then \( u \) (respectively \( v \)) is strongly positive in the sense of Section 2. Therefore, (1.2) admits three types of non-negative component-wise solutions: the trivial one, \((0, 0)\); those with one component positive and the other zero, \((u, 0)\) or \((0, v)\), the semi-trivial positive solutions; and those with both components positive, the coexistence states.

2. Preliminaries

In this section we obtain some results which will be useful in the following.

Let \( E = L^\infty(\Omega) \) and \( F = C^1_0(\bar{\Omega}) \). We consider the spaces \( E \) and \( F \) as being ordered by the usual cones of non-negative functions \( P_E \) and \( P_F \). Clearly \( u \in \text{int} \ P_F \) if \( u > 0 \) in \( \Omega \) and \( \partial u / \partial n < 0 \) on \( \partial \Omega \), where \( n \) is the outward normal vector of \( \partial \Omega \); we will write \( u \gg 0 \) in this case and call \( u \) strongly positive.
Let $q \in L^\infty(\Omega)$. The linear eigenvalue problem
\begin{equation}
-\Delta u + qu = \lambda u \quad \text{in } \Omega, \quad u = 0 \quad \text{on } \partial \Omega
\end{equation}
has an infinite sequence of eigenvalues, which are bounded below. We denote the lowest eigenvalue of (2.1) by $\lambda_1^\Omega(q)$. It is well known that $\lambda_1^\Omega(q)$ is a simple eigenvalue and that the corresponding eigenfunction $\phi(q)$ does not change sign on $\Omega$. In the following, we assume $\phi(q) > 0$ in $\Omega$ and $\|\phi(q)\|_\infty = 1$. The following lemma is well-known.

**Lemma 2.1.**

(i) Monotonicity with respect to the potential: let $q_1, q_2 \in L^\infty(\Omega)$ such that $q_1 \leq q_2$ on a set of positive measure. Then
\begin{equation}
\lambda_1^\Omega(q_1) < \lambda_1^\Omega(q_2).
\end{equation}

(ii) Continuity with respect to the potential: if $q_n \in L^\infty(\Omega)$, $n \geq 1$, is a sequence of potentials such that
\[
\lim_{n \to \infty} \|q_n - q\|_\infty = 0,
\]
then
\[
\lim_{n \to \infty} \lambda_1^\Omega(q_n) = \lambda_1^\Omega(q).
\]

(iii) If $\Omega_1$ is a proper subdomain of $\Omega$ with $\partial \Omega_1$ of class $C^2$, then
\begin{equation}
\lambda_1^{\Omega_1}(q) > \lambda_1^\Omega(q).
\end{equation}

Consider now the nonlinear eigenvalue problem
\begin{equation}
-\Delta w + qw = \gamma w + f(w) \quad \text{in } \Omega, \quad w = 0 \quad \text{on } \partial \Omega.
\end{equation}

**Theorem 2.2.** Problem (2.4)$\gamma$ has a positive solution in $C^1_0(\bar{\Omega})$ if and only if $\Gamma_{[q, f]} < \gamma < \lambda_1^\Omega(q)$, where
\begin{equation}
\Gamma_{[q, f]} = \lambda_1^\Omega(q) - f'(0).
\end{equation}
Moreover, for each $\Gamma_{[q, f]} < \gamma < \lambda_1^\Omega(q)$, (2.4)$\gamma$ has a unique positive solution $\theta_{[\gamma, q, f]}$, the map $\gamma \mapsto \theta_{[\gamma, q, f]}$ from $(\Gamma_{[q, f]}, \lambda_1^\Omega(q))$ to $C^1_0(\bar{\Omega})$ is strongly increasing (i.e., $\theta_{[\gamma_1, q, f]} \gg \theta_{[\gamma_2, q, f]}$ if $\gamma_1 > \gamma_2$) and continuous. Furthermore, we have
\begin{equation}
\lim_{\gamma \downarrow \Gamma_{[q, f]}} \theta_{[\gamma, q, f]} = 0 \quad \text{uniformly in } \Omega.
\end{equation}

**Proof.** Writing $f(u)$ in the form $uf(u)/u$ and using the condition $(G_2)$, we obtain the proof of the first part of this theorem from [16, Theorem 1.1] or [15, Lemma 2].

The fact that
\[
\lim_{\gamma \downarrow \Gamma_{[q, f]}} \theta_{[\gamma, q, f]} = 0 \quad \text{uniformly in } \bar{\Omega}
\]
Lemma 2.4. \( \alpha(\phi(q)) \) then 

\[ (\text{can be easily seen from the non-existence of positive solution of (2.4)}_\gamma \text{ with } \gamma = \Gamma_{[q,f]}). \]

The fact that \( \gamma \mapsto \theta_{[y,q,f]} \) is strongly increasing and continuous follows from the sub- and supersolution argument together with the strong maximum principle. \( \square \)

The following result provides us with the behavior of \( \theta_{[y,q,f]} \) as \( \gamma \uparrow \lambda_1^{\Omega}(q) \).

**Theorem 2.3.** Let \( \mathcal{F}(s) = f(s)/s \). The following inequality holds:

\[ \theta_{[y,q,f]} \geq \mathcal{F}^{-1}(\lambda_1^{\Omega}(q) - \gamma)\phi(q) \quad \text{in } \Omega, \quad (2.7) \]

for \( \Gamma_{[q,f]} < \gamma < \lambda_1^{\Omega}(q) \).

**Proof.** We know from \((G_2)\) that \( \mathcal{F} \) is a strictly decreasing function on \((0, \infty)\). For \( \gamma \in (\Gamma_{[q,f]}, \lambda_1^{\Omega}(q)) \), we show that \( \mathcal{F}^{-1}(\lambda_1^{\Omega}(q) - \gamma)\phi(q) \) is a subsolution of \((2.4)_{\gamma} \). Indeed, for any \( \alpha > 0 \), if

\[ \lambda_1^{\Omega}(q) - \gamma \leq \mathcal{F}(\alpha \phi(q)), \quad (2.8) \]

then \( \alpha \phi(q) \) is a subsolution of \((2.4)_{\gamma} \). Now we choose

\[ \alpha = \mathcal{F}^{-1}(\lambda_1^{\Omega}(q) - \gamma). \]

It follows from the monotonicity of the function \( \mathcal{F} \) that \((2.8) \) holds. Thus, the uniqueness of \( \theta_{[y,q,f]} \) implies

\[ \theta_{[y,q,f]} \geq \mathcal{F}^{-1}(\lambda_1^{\Omega}(q) - \gamma)\phi(q) \quad \text{in } \Omega. \]

Since \( \lim_{s \to 0^+} \mathcal{F}^{-1}(s) = \infty \), we have

\[ \lim_{\gamma \uparrow \lambda_1^{\Omega}(q)} \mathcal{F}^{-1}(\lambda_1^{\Omega}(q) - \gamma) = \infty. \quad \square \]

**Lemma 2.4.**

(i) If \( \gamma \leq \Gamma_{[q,f]} \), then \((2.4)_{\gamma} \) does not admit a positive subsolution and, if \( \gamma \geq \lambda_1^{\Omega}(q) \), then \((2.4)_{\gamma} \) does not admit a positive supersolution.

(ii) If \( \gamma \in (\Gamma_{[q,f]}, \lambda_1^{\Omega}(q)) \) and \( \tilde{u} \in C^1(\Omega) \) is a positive strict supersolution of \((2.4)_{\gamma} \), then \( \tilde{u} \gg \theta_{[y,q,f]} \).

(iii) Similarly, if \( \gamma \in (\Gamma_{[q,f]}, \lambda_1^{\Omega}(q)) \) and \( \bar{w} \in C^1(\Omega) \) is a positive strict subsolution of \((2.4)_{\gamma} \), then \( \theta_{[y,q,f]} \gg \bar{w} \).

**Proof.** (i) Suppose that \( \gamma \leq \Gamma_{[q,f]} \) and that \((2.4)_{\gamma} \) possesses a positive subsolution \( \zeta^0 \). Then, \( \theta_{[y^0,q,f]} \) with \( \Gamma_{[q,f]} < \gamma^0 < \lambda_1^{\Omega}(q) \) and near \( \lambda_1^{\Omega}(q) \) is a positive supersolution of \((2.4)_{\gamma} \). By \((2.7) \), we see \( \zeta^0 < \theta_{[y^0,q,f]} \) in \( \Omega \). Therefore, \((2.4)_{\gamma} \) has a positive solution. This contradicts Theorem 2.2. Suppose that \( \gamma \geq \lambda_1^{\Omega}(q) \) and that \((2.4)_{\gamma} \) possesses a positive supersolution \( \zeta^1 \). Then \( \theta_{[y^1,q,f]} \) with \( \Gamma_{[q,f]} < \gamma^1 < \lambda_1^{\Omega}(q) \) and near \( \lambda_1^{\Omega}(q) \) is a positive subsolution of \((2.4)_{\gamma} \) and \( \theta_{[y^1,q,f]} < \zeta^1 \) in \( \Omega \). Therefore, \((2.4)_{\gamma} \) has a positive solution. This contradicts Theorem 2.2.
(ii) Assume $I_{[q,f]} < \gamma < \lambda_1^\Omega(q)$. Then there exists $\varepsilon_\gamma > 0$ such that for $0 < \varepsilon < \varepsilon_\gamma$,

$$f'(0) \leq \frac{f(\varepsilon \phi(q))}{\varepsilon \phi(q)} + \frac{1}{2}(\gamma - I_{[q,f]}).$$

Thus,

$$\Delta (\varepsilon \phi(q)) + q(\varepsilon \phi(q)) = (I_{[q,f]} + f'(0))(\varepsilon \phi(q))$$

$$\leq \frac{1}{2}(\gamma + I_{[q,f]})(\varepsilon \phi(q)) + f(\varepsilon \phi(q))$$

$$< \gamma (\varepsilon \phi(q)) + f(\varepsilon \phi(q)).$$

This implies that $\varepsilon \phi(q)$ with $0 < \varepsilon < \varepsilon_\gamma$ is a subsolution to (2.4)$_\gamma$. Thus (2.4)$_\gamma$ has a positive solution $w$ between $\varepsilon \phi(q)$ and $\bar{w}$. The uniqueness of $\theta_{[\gamma,q,f]}$ implies that $w \equiv \theta_{[\gamma,q,f]}$ in $\Omega$. The fact that $\bar{w} \gg \gamma,q,f$ can be obtained from the strong maximum principle.

(iii) We first construct a supersolution of (2.4)$_\gamma$. Since $\lim_{s \to \infty} f(s)/s = 0$, for a fixed $0 < \delta < \frac{1}{2}(\lambda_1^\Omega(q) - \gamma)$ there exists $S = S(\delta) > 0$ such that $f(s) \leq \delta s$ for $s > S$. Setting $M = \max_{0 \leq s \leq S} f(s)$ (note that $M$ depends on $\delta$) and considering the problem

$$-\Delta y + qy = \gamma y + M \quad \text{in} \quad \Omega, \quad y = 0 \quad \text{on} \quad \partial \Omega,$$

we easily know that (2.9) has a unique solution $y_M$ which is the global minimizer of the functional

$$J(y) = \frac{1}{2} \int_{\Omega} |\nabla y|^2 \, dx + \frac{1}{2} \int_{\Omega} (q - \gamma) y^2 \, dx - \int_{\Omega} My \, dx$$

in $H^1_0(\Omega)$. Since $|y_M|$ is also a global minimizer, then $y_M \gg 0$. The regularity of $-\Delta$ implies $y_M \in C^2(\Omega)$ and thus the maximum principle implies that $y_M \gg 0$ in $\Omega$. We claim that $W := \phi(q) + y_M$ with $C > 2S$ sufficiently large is a supersolution of (2.4)$_\gamma$. Indeed, for $C > 2S$, there is a subset $\Omega_C \subset \subset \Omega$ such that $W(x) \gg S$ for $x \in \Omega_C$. Therefore, for $x \in \Omega_C$,

$$-\Delta W + qW = \lambda_1^\Omega(q)(\phi(q)) + \gamma y_M + M$$

$$= \gamma W + (\lambda_1^\Omega(q) - \gamma)(\phi(q)) + M$$

$$> \gamma W + f(W),$$

where we are using the fact that we can choose $C$ sufficiently large such that $(\lambda_1^\Omega(q) - \gamma - \delta)(\phi(q)) > \delta y_M$ in $\Omega_C$. For $x \in \Omega \setminus \Omega_C$, we have

$$-\Delta W + qW = \lambda_1^\Omega(q)(\phi(q)) + \gamma y_M + M > \gamma W + f(W).$$

Therefore $W$ is a supersolution of (2.4)$_\gamma$. Choosing $C$ in $W$ sufficiently large, we see $\bar{w} < W$ in $\Omega$. Therefore, there is a positive solution $w$ of (2.4)$_\gamma$ in $(\bar{w}, W)$. The uniqueness of $\theta_{[\gamma,q,f]}$ implies $\theta_{[\gamma,q,f]} \gg \bar{w}$. The fact that $\theta_{[\gamma,q,f]} \gg \bar{w}$ can be obtained from the strong maximum principle. \qed
3. Change of stability of semi-trivial positive solutions

By Theorem 2.2, (1.2) possesses a semi-trivial positive solution of the form \((u, 0)\) if, and only if, \(\Gamma_{[0, \Omega]} < \lambda < \lambda_1^2(0)\). Moreover, in this case the semi-trivial state is \((\theta_{[\lambda, 0, f]}, 0)\). Similarly, (1.2) possesses a semi-trivial positive solution of the form \((0, v)\) if, and only if, \(\Gamma_{[0, \Omega]} < \mu < \lambda_1^2(0)\) and if this is the case, then it is given by \((0, \theta_{[\mu, 0, g]})\). The following result characterizes the linearized stability of each of these semi-trivial states.

**Proposition 3.1.** Assume \(\Gamma_{[0, \Omega]} < \lambda < \lambda_1^2(0)\). Then, \((\theta_{[\lambda, 0, f]}, 0)\) is linearly asymptotically stable if, and only if,

\[
\mu < \lambda_1^2(0) = -c\theta_{[\lambda, 0, f]} - g'(0);
\]

linearly unstable if, and only if,

\[
\mu > \lambda_1^2(0) = -c\theta_{[\lambda, 0, f]} - g'(0);
\]

and linearly neutrally stable if

\[
\mu = \lambda_1^2(0) = -c\theta_{[\lambda, 0, f]} - g'(0).
\]

Similarly, if we assume \(\Gamma_{[0, \Omega]} < \mu < \lambda_1^2(0)\), then \((0, \theta_{[\mu, 0, g]})\) is linearly asymptotically stable if, and only if, \(\lambda < \lambda_1^2(-b\theta_{[\mu, 0, g]} - f'(0))\); linearly unstable if, and only if, \(\lambda < \lambda_1^2(-b\theta_{[\mu, 0, g]} - f'(0))\) and linearly neutrally stable if

\[
\lambda = \lambda_1^2(-b\theta_{[\mu, 0, g]} - f'(0)).
\]

**Proof.** The linearized stability of \((\theta_{[\lambda, 0, f]}, 0)\) is given by the sign of the real parts of the eigenvalues of the linearization of (1.2) at \((\theta_{[\lambda, 0, f]}, 0)\), i.e., by the real parts of the \(\tau\)'s for which the following linear problem admits a solution \((h, k) \in (W_{0,2}^{1,2}(\Omega) \cap W^{2,2}(\Omega)) \lambda_{1}\{(0, 0)\})\):

\[
-\Delta h = \lambda h + f'(\theta_{[\lambda, 0, f]})h + b\theta_{[\lambda, 0, f]}k + \tau h,
-\Delta k = \mu k + g'(0)k + c\theta_{[\lambda, 0, f]}k + \tau k.
\]

(3.5)

If \(k = 0\), then (3.5) becomes

\[
-\Delta h = (\lambda + f'(\theta_{[\lambda, 0, f]}))h + \tau h.
\]

(3.6)

On the other hand, from the definition of \(\theta_{[\lambda, 0, f]}\) we find from Theorem 2.2 that

\[
\lambda_1^2 - \frac{f'\theta_{[\lambda, 0, f]}}{\theta_{[\lambda, 0, f]}} = \lambda = \lambda_1^2 - \frac{f'\theta_{[\lambda, 0, f]}}{\theta_{[\lambda, 0, f]}} = 0.
\]

The condition \((G_2)\) on \(f\) implies

\[
f'\theta_{[\lambda, 0, f]} < \frac{f'\theta_{[\lambda, 0, f]}}{\theta_{[\lambda, 0, f]}}.
\]

Thus, Lemma 2.1 implies

\[
\lambda_1^2 - f'\theta_{[\lambda, 0, f]} = 0.
\]

(3.7)
and hence, any eigenvalue \( \tau \) of (3.5) satisfies
\[
\text{Re } \tau \geq \lambda^2 \left( -g'(0) - c\theta_{\lambda,0,f_1} - \mu \right) > 0.
\]
Thus, the eigenvalue with associated eigenfunctions of the form \((u,0)\) has a positive real part. If \( k \neq 0 \), then \( \tau \) is an eigenvalue of \(-\Delta - g'(0) - c\theta_{\lambda,0,f_1} - \mu\). Assuming (3.1) holds, we see that
\[
\lambda_1^2 \left( -g'(0) - c\theta_{\lambda,0,f_1} - \mu \right) > 0
\]
and the real part of any eigenvalue of \(-\Delta - g'(0) - c\theta_{\lambda,0,f_1} - \mu\) must be positive. Hence, under condition (3.1) the real part of any eigenvalue \( \tau \) of (3.5) is positive and therefore, the state \((\theta_{\lambda,0,f_1},0)\) is linearly strictly decreasing and satisfies
\[
\tau_1 := \lambda_1^2 \left( -g'(0) - c\theta_{\lambda,0,f_1} - \mu \right) = \lambda_1^2 \left( -c\theta_{\lambda,0,f_1} \right) - g'(0) - \mu < 0
\]
is an eigenvalue corresponding to a positive eigenfunction, say \( \xi \), of the second equation of (3.5). Since \( \tau_1 \leq 0 \), (3.7) implies
\[
\lambda_1^2 \left( -f'(\theta_{\lambda,0,f_1}) - \lambda - \tau_1 \right) = \lambda_1^2 \left( -f'(\theta_{\lambda,0,f_1}) \right) - \lambda - \tau_1 > 0,
\]
and therefore, thanks to the strong maximum principle, the first equation of (3.5) with \( \tau = \tau_1 \) possesses a unique solution:
\[
h = \left( -\Delta - f'(\theta_{\lambda,0,f_1}) - \lambda - \tau_1 \right)^{-1} \left( b\theta_{\lambda,0,f_1} \xi \right).
\]
Therefore, under the condition (3.2), \( \tau_1 < 0 \) is an eigenvalue of (3.5) and hence the state \((\theta_{\lambda,0,f_1},0)\) is linearly unstable. Finally, if we assume (3.3) holds, it is easily seen that \( \tau_1 = 0 \) is an eigenvalue of (3.5) and that any other eigenvalue has positive real part. Therefore, under the condition (3.3) the state \((\theta_{\lambda,0,f_1},0)\) is linearly neutrally stable.

The results concerning with the semi-trivial state \((0, \theta_{\mu,0,g})\) can be obtained similarly. (Note that \( \lambda, b, \) and \( f \) are changed by \( \mu, c, \) and \( g \), respectively.) \( \square \)

Proposition 3.1 implies that the curve (3.3) in the \((\lambda, \mu)\)-plane is the curve of change of stability of the semi-trivial positive solution \((\theta_{\lambda,0,f_1},0)\). Similarly, the curve (3.4) is the curve of change of stability of \((0, \theta_{\mu,0,g})\). The following result provides us with the global behavior of these curves.

**Proposition 3.2.** The mapping \( F(\lambda) \) defined by
\[
F(\lambda) := \lambda_1^2 \left( -c\theta_{\lambda,0,f_1} \right) - g'(0), \quad \Gamma_{0,f_1} < \lambda < \lambda_1^2 (0),
\]
is continuous strictly decreasing and satisfies
\[
\lim_{\lambda \uparrow \Gamma_{0,f_1}} F(\lambda) = \Gamma_{0,g}, \quad \lim_{\lambda \downarrow \lambda_1^2 (0)} F(\lambda) = -\infty.
\]
Similarly, the mapping \( G(\mu) \) defined by
\[
G(\mu) := \lambda_1^2 \left( -b\theta_{\mu,0,g} \right) - f'(0), \quad \Gamma_{0,g} < \mu < \lambda_1^2 (0),
\]
is continuous strictly decreasing and satisfies
\[
\lim_{\mu \downarrow \Gamma_{0,g}} G(\mu) = \Gamma_{0,f_1}, \quad \lim_{\mu \uparrow \lambda_1^2 (0)} G(\mu) = -\infty.
\]
Proof. The continuity and monotonicity of $F(\lambda)$ can be obtained from Theorem 2.2. The first relation of (3.9) follows from (2.6). Now we prove the second relation of (3.9). Since $\phi(0) > 0$ in $\Omega$, there exists a ball $B$ with $\bar{B} \subset \Omega$ such that

$$\phi_L := \min_B \phi(0) > 0.$$ 

On the other hand, by Theorem 2.3, for each $\Gamma_{[0, \lambda]} < \lambda < \lambda_1^\Omega(0)$,

$$\theta_{[\lambda, 0, f]} > \phi_L F^{-1}(\lambda_1^\Omega(0) - \lambda)$$ 

uniformly in $\bar{B}$, and hence, Lemma 2.1 implies

$$F(\lambda) = \lambda_1^\Omega (-c \phi_{[\lambda, 0, f]} - g'(0) < \lambda_1^\Omega(0) - g'(0) - c \phi_L F^{-1}(\lambda_1^\Omega(0) - \lambda).$$

Our conclusion follows from the fact

$$\lim_{\lambda \uparrow \lambda_1^\Omega(0)} F^{-1}(\lambda_1^\Omega(0) - \lambda) = \infty.$$ 

The same argument shows the corresponding properties of $G(\mu)$. □

By Proposition 3.2, the curves of change of stability of the semi-trivial positive solutions meet at $(\Gamma_{[f, 0]}, \Gamma_{[g, 0])}$.

4. The existence of unbounded continua of coexistence states

In this section we provide a bifurcation result for the coexistence.

Theorem 4.1. Fix $\Gamma_{[f, 0]} < \lambda < \lambda_1^\Omega(0)$ and treat $\mu$ as the bifurcation parameter. Then, the point

$$(\mu, u, v) = (\lambda_1^\Omega (-g'(0) - c \theta_{[\lambda, 0, f]}, \theta_{[\lambda, 0, f]}, 0)$$

is the only bifurcation point to coexistence states from the semi-trivial state $(\theta_{[\lambda, 0, f]}, 0)$. Moreover, the maximal component (closed and connected) of coexistence states emanating from $(\theta_{[\lambda, 0, f]}, 0)$ at $\mu = F(\lambda)$, say $E^+_{[\mu, 0, u]} \subset \mathbb{R} \times C^1_0(\bar{\Omega})$, is unbounded.

Now, fix $\mu < \Gamma_{[f, 0)}$ and treat $\lambda \in \mathbb{R}$ as the bifurcation parameter. By Proposition 3.2, there exists a unique $\Gamma_{[0, \lambda]} < \lambda_\mu < \lambda_1^\Omega(0)$ such that $\mu = F(\lambda_\mu)$. Then, the point

$$(\lambda, u, v) = (\lambda_\mu, \theta_{[\lambda_\mu, 0, f]}, 0)$$

is the only bifurcation point to coexistence states from the curve $(\theta_{[\lambda, 0, f]}, 0)$. Moreover, the maximal component (closed and connected) of coexistence states emanating from $(\theta_{[\lambda, 0, f]}, 0)$ at $\lambda = \lambda_\mu$, say $E^+_{[\mu, 0, u]} \subset \mathbb{R} \times C^1_0(\bar{\Omega}) \times C^1_0(\bar{\Omega})$, is unbounded.

Similarly, if we fix $\Gamma_{[0, \lambda]} < \mu < \lambda_1^\Omega(0)$ and treat $\lambda \in \mathbb{R}$ as the bifurcation parameter, then the point

$$(\lambda, u, v) = (\lambda_1^\Omega (-f'(0) - b \theta_{[\lambda, 0, g]}, 0, \theta_{[\lambda, 0, g]})$$

is the only bifurcation point to coexistence states from the semitrivial state $(0, \theta_{[\lambda, 0, g]})$ and the maximal component (closed and connected) of coexistence states emanating from $(0, \theta_{[\lambda, 0, g]})$ at $\lambda = G(\mu)$, say $E^+_{[\mu, 0, v]} \subset \mathbb{R} \times C^1_0(\bar{\Omega}) \times C^1_0(\bar{\Omega})$, is unbounded.
Finally, fix $\lambda < \Gamma_{[0,f]}$ and treat $\mu \in \mathbb{R}$ as the bifurcation parameter. By Proposition 3.2, there exists a unique $\Gamma_{[0,g]} < \mu < \lambda \Omega_{1}(0)$ such that $\lambda = G(\mu)$. In this case, the point
\[
(\mu, u, v) = (\mu, 0, \theta_{[\mu,0,g]})
\]
is the only bifurcation point to coexistence states from the curve $(0, \theta_{[\mu,0,g]})$ and the maximal component (closed and connected) of coexistence states emanating from $(0, \theta_{[\mu,0,g]})$ at $\mu = \mu$, say $E^{+}_{[\mu,0,v]} \subset \mathbb{R} \times C_{0}^{1}(\bar{\Omega}) \times C_{0}^{1}(\bar{\Omega})$, is unbounded.

**Proof.** Similar to the proof of [5, Theorem 5.1]. \qed

5. Coexistence regions of (1.2)

We first show the following lemma.

**Lemma 5.1.** Assume that (1.2) possesses a coexistence state, say $(u, v)$. Then
\[
u_{M} < \frac{\lambda_{1}^{2}(0) - \mu}{c}, \quad v_{M} < \frac{\lambda_{1}^{2} - \lambda}{b},
\]
where $u_{M} = \max_{\Omega} u$ and $v_{M} = \max_{\Omega} v$.

**Proof.** From (1.2) it is easily seen that
\[
u = \theta[\lambda, -bv, f], \quad v = \theta[\mu, -cu, g].
\]
It follows from Lemma 2.1 that
\[
\theta[\lambda, -bv, f] \leq \theta[\lambda, -bv_{M}, f] = \theta[\lambda + bv_{M}, 0, f].
\]
Similarly,
\[
\theta[\mu, -cu, g] \leq \theta[\mu, -cu_{M}, g] = \theta[\mu + cu_{M}, 0, g].
\]
Moreover, since $\theta[\lambda + bv_{M}, 0, f] \geq u > 0$, we find from Theorem 2.2 that
\[
\Gamma_{[0,f]} < \lambda + bv_{M} < \lambda_{1}^{2}(0).
\]
Therefore,
\[
v_{M} < \frac{\lambda_{1}^{2}(0) - \lambda}{b}.
\]
Similarly,
\[
u_{M} < \frac{\lambda_{1}^{2} - \mu}{c}.
\]
This completes the proof. \qed

**Remark 5.2.** It follows from Lemma 5.1 that if (1.2) possesses a coexistence state, then $\lambda < \lambda_{1}^{2}(0)$ and $\mu < \lambda_{1}^{2}(0)$.

Now we provide the following non-existence result.
Theorem 5.3. The following assertions are true:

(i) If \( \Gamma_{[0, \ell]} < \mu < \lambda_1^2(0) \), then there exist \(-\infty < \lambda_* < \lambda_1^2(0)\) such that (1.2) does not admit a coexistence state provided \( \lambda > \lambda_* \).

(ii) If \( \Gamma_{[0, f]} < \lambda < \lambda_1^2(0) \), then there exist \(-\infty < \mu_* < \lambda_1^2(0)\) such that (1.2) does not admit a coexistence state provided \( \mu > \mu_* \).

(iii) For each \( \lambda < \Gamma_{[0, f]} \), there exists \( \Gamma_{[0, g]} < \mu = \mu(\lambda) < \lambda_1^2(0) \) such that \( \lambda > \lambda_1^2(-b\theta_0(\mu, 0, g)) - f'(0) \) and (1.2) does not admit a coexistence state if \( \mu(\lambda) < \mu_* \). Moreover, \( \mu(\lambda) \) can be chosen continuous in \( \lambda \).

(iv) For each \( \mu < \Gamma_{[0, g]} \), there exists \( \Gamma_{[0, f]} < \lambda = \lambda(\mu) < \lambda_1^2(\Omega) \) such that \( \mu > \lambda_1^2(-c\theta_0(\mu, 0, f)) - g'(0) \) and (1.2) does not admit a coexistence state if \( \lambda(\mu) < \lambda_* \). Moreover, \( \lambda(\mu) \) can be chosen to be continuous in \( \mu \).

Proof. (i) Assume (1.2) possesses a coexistence state \((u, v)\), then

\[ -\Delta u = \lambda u + f(u) + buv > \lambda u + f(u). \]

Thanks to Lemma 2.4,

\[ u \gg \theta_{[\lambda, 0, f]}. \]

We also know from Lemma 5.1 that

\[ u_M < \frac{\lambda_1^2(0) - \mu}{c}. \]

Thus

\[ \max \theta_{[\lambda, 0, f]} < \frac{\lambda_1^2(0) - \mu}{c}. \]

Theorem 2.3 implies that \( \lambda_* \) as required in this theorem do exist. This completes the proof.

Part (ii) follows by symmetry.

(iii) Pick up \( \lambda < \Gamma_{[0, f]} \). It follows from Proposition 3.2 that there exists \( \Gamma_{[0, g]} < \mu = \mu(\lambda) < \lambda_1^2(0) \) such that

\[ \lambda > \lambda_1^2(-b\theta_0(\mu, 0, g)) - f'(0) \] for each \( \mu(\lambda) < \mu_* \). (5.2)

We argue by contradiction assuming that there exists a sequence of coexistence states of (1.2), say \((\mu_n, u_n, v_n), n \geq 1\), such that \( \mu_n > \mu(\lambda), n \geq 1, \) and \( \lim_{n \to \infty} \mu_n = \lambda_1^2(0) \). Then the second equation of (1.2) gives

\[ -\Delta v_n = \mu_n v_n + g(v_n) + c u_n v_n > \mu_n v_n + g(v_n) \]

and hence \( v_n \) is a strict positive supersolution of

\[ -\Delta w = \mu_n w + g(w) \text{ in } \Omega, \quad w = 0 \text{ on } \partial \Omega. \]

Thus, thanks to Lemma 2.4 and Theorem 2.3,

\[ v_n \geq \theta_{[\mu_n, 0, g]} \geq \mathcal{F}^{-1}(\lambda_1^2(0) - \mu_n)\phi(0). \] (5.3)

Let \( \Omega_1 \subset \subset \Omega \) and \( \phi_L = \min_{x \in \Omega_1} \phi(0)(x) \). Then \( \phi_L > 0 \) and

\[ v_n \geq \mathcal{F}^{-1}(\lambda_1^2(0) - \mu_n)\phi_L \text{ in } \Omega_1. \]
On the other hand, we find from the first equation of (1.2) that
\[
\begin{align*}
\lambda &= \frac{f(u_n)}{u_n} - b v_n \\
&\leq \lambda_1^G (0) - b v_n \\
&\leq \lambda_1^G (0) - b \phi_L \downarrow -\infty \quad \text{as } n \to \infty.
\end{align*}
\]
This contradiction shows that (1.2) does not admit a coexistence state for \( \mu \) large and completes the proof.

Part (iv) follows by symmetry. □

Now we provide the following existence result.

**Theorem 5.4.** Assume
\[
\Gamma_{[0,1]} < \lambda < \lambda_1^G (0), \quad \mu < \lambda_1^G (-c \theta(\lambda)) - g'(0)
\]
or
\[
\Gamma_{[0,\bar{\mu}]} < \mu < \lambda_1^G (0), \quad \lambda < \lambda_1^G (-b \theta(\mu)) - f'(0).
\]
Then (1.2) possesses a coexistence state.

**Proof.** We only show the first part of this theorem. The second part can be obtained similarly. Fix \( \lambda \in (\Gamma_{[0,1]}, \lambda_1^G (0)) \) and consider \( \mu \) as the main bifurcation parameter. By Theorem 5.3, problem (1.2) does not admit a coexistence state if \( \mu \geq \mu_* \). Moreover, by Theorem 4.1 the continuum \( E_{(+)}(\mu,0,0) \) of coexistence states emanating from \((\theta(\lambda),0,0)\) at the value of the parameter \( \mu = \lambda_1^G (-g'(0) - c \theta(\lambda)) \) is unbounded and thanks to Lemma 5.1 these coexistence states are bounded in \( C^1 (\Omega) \times C^0 (\Omega) \) uniformly on compact subintervals of \( \mu \). Therefore, (1.2) possesses a coexistence state for each \( \mu < \lambda_1^G (-g'(0) - c \theta(\lambda)) = \lambda_1^G (-c \theta(\lambda)) - g'(0) \). This completes the proof. □

**Theorem 5.5.**

(i) Assume \( \lambda < \Gamma_{[0,1]} \) and \( \mu < \mu_* \), where \( \mu_* \) is the unique value of \( \mu \) satisfying \( \lambda = \lambda_1^G (-b \theta(\mu)) - f'(0) \). Then (1.2) possesses a coexistence state.

(ii) Assume \( \mu < \Gamma_{[0,\bar{\mu}]} \) and \( \lambda < \mu_* \), where \( \mu_* \) is the unique value of \( \mu \) satisfying \( \lambda = \lambda_1^G (-c \theta(\lambda)) - g'(0) \). Then (1.2) possesses a coexistence state.

**Proof.** We only show the first case. The second case follows by symmetry. Fix \( \lambda < \Gamma_{[0,1]} \) and consider \( \mu \) as the main bifurcation parameter. By Theorem 5.3(iii), there exists \( \mu = \mu(\lambda) \in (\Gamma_{[0,\bar{\mu}]}, \lambda_1^G (0)) \) such that \( \lambda > \lambda_1^G (-f'(0) - b \theta(\mu(\lambda),0,0)) = \lambda_1^G (-b \theta(\mu(\lambda),0,0)) - f'(0) \) and (1.2) does not admit a coexistence state for \( \mu(\lambda) < \mu < \lambda_1^G (0) \).

Moreover, by Theorem 4.1 the continuum \( E_{(+)}(\mu,0,0) \) of coexistence states emanating from \((0,\theta(\mu),0,0)\) at \( \mu_* \) is unbounded, where \( \mu_* \) is the unique value of \( \mu > \Gamma_{[0,\bar{\mu}]} \) for which \( \lambda = \lambda_1^G (-f'(0) - b \theta(\mu,0,0)) \). Hence, we conclude from Lemma 5.1 that (1.2) possesses a coexistence state for each \( \mu < \mu_* \). This completes the proof of part (i) and completes the proof of this theorem. □
6. Structure of the coexistence states

In this section we analyze the structure of the set of $\lambda$'s (respectively $\mu$'s) for which (1.2) possesses a coexistence state, denoted by $\Lambda$ (respectively $M$).

**Theorem 6.1.** The following assertions are true:

(i) Assume $\Gamma_{[0,1]} < \mu < \lambda_1^D(0)$. Then, either $\Lambda = (-\infty, \lambda_1^D(-b\theta_{[\mu,0],g})) - f'(0)$, or there exists $\lambda_1^D(-b\theta_{[\mu,0],g}) - f'(0) \leq \lambda^* < \lambda_1^D(\Omega)$ such that $\Lambda = (-\infty, \lambda^*)$.

(ii) Assume $\Gamma_{[0,1]} < \lambda < \lambda_1^D(0)$. Then, either $M = (-\infty, \lambda_1^D(-c\theta_{[\lambda,0],f}) - g'(0))$, or there exists $\lambda_1^D(-c\theta_{[\lambda,0],f}) - g'(0) \leq \mu^* < \lambda_1^D(0)$ such that $M = (-\infty, \mu^*)$.

**Proof.** We will only prove the first case. The second case follows by symmetry. Assume $\Gamma_{[0,1]} < \mu < \lambda_1^D(0)$. Then, thanks to Theorem 5.4,

$$(-\infty, \lambda_1^D(-b\theta_{[\mu,0],g}) - f'(0)) \subset \Lambda.$$  \hspace{1cm} (6.1)

Now, suppose that (1.2) possesses a coexistence state $(u_0, v_0)$ for some

$$\lambda_0 > \lambda_1^D(-b\theta_{[\mu,0],g}) - f'(0).$$

Then it follows from Theorem 5.3 that $\lambda_0 \leq \lambda_*$. Moreover, $(u_0, v_0)$ is a supersolution of (1.2) for each

$$\lambda \in (\lambda_1^D(-b\theta_{[\mu,0],g}) - f'(0), \lambda_0].$$  \hspace{1cm} (6.2)

On the other hand, if we define $\zeta(x) > 0$ with $\|\zeta\|_\infty = 1$ is the eigenfunction corresponding to $\lambda_1^D(-f'(0) - b\theta_{[\mu,0],g})$, by the condition on $f$, we can choose an $\varepsilon > 0$ such that for $0 < \varepsilon < \varepsilon_0$,

$$0 < f'(0) - \frac{f(\varepsilon \xi)}{\varepsilon \xi} < \frac{1}{2}(\lambda - \lambda_1^D(-f'(0) - b\theta_{[\mu,0],g})).$$  \hspace{1cm} (6.3)

(Note that $\lambda_1^D(-f'(0) - b\theta_{[\mu,0],g}) = \lambda_1^D(-b\theta_{[\mu,0],g}) - f'(0).$) Thus,

$$-\Delta(\varepsilon \xi) = \lambda_1^D((-f'(0) - b\theta_{[\mu,0],g})(\varepsilon \xi) + f'(0)(\varepsilon \xi) + b\theta_{[\mu,0],g}(\varepsilon \xi)$$

$$< \lambda(\varepsilon \xi) + f(\varepsilon \xi) + b\theta_{[\mu,0],g}(\varepsilon \xi).$$

If we choose $\mu$ near $\Gamma_{[0,1]}$ and $\varepsilon$ sufficiently small, we easily know that

$$\varepsilon \xi < u_0, \quad \theta_{[\mu,0],g} < v_0 \quad \text{in} \quad \Omega.$$  \hspace{1cm} (6.4)

Such couple provides us with a subsolution of (1.2). Thanks to [5, Theorem 8.7], for each $\lambda$ satisfying (6.3) problem (1.2) possesses a coexistence state. Therefore, we see that (1.2) possesses a coexistence state for $\lambda$ satisfying (6.2).

Now we show that (1.2) possesses a coexistence state for $\lambda = \lambda_1^D((-f'(0) - b\theta_{[\mu,0],g})).$ We fix $\mu$ and treat $\lambda$ as the main bifurcation parameter. By Theorem 4.1,

$$\lambda, u, v = (\lambda_1^D((-f'(0) - b\theta_{[\mu,0],g})), 0, \theta_{[\mu,0],g}).$$
is the only bifurcation point to coexistence states from the semi-trivial curve \((u, v) = (0, \theta_{[\mu, 0 \times 0 \times 0]})\) and the maximal component (closed and connected) of coexistence states emanating from \((0, \theta_{[\mu, 0 \times 0 \times 0]})\) at \(\lambda = \lambda^*_1\left(-f'(0) - b\theta_{[\mu, 0 \times 0 \times 0]}\right)\), denoted by \(\mathcal{C}^*_1(\lambda, 0, v)\), is unbounded in \(\mathbb{R} \times (C^1_0(\overline{\Omega}))^2\). Moreover, by the local bifurcation theorem of [4], there exist a neighborhood \(\mathcal{N} := \mathcal{N}\left(\lambda^*_1\left(-f'(0) - b\theta_{[\mu, 0 \times 0 \times 0]}\right), 0, \theta_{[\mu, 0 \times 0 \times 0]}\right) \times (\lambda^*_1\left(-f'(0) - b\theta_{[\mu, 0 \times 0 \times 0]}\right), 0, \theta_{[\mu, 0 \times 0 \times 0]}\right)\) in \(\mathbb{R} \times (C^1_0(\overline{\Omega}))^2\), a real number \(s_0 > 0\), and an analytic mapping \((\lambda, u, v) : (-s_0, s_0) \to \mathbb{R} \times C^1_0(\overline{\Omega}) \times C^1_0(\overline{\Omega})\) such that
\[
(\lambda(0), u(0), v(0)) = (\lambda^*_1\left(-f'(0) - b\theta_{[\mu, 0 \times 0 \times 0]}\right), 0, \theta_{[\mu, 0 \times 0 \times 0]})
\]
and
\[
\mathcal{N} \cap \mathcal{E}^+_1(\lambda, 0, u) = \{(\lambda(s), u(s), v(s)) : s > 0\}.
\]
Indeed, the unique coexistence states of (1.2) close to the bifurcation point are those lying on the curve \((\lambda(s), u(s), v(s))\). Since \(\lambda(s)\) is analytic, \(s_0\) can be reduced, if necessary, so that either \(\lambda(s) < \lambda^*_1\left(-f'(0) - b\theta_{[\mu, 0 \times 0 \times 0]}\right)\) for each \(s \in (0, s_0)\), or \(\lambda(s) = \lambda^*_1\left(-f'(0) - b\theta_{[\mu, 0 \times 0 \times 0]}\right)\) for each \(s \in (0, s_0)\), or \(\lambda(s) > \lambda^*_1\left(-f'(0) - b\theta_{[\mu, 0 \times 0 \times 0]}\right)\) for each \(s \in (0, s_0)\). If \(\lambda(s) = \lambda^*_1\left(-f'(0) - b\theta_{[\mu, 0 \times 0 \times 0]}\right)\) for each \(s \in (0, s_0)\), the proof is completed.

Assume that \(\lambda(s) < \lambda^*_1\left(-f'(0) - b\theta_{[\mu, 0 \times 0 \times 0]}\right)\) for each \(s \in (0, s_0)\). Since (1.2) possesses a coexistence state for each \(\lambda \in (\lambda^*_1\left(-f'(0) - b\theta_{[\mu, 0 \times 0 \times 0]}\right), \lambda_0]\) and thanks to Lemma 5.1 uniform a priori bounds for the coexistence states of (1.2) are available in the range \(\lambda \in (\lambda^*_1\left(-f'(0) - b\theta_{[\mu, 0 \times 0 \times 0]}\right), \lambda_0]\), for any sequence of coexistence states of (1.2), say \((\lambda_n, u_n, v_n)\), with \(\lambda_n \uparrow \lambda^*_1\left(-f'(0) - b\theta_{[\mu, 0 \times 0 \times 0]}\right)\) and \(\lambda_n \downarrow \lambda^*_1\left(-f'(0) - b\theta_{[\mu, 0 \times 0 \times 0]}\right)\), we can choose a convergent subsequence, relabeled by \(n\), such that
\[
\lim_{n \to \infty} (u_n, v_n) = (u^*, v^*)
\]
for some non-negative solution couple \((u^*, v^*)\) of (1.2) with \(\lambda = \lambda^*_1\left(-f'(0) - b\theta_{[\mu, 0 \times 0 \times 0]}\right)\). By the uniqueness obtained from the application of [4],
\[(\lambda_n, u_n, v_n) \notin \mathcal{N}\]
for \(n\) sufficiently large. Hence,
\[(u^*, v^*) \neq (0, \theta_{[\mu, 0 \times 0 \times 0]}).\]

Now we show that \((u^*, v^*) \neq (0, 0)\). To show this we argue by contradiction. Indeed, if \(u^* = v^* = 0\), then the new sequences \(\tilde{u}_n = u_n/\|u_n\|_{\infty}\) and \(\tilde{v}_n = v_n/\|v_n\|_{\infty}\) satisfy
\[
-\Delta \tilde{u}_n = \mu \tilde{u}_n + f(\tilde{u}_n) \tilde{u}_n + b \tilde{u}_n v_n, \quad x \in \Omega, \\
-\Delta \tilde{v}_n = \mu \tilde{v}_n + g(v_n) \tilde{v}_n + cu_n \tilde{v}_n, \quad x \in \Omega, \\
\tilde{u}_n = \tilde{v}_n = 0, \quad x \in \partial \Omega
\]
and, since \((\tilde{u}_n, \tilde{v}_n)\) is uniformly bounded in \(L^\infty(\Omega) \times L^\infty(\Omega)\), the regularity of \(-\Delta\) implies that there exists a subsequence (still denoted by \((\tilde{u}_n, \tilde{v}_n)\)), such that \(\tilde{u}_n \to w\) and
\( \tilde{v}_n \to z, ~ \text{as} ~ n \to \infty, \) for some \( w, z \in C_0^1(\bar{\Omega}) \). Necessarily \( w > 0, \ z > 0 \) and passing to the limit in (6.4), we find that
\[
-\Delta w = \lambda^2_1 (-f'(0) - b\theta_{[\mu,0,g]}) w + f'(0)w, \quad x \in \Omega \\
-\Delta z = \mu z + g'(0)z, \quad x \in \Omega,
\]
\( w = z = 0, \quad x \in \partial \Omega. \) (6.5)

By the uniqueness of the principal eigenvalue,
\[ \mu = \Gamma_{[0,g]} \]
and this is impossible, since we are assuming \( \mu > \Gamma_{[0,g]} \).

If \( u^* > 0 \) and \( v^* \equiv 0 \), then we take the sequence \( (u_n, \tilde{v}_n) \) and the same compactness argument as above shows that
\[ \mu = \lambda^2_1 (-g'(0) - cu^*) < \Gamma_{[0,g]} \]
which is impossible either. Therefore, \( (u^*, v^*) \) must be a coexistence state.

Finally, assume that \( \lambda(s) > \lambda^2_1 (-f'(0) - b\theta_{[\mu,0,g]}) \) for each \( s \in (0, s_0) \) and let \( \mathcal{E}^+_1 \) denote the maximal subcontinuum of \( \mathcal{E}^+_1 \) outside \( N \). It is clear that \( \mathcal{E}^+_1 \) is unbounded. Thanks to Lemma 5.1 uniform a priori bounds on compact intervals of \( \lambda \) are available. Moreover, thanks to Theorem 5.3(i), (1.2) does not admit a coexistence state if \( \lambda > \lambda^* \). Therefore, \( \mathcal{E}^+_1 \) must go backwards and (1.2) possesses a coexistence state for \( \lambda = \lambda^2_1 (-f'(0) - b\theta_{[\mu,0,g]}) \) as well.

The analysis above implies that
\[ (-\infty, \lambda_0] \subset \Lambda. \]

Let
\[ \lambda^* = \sup \{ \lambda_0 > \lambda^2_1 (-f'(0) - b\theta_{[\mu,0,g]}) \} \text{ for which (1.2) has a coexistence state}. \]

We have that \( (-\infty, \lambda^*) \subset \Lambda \) and that
\[ \lambda^2_1 (-f'(0) - b\theta_{[\mu,0,g]}) < \lambda^* \leq \lambda^*. \] (6.6)

Due to the existence of a priori bounds, there exists a sequence of positive solutions of (1.2), say \( (\lambda_n, u_n, v_n), n \geq 1 \), such that
\[ \lim_{n \to \infty} (\lambda_n, u_n, v_n) = (\lambda^*, \tilde{u}, \tilde{v}), \]
for some non-negative solution \( (\tilde{u}, \tilde{v}) \) of (1.2) with \( \lambda = \lambda^* \). Necessarily \( \tilde{u} > 0 \) and \( \tilde{v} > 0 \). To show this we argue by contradiction. Indeed, if \( \tilde{u} = \tilde{v} = 0 \), then the new sequences \( \hat{u}_n = u_n / \| u_n \|_\infty \) and \( \hat{v}_n = v_n / \| v_n \|_\infty \) satisfy
\[
-\Delta \hat{u}_n = \lambda_n \hat{u}_n + \frac{f(u_n)}{u_n} \hat{u}_n + b\hat{u}_n v_n, \quad x \in \Omega, \\
-\Delta \hat{v}_n = \mu \hat{v}_n + \frac{g(v_n)}{v_n} \hat{v}_n + cu_n \hat{v}_n, \quad x \in \Omega, \\
\hat{u}_n = \hat{v}_n = 0, \quad x \in \partial \Omega. \] (6.7)
and, since $(\hat{u}_n, \hat{v}_n)$ is uniformly bounded in $L^\infty(\Omega) \times L^\infty(\Omega)$, the regularity of $-\Delta$ implies that there exists a subsequence (still denoted by $(\hat{u}_n, \hat{v}_n)$), such that $\hat{u}_n \to \hat{w}$ and $\hat{v}_n \to \hat{z}$, as $n \to \infty$, for some $\hat{w}, \hat{z} \in C^1_0(\bar{\Omega})$. Necessarily $\hat{w} > 0, \hat{z} > 0$ and passing to the limit in (6.7), we find that

$$
\begin{align*}
-\Delta \hat{w} &= \lambda^* \hat{w} + f'(0)\hat{w}, \quad x \in \Omega, \\
-\Delta \hat{z} &= \mu \hat{z} + g'(0)\hat{z}, \quad x \in \Omega, \\
\hat{w} &= \hat{z} = 0, \quad x \in \partial\Omega.
\end{align*}
$$

(6.8)

By the uniqueness of the principal eigenvalue,

$$
\lambda^* = \Gamma_{[0,f]}, \quad \mu = \Gamma_{[0,g]},
$$

and this is impossible, since we are assuming that $\mu > \Gamma_{[0,g]}$.

If $\hat{u} > 0$ and $\hat{v} \equiv 0$, then we take the sequence $(u_n, \hat{v}_n)$ and the same compactness argument as above shows that $\hat{u} = \theta_{[\lambda^*,0,f]}$ and that

$$
\mu = \lambda^2 \left(-g'(0) - c\theta_{[\lambda^*,0,f]} \right) \leq \Gamma_{[0,g]},
$$

which is impossible either. Finally, if $\hat{u} \equiv 0$ and $\hat{v} > 0$, then $\hat{v} = \theta_{[\lambda,0,g]}$ and

$$
\lambda^* = \lambda^2 \left(-f'(0) - b\theta_{[\lambda,0,g]} \right),
$$

which contradicts (6.6). Therefore, $\hat{u} > 0, \hat{v} > 0$ and

$$
\Lambda = (-\infty, \lambda^*].
$$

This completes the proof. □

**Theorem 6.2.** The following assertions are true:

(i) Assume $\lambda < \Gamma_{[0,f]}$. Then, either $M = (-\infty, \mu_\lambda)$ or $M = (-\infty, \mu^*]$ for some $\mu^* \geq \mu_\lambda$, where $\Gamma_{[0,g]} < \mu_\lambda < \lambda^2(0)$ is the unique value of $\mu$ satisfying $\lambda = \lambda^2(0) - (-g'(0) - c\theta_{[\lambda^*,0,f]} - f'(0))$.

(ii) Assume $\mu < \Gamma_{[0,g]}$. Then, either $\Lambda = (-\infty, \lambda_\mu)$ or $\Lambda = (-\infty, \lambda^*]$ for some $\lambda^* \geq \lambda_\mu$, where $\Gamma_{[0,f]} < \lambda_\mu < \lambda^2(0)$ is the unique value of $\lambda$ satisfying $\mu = \lambda^2(0) - (-b\theta_{[\lambda,0,g]} - f'(0))$.

**Proof.** We only prove the first case. The second case follows by symmetry. Assume $\lambda < \Gamma_{[0,f]}$. By Theorem 5.5,

$$
(-\infty, \mu_\lambda) \subset M. \quad (6.9)
$$

Now, suppose that (1.2) possesses a coexistence state $(u_0, v_0)$ for some $\mu_0 > \mu_\lambda$. Then, we easily know from Remark 5.2 that $\mu_0 < \lambda^2(0)$. We now show that (1.2) possesses a coexistence state for each $\mu \in (\mu_\lambda, \mu_0]$. Assume that

$$
\mu_\lambda < \mu \leq \mu_0.
$$

Then,

$$
\lambda^2(0) > \lambda > \lambda^2(0) - (-b\theta_{[\lambda,0,g]} - f'(0)),
$$
and hence,
\[ \theta[\lambda, -b\theta[\mu, 0, g], f] > 0. \]
(Note that \( \lambda \Omega \left( -f'(0) - b\theta[\mu, 0, g] \right) = \Gamma[l - b\theta[\mu, 0, g], f] \) Moreover, since \( \lambda < \Gamma[0, f] \), we have \( \mu_\lambda > \Gamma[0, f] \) and hence, for each \( \mu \in (\mu_\lambda, \mu_0) \) we find \( \theta[\mu, 0, g] > 0 \). Now, observe that the couple \( (\theta[\lambda, -b\theta[\mu, 0, g], f], \theta[\mu, 0, g]) \) provides us with a subsolution of (1.2), and that, thanks to Lemma 2.4, for any coexistence state \((u, v)\) of (1.2) we have
\[ (\theta[\lambda, -b\theta[\mu, 0, g], f], \theta[\mu, 0, g]) < (u, v). \]
In particular,
\[ (\theta[\lambda, -b\theta[\mu_0, 0, g], f], \theta[\mu_0, 0, g]) < (u_0, v_0). \]
Thus, thanks again to Lemma 2.4, for each \( \mu \in (\mu_\lambda, \mu_0) \) we find that
\[ (\theta[\lambda, -b\theta[\mu, 0, g], f], \theta[\mu, 0, g]) < (\theta[\mu_0, 0, g], f, \theta[\mu_0, 0, g]) < (u_0, v_0) \]
and therefore, it follows from [5, Theorem 8.7] that (1.2) possesses a coexistence state for each \( \mu \in (\mu_\lambda, \mu_0) \).

To complete the proof it suffices to show that (1.2) possesses a coexistence state for \( \mu = \mu_\lambda \). We can show this fact by arguments similar to those in the proof of the fact that (1.2) possesses a coexistence state for \( \lambda = \lambda_1 \) in Theorem 6.1. We omit the details here. Thus
\[ (-\infty, \mu_0] \subset M. \] (6.10)
Let \( \mu^* \) denote the supremum of the set of \( \mu_0 > \mu_\lambda \) for which (1.2) possesses a coexistence state for each \( \mu \in (-\infty, \mu_0) \). By Remark 5.2, \( \mu^* < \lambda_1^Q(0) \). Moreover, \( \mu^* > \mu_\lambda \) and due to the existence of a priori bounds, there exists a sequence of positive solutions of (1.2), say \((\mu_n, u_n, v_n)\), \( n \geq 1 \), such that
\[ \lim_{n \to \infty} (\mu_n, u_n, v_n) = (\mu^*, u^*, v^*), \]
for some non-negative solution \((\mu^*, v^*)\) of (1.2) with \( \mu = \mu^* \). The same argument as in the proof of Theorem 6.1 shows that \( u^* > 0 \) and \( v^* > 0 \). Therefore,
\[ M = (-\infty, \mu^*]. \]
This completes the proof. \( \square \)

Now we obtain the following multiplicity result.

**Theorem 6.3.** The following assertions are true:

(i) Assume \( \lambda < \Gamma[0, f] \) and \( M = (-\infty, \mu^*] \) with \( \mu^* > \mu_\lambda \). Then (1.2) possesses at least two coexistence states for each \( \mu \in (\mu_\lambda, \mu^*]. \)

(ii) Assume \( \mu < \Gamma[0, f] \) and \( \Lambda = (-\infty, \lambda^*] \) with \( \lambda^* > \lambda_\mu \). Then (1.2) possesses at least two coexistence states for each \( \lambda \in (\lambda_\mu, \lambda^*]. \)
Proof. To prove this result we use the fixed point index in cones. It suffices to prove Theorem 6.3(i), since (ii) follows by symmetry. The proof of Theorem 6.2, under the assumptions of Theorem 6.3, [5, Theorem 8.7] guarantees the existence of a minimal coexistence state, which will be denoted by \((u_\mu, v_\mu)\). Suppose not, there are a sequence of coexistence states which bifurcate from \((0,0)\) or some of the semitrivial positive solutions. This is impossible by the proof of Theorem 6.2. We now show that (1.2) fits into the abstract setting of [1]. Fix \(\alpha < \mu_\lambda, \beta > 0\) and consider \(I := [\alpha, \mu^* + \beta]\). Since we have uniform a priori bounds for the non-negative solutions of (1.2), there exists \(K > 0\) such that

\[
\frac{-f(u)}{u} - bv < \lambda + K, \quad \frac{-g(v)}{v} - cu < \mu + K,
\]

for each \(\mu \in I\) and any non-negative solution \((u, v)\) of (1.2). Let \(e\) denote the unique solution of

\[
-\Delta e + Ke = 1 \quad \text{in } \Omega, \quad e = 0 \quad \text{on } \partial \Omega.
\]

We have \(e(x) > 0\) for each \(x \in \Omega\) and \(\partial_n e(x) < 0\) for each \(x \in \partial \Omega\), where \(n\) stands for the outward unit normal vector on \(\partial \Omega\). Let \(C_\epsilon(\bar{\Omega})\) denote the ordered Banach space consisting of all functions \(u \in C(\bar{\Omega})\) for which there exists a positive constant \(\kappa > 0\) such that \(-\kappa e \leq u \leq \kappa e\), endowed with the norm

\[
\|u\|_\epsilon := \inf\{\kappa > 0 : -\kappa e \leq u \leq \kappa e\}
\]

and ordered by its cone of positive functions, \(P\). Then, the operators

\[
K_\mu : C_\epsilon(\Omega) \times C_\epsilon(\Omega) \to C_\epsilon(\Omega) \times C_\epsilon(\Omega)
\]

defined by

\[
K_\mu(u, v) = \left( (-\Delta + K)^{-1}[(\lambda + K)u + f(u) + buv] \right) \left( (-\Delta + K)^{-1}[(\mu + K)v + g(v) + cuv] \right)
\]

for each \(\mu \in I\), are compact and strongly order preserving. Moreover, the solutions of (1.2) are the fixed points of \(K_\mu\). Let \(B_\rho\) denote the unit ball of \(C_\epsilon(\bar{\Omega}) \times C_\epsilon(\bar{\Omega})\) and, for each \(\rho > 0\), \(P_\rho\) the positive part of \(\rho B_\rho\). Since by Lemma 5.1 we have uniform a priori bounds for the non-negative solutions of (1.2), the fixed point index of \(K_\mu\) in \(P_\rho\) makes sense for sufficiently large \(\rho\). Moreover, we have the following result.

**Lemma 6.4.** Assume \(\mu \in (\mu_\lambda, \mu^* + \beta]\). Then \((0, 0)\) and \((0, \theta_{\mu,0,g})\) are isolated fixed points of \(K_\mu\) in \(P^2\) and

\[
i(K_\mu, (0, 0)) = i(K_\mu, (0, \theta_{\mu,0,g})) = 0. \quad (6.11)
\]

Moreover,

\[
i(K_\mu, P_\rho) = 0, \quad (6.12)
\]

provided that \(\rho\) is sufficiently large.

**Proof.** Since \(\mu > \mu_\lambda\), \((0, \theta_{\mu,0,g})\) is linearly unstable by Proposition 3.1 in Section 3, and so \(i(K_\mu, (0, \theta_{\mu,0,g})) = 0\) (see [7]). On the other hand, it follows from [1, Lemma 13.1(ii)]
that \(i(K_\mu, (0, 0)) = 0\) and therefore (6.11) holds. Relation (6.12) follows by homotopy invariance, taking into account that \((0,0)\) and \((0, \theta_{[\mu,0,\bar{\varphi}]}\) are the only non-negative solutions of (1.2) for \(\mu \in [\mu^*, \mu^* + \beta]\). This completes the proof. \(\square\)

To complete the proof of Theorem 6.3, we need to compute the fixed point index of the minimal solution \((u_\mu, v_\mu)\) of (1.2). The proof is similar to that of [5, Theorem 8.10]. We are only to sketch it. Thanks to [1, Proposition 20.4], \((u_\mu, v_\mu)\) is weakly stable and so

\[
\lambda^2_1(\mathcal{L}_\mu) \geq 0,
\]

where

\[
\mathcal{L}_\mu := \begin{pmatrix} -\Delta & 0 \\ 0 & -\Delta \end{pmatrix} - A_\mu
\]

and

\[
A_\mu = \begin{pmatrix} \lambda + f'(u_\mu) + bv_\mu \\ cv_\mu \\ \mu + g'(v_\mu) + cu_\mu \end{pmatrix}.
\]

If \(\lambda^2_1(\mathcal{L}_\mu) > 0\), the same argument as in the proof of [5, Theorem 8.10] completes the proof of Theorem 6.3.

If \(\lambda^2_1(\mathcal{L}_\mu) = 0\), it follows from [5, Lemma 8.13] that there exists \(\epsilon > 0\) and a differentiable mapping \((\mu, u, v) : (-\epsilon, \epsilon) \to \mathbb{R} \times P^2\) which is strictly increasing in \(s\) such that \((\mu(0), u(0), v(0)) = (\mu, u_\mu, v_\mu)\) and for each \(s \in (-\epsilon, \epsilon)\), \((\mu(s), u(s), v(s))\) is a coexistence state of (1.2). Moreover,

\[
\text{sgn} \mu'(s) = \text{sgn} \lambda^2_1(\mathcal{L}_s),
\]

where

\[
\mathcal{L}_s = \begin{pmatrix} -\Delta & 0 \\ 0 & -\Delta \end{pmatrix} - A_s,
\]

where

\[
A_s = \begin{pmatrix} \lambda + f'(u(s)) + bv(s) \\ cv(s) \\ \mu(s) + g'(v(s)) + cu(s) \end{pmatrix}.
\]

Arguing as in the proof of [5, Theorem 8.10], we find that \(\mu(s) < \mu\) \(\forall s \in (-\epsilon, 0)\).

Thus, two different situations may occur for \(s \in (0, \epsilon)\):

**Case (a).** If \(\mu(s) < \mu\) for all \(s \in (0, \epsilon)\), then the same argument as in the proof of [5, Theorem 8.10] applies to complete the proof of this case.

**Case (b).** If \(\mu(s) > \mu\) for all \(s \in (0, \epsilon)\), then there exists \(s_1 > 0\) such that \(\mu'(s_1) > 0\) and hence,

\[
i(K_{\mu(s_1)}, (u(s_1), v(s_1))) = 1.
\]

Now, setting

\[
\rho_1 := \left\| (u(s_1), v(s_1)) \right\|_e - \delta, \quad \rho_2 := \left\| (u_\mu, v_\mu) \right\|_e - \delta,
\]


we know that (1.2) does not admit a coexistence state in 
\[ [\mu(s_1), \mu(s_1) + \delta] \times \partial (P_{\rho_1} \setminus \overline{P_{\rho_2}}). \]

Moreover, by the uniqueness of [5, Lemma 8.13(ii)], \( \delta > 0 \) can be chosen so that (1.2) does not have a coexistence state in \( P_{\rho_1} \setminus P_{\rho_2} \) for \( \mu = \mu(s_1) + \delta \) either. Thus, the homotopy invariance implies
\[ i(\mathcal{K}_{\mu(s_1)}, P_{\rho_1} \setminus \overline{P_{\rho_2}}) = 0. \]

Now, for \( \delta > 0 \) sufficiently small, setting \( \rho := \|(u(s_1), v(s_1))\|_e + \delta \)
we also know that
\[ i(\mathcal{K}_{\mu(s_1)}, P_{\rho} \setminus \overline{P_{\rho_2}}) = 1. \]

Since the monotonicity of \((u(s), v(s))\) and the uniqueness given by [5, Lemma 8.13(ii)] imply that (1.2) does not admit a coexistence state on 
\[ [\mu, \mu(s_1)] \times \partial (P_{\rho} \setminus \overline{P_{\rho_2}}), \]
then
\[ i(\mathcal{K}_{\mu}, (u_{\mu}, v_{\mu})) = 1. \]

Therefore, our conclusion is obtained by using Lemma 6.4. This completes the proof of Theorem 6.3.

**Remark 6.6.** The assumption \( \lambda^* < \Gamma_{[0, \ell]} \) in Theorem 6.5 is reasonable since we can see that there exists \( \bar{\mu} < \lambda_1^2(0) \), which depends upon \( \Gamma_{[0, \ell]} \), such that this assumption holds for \( \mu > \bar{\mu} \). Indeed, it follows from the proof of Theorem 5.3(i) that if (1.2) possesses a coexistence state, then \( \max_\Omega \theta_{[\mu, 0, g]} < (\lambda_1^2(0) - \lambda^*)/c \). Choosing \( \bar{\mu} \) such that
max \theta_{[\tilde{\mu},0,g]}(\tilde{\mu},0,g) = (\lambda_1^2(0) - \Gamma_{[0,f],1}) / c \quad \text{(the existence of such } \tilde{\mu} \text{ can be known from Theorem 2.3), we can show that } \lambda^* < \Gamma_{[0,f],1} \text{ provided } \mu > \tilde{\mu}. \text{ On the contrary, there is } (\lambda,\mu) \text{ with } \lambda \geq \Gamma_{[0,f],1}, \mu > \tilde{\mu} \text{ such that (1.2) has a coexistence state } (u,v). \text{ Then }

\max_\Omega v > \max_\Omega \theta_{[\tilde{\mu},0,g]} = (\lambda_1^2(0) - \Gamma_{[0,f],1}) / c.

On the other hand,

\max_\Omega v < (\lambda_1^2(0) - \lambda) / c \leq (\lambda_1^2(0) - \Gamma_{[0,f],1}) / c.

This is impossible. Similarly, the assumption } \mu^* < \Gamma_{[0,g],1} \text{ in Theorem 6.5 is also reasonable.
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