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Abstract

Let P be a planar point set in general position. Neumann-Lara et al. showed that there is a convex decomposition of P with at
most M elements. In this paper, we improve this upper bound to [% n—3)71+1.
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1. Introduction

Let P be a set of points in general position in the plane. A family F of convex polygons with vertices in P and
with pairwise disjoint interiors is called a convex decomposition of P if their union is the convex hull ch(P) of P and
no point of P lies in the interior of any polygon in F. We call a convex polygon in a convex decomposition a cell. Let
H (P) be the minimum number of cells in a convex decomposition of P, and let /4 (n) represent the maximum value
of H(P) over all sets P with n points.

In 1998, Urrutia [5] conjectured that h(n) < n + 1 for any n» > 3, and Neumann-Lara et al. proved that

h(n) < 10”7—’18 for any n > 3 in [4]. As for the lower bound, Aichholzer and Krasser [2] showed that A(n) > n + 2
for any n > 13. Later, Garcia-Lépez and Nicolds proved that h(n) > %n — 2 for any n > 4 in [3]. In addition,
Aichholzer et al. [1] discuss a subdivision of the plane that consists of both convex polygons and pseudo-triangles
with this problem.

In this paper, we improve on the upper bound of 4 (n).

Theorem. h(n) < [Z(n —3)] + 1 foranyn > 3.

We first introduce the definitions and notation required for the remainder of the paper. Let Q be a subset of a given
point set P. Denote the vertices on the boundary of ch(Q) by V(Q). Let R be a region in the plane. The region R is
said to be empty if R contains no elements of P in the interior. Let S(R) be the elements of P in R, i.e., S(R) = PNR.
We denote a cell in a convex decomposition of Q with an edge uv lying in the boundary of ch(Q) by C(uv, Q).

Let a, b and ¢ be any three non-collinear points in the plane. Denote by y (a; b, c¢) the convex cone with apex a,
determined by a, b and c. If y(a; b, ¢) is not empty, we define an attack point a(a; b, c¢) from the half-line ab to
ac as the element of P in y(a; b, ¢) such that y(a; b, a(a; b, ¢)) is empty. For 8§ = b or ¢ of y(a; b, ¢), let § be a
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Fig. 1. (a) Convex cones y (a; b, ¢) and y (a; b, c). (b) Attack points «(a; b, ¢) and a(a; c, b).
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Fig.2. T UCy or T3 U C3 is a cell in a convex decomposition of P.

point collinear with a and § so that a lies on the segment 88’. Then we obtain a new convex cone or attack point of
y(a; b, c) ora(a; c, b’). See Fig. 1.

2. Proof

Let P be a planar n point set in general position. We construct a convex decomposition of P by recursively
constructing convex decompositions of subsets of P. Namely, we show that i(n) < F%(n —3)]+ 1foranyn > 3
by induction on n. Since h(3) = 1 < (%(3 —3)1 + 1, we suppose that n > 4 and use the induction hypothesis that
h(n') < [E(' —3)] + L foranyn’ <n — 1.

2.1. |V(P)| =4

Let V(P) = {vi,v2,...,v.} in counter-clockwise order. Consider K| = ch({vi, v2,v3}) = Avjvovs and
Ky = (ch(P) \ K1) U vivz where K1 N K» = vjv3. By the induction hypothesis, for i = 1,2, there is
a convex decomposition of S(K;) with at most [%(n,- — 3)] + 1 cells where n; = |S(K;)|. For the cell of
Ci = C(vivs, S(K;)) fori = 1,2, we claim that C; U C; is a cell in a convex decomposition of P. Therefore,

hn) < ([0 =T+ D+ (L2 =31+ D=1 < [L(n1+n2 =51+ 1=[L(n—3)]+ L withn = nj +ny —2.
22 |V(P)| =3

Let V(P) = {vy1, va, v3} in counter-clockwise order. We first consider P’ = P \ {v;} and suppose that |V (P’)| = 3
where V(P") = {p, v, v3}). Let T} = Apvjvy, To = Apvovz and T3 = Apvsvy where ch(P) = T UT, U Ts and Ty
and T3 are empty.

If 75 is also empty, H(P) = 3 and h(4) < f%(4 —3)] + 1 = 3 holds. If T, is not empty, we have C; =
C(pvz, S(Tz)) and Cy = C(pv3, S(T»)) with C1 # Co. Then T1 U Cq or T3 U C» is a cell in a convex decomposition
of P since either C isin y (v1; v, p) or Ca isin y (v1; v3, p). See Fig. 2. Since there is a convex decomposition of P’
with at most [£(n' —3)1+ 1 cells forn’ = |P'|, h(n) < ([0’ =3) 1+ D+2—1 < [I(' =21+ 1= [I(n—3)]+1
withn =n' + 1.

We can now make the following assumption.
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Fig. 3. A cell C; in a convex decomposition of S(7;) fori =1, 2.

Fig. 4. The shaded portion is empty.

Assumption 1. For any v in V(P), ch(P \ {v}) is not a triangle.

For p; = a(v3; vz, v1), we suppose that y(p1; vé, v3) is not empty and consider p» = a(py; v3, vé), where
{va, v3, p1, p2} is an empty convex quadrilateral. Let 77 = Avyvap1, To = Avyprvs and T3 = Avy py ps.

By Assumption 1, neither 77 nor 7> is empty. Let C; = C (v p;, S(T7)) fori = 1,2 where Cy is in y(p1; v1, pé)
and Cy isin y (p2; vy, p/l) as shown in Fig. 3. If T3 is empty or not, C1 UT3 U C> is a cell in a convex decomposition of
P orboth C;UC (vip1, S(T3)) and Co UC (vy p2, S(T3)) are cells in a convex decomposition of P, respectively. Thus,
h(n) < ([ =3+ D+ L2 =31+ D+ ({03 =)+ D+1-2 < [{(n+na+n3 =D +1 = [{(—3)]+1
where n; = |S(T;)| fori = 1,2,3andn =ny +ny +n3z — 4.

For the remaining of the proof we can make the following stronger assumption.

Assumption 2. For any edge v;v;+; on the boundary of ch(P), there exists an element w; of P such that
y (Vi; vig1, wi) Uy (vigr; vi, w;) is empty fori = 1, 2, 3, where vq4 = vy.

See Fig. 4 where the shaded portion is empty. We remark that w; # w; for i # j by Assumption 1. Let
K1 = Aviwiws, K3 = Avpwowg, K3 = Avswsw; and K/ = Awjwaws.

We continue under Assumption 2.

Case 1: K; is empty forevery i =1, 2, 3.

If K’ is empty, i.e., n = 6, then H(P) = 6 and h(6) < [%(6 —3)]+1 = 6holds. Let C; = C(w;—jw;, S(K'))
for i = 1,2,3 where wyg = ws. If K’ is not empty, since C; # Cjfori # jand K; U C; is a cell in a convex
decomposition of P foreachi, h(n) < ([2(n' =3)1+ 1) +6—3 < [Zn'1+ 1= [Z(n—3)]+ 1 withn = n’ + 3 for
n' =|S(K")|.

Case 2: There exists a non-empty K;, say K.

Let V(S(Ky) \ {v1}) = {wy, u1, us, ..., ug, wz} in clockwise order.

(A) Avoujwy is not empty.

Consider p = a(v2; wy, u1) and let 71 = Avivap, T = Avavzp and T3 = Avzvg p, where |S(T1)| = 4. There is
a convex decomposition of S(7;) with at most [%(ni —3)] + 1 cells forn; = |S(T;)|,i =2, 3.



K. Hosono / Discrete Mathematics 309 (2009) 1714-1717 1717

U]

Vo
(@) pisiny(v3; wp, wy). (b) pisiny(v3; wy, uy). (c) Avpuqwy is empty.
Fig. 5.

If p is in y(v3; wa, w1) as shown in Fig. 5a, we consider C» = C(v3p, S(T»)), C3 = C(vzp, S(T3)) and
Cé = C(v1p, S(T3)). Since {v1, v3, wy, p} is in convex position, Aviw;p U Cé is a cell in a convex decomposition
of P. And C3 is contained in y (p; vé, v3) since, otherwise, C3 = T3 and C3 would not be empty, that is, Co U C3
is also a cell in a convex decomposition of P. Thus, h(n) < ([%(nz -3+ 1D+ (f%(n3 -3)+DH+3-2<
[T(ny+n3 =1+ 1=[4(n—3)]+ L withn =ny +n3 — 1 ().

If pisin y (v3; wi, u1) as shown in Fig. 5b, we let C» = C(v3p, S(12)) and Cé = C(v2p, S(T»)) where Cp # Cé
by the existence of w,. Since both Avy pw; U Cé and C, U C(v3p, S(T3)) are cells in a convex decomposition of P
for the same reason, we obtain the same inequalities as (x).

(B) Avpujwg is empty.

Let 1 = Avivauy, T» = Avovzu; and 73 = Avzvjug with |[S(T)| = 4. See Fig. 5c. Since C(v3uy, S(13))
isin y(uy; vé, v3) and both Avyujwi U C(vauy, S(13)) and C(v3uy, S(T>)) U C(v3uy, S(T3)) are cells in a convex
decomposition of P, h(n) < ([2(n2 =31+ D+ (23 =31+ D +3 -2 < [Z(n—3)]+ 1 withn =ny +n3 — 1
forn; = |S(Ty)|,i =2,3. O

3. Final remark

There is still a substantial gap between the upper and lower bounds for /(n). We believe that a more complicated
approach may be able to prove that h(n) < (%(n —2)] forany n > 3.
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