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Abstract

Convoluted C-cosine functions and semigroups in a Banach space setting extending the classes of fractionally integrated C-
cosine functions and semigroups are systematically analyzed. Structural properties of such operator families are obtained. Relations
between convoluted C-cosine functions and analytic convoluted C-semigroups, introduced and investigated in this paper are given
through the convoluted version of the abstract Weierstrass formula which is also proved in the paper. Ultradistribution and hyper-
function sines are connected with analytic convoluted semigroups and ultradistribution semigroups. Several examples of operators
generating convoluted cosine functions, (analytic) convoluted semigroups as well as hyperfunction and ultradistribution sines il-
lustrate the abstract approach of the authors. As an application, it is proved that the polyharmonic operator Δ2n

, n ∈ N, acting on
L2[0,π ] with appropriate boundary conditions, generates an exponentially bounded Kn-convoluted cosine function, and conse-
quently, an exponentially bounded analytic Kn+1-convoluted semigroup of angle π

2 , for suitable exponentially bounded kernels
Kn and Kn+1.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and preliminaries

We study a class of convoluted C-cosine functions extending the class of α-times integrated C-cosine functions,
α > 0 and continue our researches in [34–37] where we investigate different kinds of convoluted operator type families
and their relations with (tempered) ultradistribution semigroups and (Fourier) hyperfunction semigroups.

Local convoluted C-semigroups were introduced and studied in the papers of I. Ciorănescu and G. Lumer [9,10]
who related them to ultradistribution semigroups, in the particular case C = I . We refer to [6–14] (see also [15,43]),
[20,25,31,33,37,40] and [46] for further information concerning ultradistribution semigroups. We analyze in this paper
ultradistribution and hyperfunction sines continuing the researches of H. Komatsu [31] and P.C. Kunstmann [39,40].

A class of exponentially bounded convoluted semigroups is introduced and studied in [27] via the operator val-
ued Laplace transform while global convoluted semigroups which are not necessarily exponentially bounded have
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been recently analyzed in [35] and [36] (see also [22]). We also refer to investigations of B. Bäumer, G. Lumer and
F. Neubrander [4] and [45], for the use of the asymptotic Laplace transform in the theory of convoluted semigroups, as
well as to the paper [48] of C. Müler for the approximations of local convoluted semigroups. In this paper, we further
study convoluted C-cosine functions introduced in [35] and obtain several generalizations of results known for inte-
grated C-cosine functions (cf. [2,19,25,26,28,32,33,47,51,52,54–57] and [58]). We analyze in Section 2 K-convoluted
C-cosine functions by a trustworthy passing to the theory of K-convoluted C-semigroups on product spaces and we
compare corresponding integral generators of such operator families. Such an approach enables one to obtain several
properties of subgenerators of convoluted C-cosine functions. We also focus our attention to the case C = I and
continue the analysis of P.C. Kunstmann [38] concerning stationary dense operators in Banach spaces. We prove that
every generator A of a (local) α-times integrated cosine function is stationary dense and satisfies n(A) � � �α�+1

2 �. It
seems to be an open problem to improve this inequality; nevertheless, the concept of stationarity, whose application
in the problems of maximal regularity of abstract Cauchy problems is not clearly understandable, makes a difference
between integrated operator type families and convoluted operator type families. We generalize in Section 3 results
of [35] which are related to the Laplace transform of exponentially bounded K-convoluted C-cosine functions in
order to use them in the later analysis of the polyharmonic operator Δ2n

on L2[0,π].
Our main results are given in Sections 4, 5 and 6. In Section 4, we obtain the Hille–Yosida type theorems for gen-

erators of analytic convoluted C-semigroups introduced in this paper (see also [36]) and prove the convoluted version
of the abstract Weierstrass formula connecting analytic convoluted C-semigroups and convoluted C-cosine functions.
We relate in Section 5 ultradistribution and hyperfunction sines to analytic convoluted semigroups and note, in the
ultradistribution case, some differences between Beurling and Roumieu-type ultradistribution sines. Theorem 15 con-
nects ultradistribution sines of (Mp)-class, respectively, {Mp}-class, with ultradistribution semigroups of (M2

p)-class,

respectively, {M2
p}-class. In the rest of Section 5, we analyze relations between (local) integrated cosine functions as

well as convoluted cosine functions with ultradistribution semigroups. Such results were first obtained by V. Keyantuo
in [25, Theorem 3.1] and this theorem has been recently generalized and analyzed in [33, Theorem 4.3, Example 4.4].
Our results can be used in the analysis of abstract Cauchy problems in the framework of various vector-valued gener-
alized function spaces.

We discuss in examples of Section 6 the polyharmonic operator acting on L2[0,π] and point out, motivated by [4],
situations when the theory of convoluted cosine functions and semigroups (C = I ) cannot be used in the analysis of a
wide class of elliptic differential operators acting on Lp-type spaces (cf. E.B. Davies [16,17]). In order to prove that the
polyharmonic operator Δ2n

on L2[0,π] generates a convoluted cosine function, we essentially use the fact that −Δ2n

generates an analytic C0-semigroup of angle π
2 proved by J.A. Goldstein in [21], see also [18, Example 24.11]. Still, it

is an open problem to characterize polynomials of −Δ in the framework of the theory of convoluted cosine functions
and semigroups. We refer to [18, Sections VIII, XXIV] for the application of entire regularized groups in the analysis
of such problems. Following R. Beals [5,6], we construct an illustrative example of an operator A acting on the Hardy
space Hp(C+), 1 � p < ∞ which generates a hyperfunction sine, but not an ultradistribution sine. Local integrated
semigroups generated by multiplication operators were explicitly constructed by W. Arendt, O. El-Mennaoui and
V. Keyantuo in [1] (cf. [32] for integrated cosine functions). We construct convoluted cosine functions generated by
multiplication operators in Example 3 where we also discuss the maximal interval of existence of a convoluted cosine
function and present an example of a global non-exponentially bounded convoluted cosine function.

In order to concentrate the exposition on our main results, several structural properties of K-convoluted C-
semigroups and cosine functions are excluded, see [35] for more details. Also, because of that, we do not analyze
composition properties, perturbations and approximation type results for convoluted C-cosine functions as well as the
corresponding abstract Cauchy problems. These themes will be treated in a separate paper.

Notation. By E and L(E) are denoted a complex Banach space and the Banach algebra of bounded linear operators
on E. For a closed linear operator A on E, D(A), Kern(A), R(A), ρ(A) denote respectively its domain, kernel, range
and resolvent set. Put D∞(A) := ⋂

n∈N0
D(An). We denote by [D(A)] the Banach space D(A) endowed with the

graph norm. In this paper, C ∈ L(E) is an injective operator satisfying CA ⊂ AC.

We recall the basic facts from the Denjoy–Carleman–Komatsu theory of ultradistributions although a great part of
our results can be transferred to the case of ω-type ultradistributions. In the sequel, (Mp)p is a sequence of positive
numbers, M0 = 1, such that the following conditions are satisfied:
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(M1) M2
p � Mp+1Mp−1, p ∈ N,

(M2) Mn � AHn minp+q=n MpMq , n ∈ N, for some A,H > 0,

(M3)′
∑∞

p=1
Mp−1
Mp

< ∞.

If (Mp) is such a sequence, then as a matter of routine, one can check that (M2
p) also satisfies (M1), (M2) and (M3)′.

If s > 1 then the Gevrey sequences (p!s)p, (pps)p or (Γ (1 + ps))p satisfy the above conditions. The associated

function is defined by M(ρ) := supp∈N ln ρp

Mp
, ρ > 0; M(0) := 0. If λ ∈ C, then M(λ) := M(|λ|).

We refer to [29] and [30] for the basic properties of locally convex space-valued ultradifferentiable functions de-
fined on R and corresponding ultradistributions of the Beurling, respectively, Roumieu type. The classes of Beurling,
respectively, Roumieu ultradistributions with values in a Banach space E are denoted by D′(Mp)(E), respectively,
D′{Mp}(E) or simply D′(Mp), respectively, D′{Mp} in the case E = R. We denote by ∗ either (Mp) or {Mp}. A sim-
ilar terminology is used for the spaces of Beurling and Roumieu type ultradifferentiable functions. The space of all
scalar-valued ultradistributions of ∗-class with the support contained in [0,∞) is denoted by D′ ∗

0 (D′ ∗
0 (E) in the case

of E-valued ultradistributions).
The spaces of tempered ultradistributions of Beurling and Roumieu type (cf. [37] and [50]) are defined as duals

of S(Mp)(R) := proj limk→∞ SMp,k(R), respectively, S{Mp}(R) := ind limk→0 SMp,k(R), where SMp,k(R) := {φ ∈
C∞(R): ‖φ‖k < ∞}, k > 0 and ‖φ‖k := sup{ kα+β

MαMβ
(1 + |t |2)β/2|φ(α)(t)|: t ∈ R, α,β ∈ N0}. We refer to the book of

A. Kaneko [24] for the basic facts about hyperfunctions and Fourier hyperfunctions.

1.1. Terminology used in the paper

1. LT(C) denotes the space of all Laplace transforms of locally integrable, exponentially bounded functions.

2. If ω > 0, put Πω := {z ∈ C: Re z > ω2 − (Im z)2

4ω2 }. Note that Πω = {z2: z ∈ C, Re z > ω}.
3. Let ε > 0 and Cε > 0. The next region was introduced by S. Ōuchi in [49]: Ωε,Cε := {λ ∈ C: Reλ � ε|λ| + Cε}.

We will use the notation Ω2
ε,Cε

:= {λ2: λ ∈ Ωε,Cε }.
4. As in [31], we define Ω(Mp) as a subset of C which contains a domain of the form

Ω
Mp

k,C := {
λ ∈ C: Reλ � M

(
k|λ|) + C

}
,

for some k > 0 and C > 0, in the Beurling case, respectively, Ω{Mp} as a subset of C which contains a domain of the
form

Ω
Mp

k,Ck
:= {

λ ∈ C: Reλ � M
(
k|λ|) + Ck

}
,

for every k > 0 and the corresponding Ck > 0, in the Roumieu case.

We use the notation Ω∗ for the common case and put (Ω∗)2 := {λ2: λ ∈ Ω∗}. We define (Ω
Mp

k,C)2 and (Ω
Mp

k,Ck
)2 in

a similar way.
5. As in [46] (cf. also J. Chazarain [7]), we use the ultra-logarithmic regions

Λα,β,γ :=
{
λ ∈ C: Reλ � M(αλ)

γ
+ β

}
, α,β, γ > 0

and define Λ2
α,β,γ := {λ2: λ ∈ Λα,β,γ }. Note that (M2) implies that, for every α,β, γ > 0, there exist α′ > 0 and

β ′ > 0 so that Λα′,β ′,1 ⊂ Λα,β,γ .

6. Let α,β > 0. The exponential region E(α,β) is defined in [1] by

E(α,β) := {
λ: Reλ � β, |Imλ| � eα Reλ

}; E2(α,β) := {
λ2: λ ∈ E(α,β)

}
.

7. Let 0 < α � π. Then Σα := {reiθ : r > 0, |θ | < α}.
8. We use occasionally the following condition for K :

(P1) K ∈ L1
loc([0,∞)) is Laplace transformable, i.e., there exists β ∈ R so that K̃(λ) = L(K)(λ) := ∫ ∞

0 e−λtK(t) dt

exists for all λ ∈ C with Reλ > β.
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Put abs(K) := inf{Reλ: K̃(λ) exists}. In some statements, the following additional condition is required for K satis-
fying (P1):

(P2) K̃(λ) = 0, Reλ > β , where β � abs(K).

In general, (P2) does not hold for exponentially bounded functions, cf. [3, Theorem 1.11.1].
9. A function K ∈ L1

loc([0, τ )), τ > 0, is called a kernel if for every φ ∈ C([0, τ )), the assumption

t∫
0

K(t − s)φ(s) ds = 0, t ∈ [0, τ ),

implies φ ≡ 0. According to Titchmarsh’s theorem, K is a kernel if 0 ∈ suppK.

For the later use we recall a family of kernels, see [3, p. 107]:

Kδ(t) := 1

2πi

r+i∞∫
r−i∞

eλt−λδ

dλ, t � 0, 0 < δ < 1, r > 0, where 1δ = 1.

Note, K1/2(t) = 1
2
√

πt3
e− 1

4t , t > 0 (K1/2(0) = 0).

2. K-convoluted C-cosine functions

We assume in the sequel that K is not identical to zero and put, in the sequel, Θ(t) = ∫ t

0 K(s)ds, t � 0. For the later
use, first we recall the definitions of (local) K-convoluted C-semigroups and exponentially bounded, K-convoluted
C-semigroups.

Definition 1. (See [36].) Let A be a closed operator and K be a locally integrable function on [0, τ ), 0 < τ � ∞.
If there exists a strongly continuous operator family (SK(t))t∈[0,τ ) such that SK(t)C = CSK(t), SK(t)A ⊂ ASK(t),∫ t

0 SK(s)x ds ∈ D(A), t ∈ [0, τ ), x ∈ E and

A

t∫
0

SK(s)x ds = SK(t)x − Θ(t)Cx, x ∈ E, (1)

then (SK(t))t∈[0,τ ) is called a (local) K-convoluted C-semigroup having A as a subgenerator. If τ = ∞, then it we
say that (SK(t))t�0 is an exponentially bounded, K-convoluted C-semigroup with a subgenerator A if, in addition,
there are constants M > 0 and ω ∈ R such that ‖SK(t)‖ � Meωt , t � 0.

The integral generator of (SK(t))t∈[0,τ ) is defined by{
(x, y) ∈ E2: SK(t)x − Θ(t)Cx =

t∫
0

SK(s)y ds, t ∈ [0, τ )

}
.

It is straightforward to see that the integral generator of (SK(t))t∈[0,τ ) is an extension of any subgenerator of
(SK(t))t∈[0,τ ).

Definition 2. Let A be a closed operator and K ∈ L1
loc([0, τ )), 0 < τ � ∞. If there exists a strongly continuous

operator family (CK(t))t∈[0,τ ) such that:

(i) CK(t)A ⊂ ACK(t), t ∈ [0, τ ),
(ii) CK(t)C = CCK(t), t ∈ [0, τ ), and
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(iii)
∫ t

0 (t − s)CK(s)x ds ∈ D(A), x ∈ E, t ∈ [0, τ ), and

A

t∫
0

(t − s)CK(s)x ds = CK(t)x − Θ(t)Cx, (2)

then it is said that A is a subgenerator of a K-convoluted C-cosine function (CK(t))t∈[0,τ ). If τ = ∞, then we say
that (CK(t))t�0 is an exponentially bounded, K-convoluted C-cosine function with a subgenerator A if, additionally,
there exist M > 0 and ω ∈ R such that ‖CK(t)‖ � Meωt , t � 0.

As a consequence of (i) and (iii), we have CA ⊂ AC. Indeed, if x ∈ D(A), choose a t ∈ [0, τ ) with Θ(t) = 0.

Then (i) and (iii) implies CK(t)Ax − Θ(t)CAx = A
∫ t

0 (t − s)CK(s)Ax ds = A2
∫ t

0 (t − s)CK(s)x ds = A[CK(t)x −
Θ(t)Cx]. Since CK(t)x ∈ D(A), we obtain Cx ∈ D(A) and CAx = ACx.

Put in Definition 2, K(t) = tα−1

Γ (α)
, t ∈ [0, τ ), α > 0. Then (CK(t))t∈[0,τ ) is an α-times integrated C-cosine function.

We point out that C. Lizama used in [44] a slight modification of (2) and (1) in the case of α-times integrated cosine
functions and semigroups.

The integral generator of (CK(t))t∈[0,τ ) is defined by {(x, y) ∈ E2: CK(t)x − Θ(t)Cx = ∫ t

0 (t − s)CK(s)y ds,

t ∈ [0, τ )}. The integral generator of (CK(t))t∈[0,τ ) is a closed linear operator which is an extension of any subgenera-
tor of (CK(t))t∈[0,τ ). Even if (C(t))t�0 is a global, exponentially bounded C-cosine function, the set of all subgener-
ators of (C(t))t�0 need not be a singleton. This can be viewed by transferring [53, Example 2.13] to cosine functions.
Moreover, the set of all subgenerators of a K-convoluted C-cosine function can have infinitely many elements. In
order to illustrate this fact, choose an arbitrary K ∈ L1

loc([0,∞)). Put E := l∞, C〈xn〉 := 〈0, x1,0, x2,0, x3, . . .〉 and
CK(t)〈xn〉 := Θ(t)C〈xn〉, t � 0, 〈xn〉 ∈ E. If I ⊂ 2N + 1, define EI := {〈xn〉 ∈ E: xi = 0, for all i ∈ (2N + 1) \ I }.
Then EI is a closed subspace of E which contains R(C). Clearly, EI1 = EI2, if I1 = I2. Define a closed linear oper-
ator AI on E by: D(AI ) = EI and AI 〈xn〉 = 0, 〈xn〉 ∈ D(AI ). It is straightforward to see that every subgenerator of
(CK(t))t�0 is of the form AI , for some I ⊂ 2N + 1. Hence, in this example, there exist a continuum of subgenerators
of (CK(t))t�0. See also [53, Example 2.14] for a more complicated construction in the case of global C-semigroups.

If C = I, then the proof of [36, Proposition 2.2], with slight modifications, shows that every subgenerator of a
(local) K-convoluted cosine function (CK(t))t∈[0,τ ) coincides with the integral generator of (CK(t))t∈[0,τ ).

Remark 1. The authors do not know whether the set of all subgenerators (CK(t))t∈[0,τ ) must be a singleton if C = I

and R(C) = E.

We need the following useful extension of [32, Proposition 1.3].

Proposition 3. Let A be a closed operator and let K ∈ L1
loc([0, τ )), 0 < τ � ∞. Then the following assertions are

equivalent:

(a) A is a subgenerator of a K-convoluted C-cosine function (CK(t))t∈[0,τ ) in E.
(b) The operator A ≡ ( 0 I

A 0

)
is a subgenerator of a Θ-convoluted C-semigroup (SΘ(t))t∈[0,τ ) in E2, where C :=(

C 0
0 C

)
.

In this case:

SΘ(t) =
( ∫ t

0 CK(s) ds
∫ t

0 (t − s)CK(s) ds

CK(t) − Θ(t)C
∫ t

0 CK(s) ds

)
, 0 � t < τ,

and the integral generators of (CK(t))t∈[0,τ ) and (SΘ(t))t∈[0,τ ), denoted respectively by B and B, satisfy B = ( 0 I
B 0

)
.

Furthermore, if K is a kernel, then the integral generator of (CK(t))t∈[0,τ ), respectively, (SΘ(t))t∈[0,τ ) is C−1AC,

respectively, C−1AC ≡ ( 0 I

C−1AC 0

)
.

Proof. (a) ⇒ (b) The properties of (CK(t))t∈[0,τ ) and CA ⊂ AC imply that (SΘ(t))t∈[0,τ ) is a strongly continuous
operator family in E2 which satisfies SΘ(t)A ⊂ ASΘ(t) and SΘ(t)C = CSΘ(t) for 0 � t < τ. Furthermore,
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A
t∫

0

SΘ(s)

(
x

y

)
ds = A

t∫
0

(∫ s

0 CK(r)x dr + ∫ s

0 (s − r)CK(r)y dr

CK(s)x − Θ(s)Cx + ∫ s

0 CK(r)y dr

)
ds

= A
( ∫ t

0 (t − s)CK(s)x ds + ∫ t

0
(t−s)2

2 CK(s)y ds∫ t

0 CK(s)x ds − ∫ t

0 Θ(s)Cx ds + ∫ t

0 (t − s)CK(s)y ds

)

=
(∫ t

0 CK(s)x ds − ∫ t

0 Θ(s)Cx ds + ∫ t

0 (t − s)CK(s)y ds

CK(t)x − Θ(t)Cx + ∫ t

0 CK(s)y ds − ∫ t

0 Θ(s)Cy ds

)

= SΘ(t)

(
x

y

)
−

t∫
0

Θ(s)

(
Cx

Cy

)
ds, 0 � t < τ.

(b) ⇒ (a) Put SΘ(t) = ( S1
Θ(t) S2

Θ(t)

S3
Θ(t) S4

Θ(t)

)
, t ∈ [0, τ ), where Si

Θ(t) ∈ L(E), i ∈ {1,2,3,4}, 0 � t < τ . A simple conse-

quence of Sθ (t)C = CSΘ(t), t ∈ [0, τ ) is: Si
Θ(t)C = CSi

Θ(t), t ∈ [0, τ ), i ∈ {1,2,3,4}. Since SΘA ⊂ ASΘ :

S1
Θ(t)x + S2

Θ(t)y ∈ D(A),

S1
Θ(t)y + S2

Θ(t)Ax = S3
Θ(t)x + S4

Θ(t)y,

S3
Θ(t)y + S4

Θ(t)Ax = A
(
S1

Θ(t)x + S2
Θ(t)y

)
, 0 � t < τ, x ∈ D(A), y ∈ E.

Hence, S3
Θ(t)x = S2

Θ(t)Ax, x ∈ D(A), and S3
Θ(t)y = AS2

Θ(t)y, y ∈ E, 0 � t < τ . This implies that for every
x ∈ D(A), we have S3

Θ(t)Ax = AS2
Θ(t)Ax = AS3

Θ(t)x, t ∈ [0, τ ). Thus, S3
Θ(t)A ⊂ AS3

Θ(t), t ∈ [0, τ ), and
(S3

Θ(t) + Θ(t)C)t∈[0,τ ) is a strongly continuous operator family in E. Now, the simple calculation deduced from
A

∫ t

0 SΘ(s)
(
x
y

)
ds = SΘ(t)

(
x
y

) − ∫ t

0 Θ(s)
(
Cx
Cy

)
ds gives

t∫
0

S3
Θ(s)x ds +

t∫
0

S4
Θ(s)y ds = S1

Θ(t)x + S2
Θ(t)y −

t∫
0

Θ(s)Cx ds, and

A

[ t∫
0

S1
Θ(s)x ds +

t∫
0

S2
Θ(s)y ds

]
= S3

Θ(t)x + S4
Θ(t)y −

t∫
0

Θ(s)Cy ds,

for all 0 � t < τ , x, y ∈ E. Hence,
∫ t

0 S3
Θ(s)x ds = S1

Θ(t)x − ∫ t

0 Θ(s)Cx ds and A
∫ t

0 S1
Θ(s)x ds = S3

Θ(t)x, 0 � t < τ ,
x ∈ E. Consequently,

A

[ t∫
0

(t − s)
(
S3

Θ(s)x + Θ(s)Cx
)
ds

]
= A

[ t∫
0

(t − s)

(
d

dv
S1

Θ(v)x

)
v=s

ds

]

= A

t∫
0

S1
Θ(s)x ds

= [
S3

Θ(t)x + Θ(t)Cx
] − Θ(t)Cx, 0 � t < τ, x ∈ E.

Thus, we have proved that A is a subgenerator of the K-convoluted C-cosine function (S3
Θ(t) + Θ(t)C)t∈[0,τ ).

Clearly, S1
Θ(t) = S4

Θ(t) and S2
Θ(t) = ∫ t

0 S1
Θ(s) ds, 0 � t < τ . Next, we will prove that B = ( 0 I

B 0

)
. To see this, fix

some x, y, x1, y1 ∈ E. Then

SΘ(t)

(
x

y

)
−

t∫
Θ(s)

(
Cx

Cy

)
ds =

t∫
SΘ(s)

(
x1

y1

)
ds, t ∈ [0, τ ),
0 0
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iff

CK(t)x − Θ(t)Cx =
t∫

0

(t − s)CK(s)y1 ds, for all t ∈ [0, τ ), and y = x1.

Namely, if SΘ(t)
(
x
y

) − ∫ t

0 Θ(s)
(
Cx
Cy

)
ds = ∫ t

0 SΘ(s)
(
x1
y1

)
ds, t ∈ [0, τ ), then

t∫
0

CK(s)x ds +
t∫

0

(t − s)CK(s)y ds −
t∫

0

Θ(s)Cx ds =
t∫

0

(t − s)CK(s)x1 ds +
t∫

0

(t − s)2

2
CK(s)y1 ds, (3)

and

CK(t)x − Θ(t)Cx +
t∫

0

CK(s)y ds −
t∫

0

Θ(s)Cy ds =
t∫

0

CK(s)x1 ds −
t∫

0

Θ(s)Cx1 ds

+
t∫

0

(t − s)CK(s)y1 ds. (4)

Differentiating (3) with respect to t , one obtains

CK(t)x +
t∫

0

CK(s)y ds − Θ(t)Cx =
t∫

0

CK(s)x1 ds +
t∫

0

(t − s)CK(s)y1 ds.

The last equality and (4) imply
∫ t

0 Θ(s)Cy ds = ∫ t

0 Θ(s)Cx1 ds; consequently, y = x1. Then (4) gives CK(t)x −
Θ(t)Cx = ∫ t

0 (t − s)CK(s)y1 ds, t ∈ [0, τ ) and (x, y1) ∈ B. Conversely, suppose that y = x1 and that (x, y1) ∈ B.

Then

CK(t)x − Θ(t)Cx =
t∫

0

(t − s)CK(s)y1 ds, t ∈ [0, τ ).

This implies (4). Integrating (4) with respect to t one obtains (3) and this gives
(
x
y

)
,
(
x1
y1

) ∈ B. Hence, we have proved(
x
y

)
,
(
x1
y1

) ∈ B iff y = x1 and (x, y1) ∈ B. Furthermore, our assumption CA ⊂ AC implies CA ⊂ AC and one can
employ an adequate assertion for K-convoluted C-semigroups (cf. [35,41]) in order to see that the integral generator of
(SΘ(t))t∈[0,τ ) is C−1AC. As a matter of routine, we obtain C−1AC = ( 0 I

C−1AC 0

)
. By the previously given arguments,

we know that this implies that the integral generator of (CK(t))t∈[0,τ ) is C−1AC. �
Remark 4. When τ = ∞ and Θ is an exponentially bounded function, then (CK(t))t�0 is exponentially bounded if
and only if (SΘ(t))t�0 is exponentially bounded.

Proposition 3 implies the following facts which remain true in the case of convoluted C-semigroups.
Suppose in this paragraph that 0 < τ � ∞ and that K ∈ L1

loc([0, τ )) is a kernel. If A and B are subgenerators
of (CK(t))t∈[0,τ ), then: C−1AC = C−1BC, C(D(A)) ⊂ D(B) and A = B ⇔ D(A) = D(B). Moreover, if A is the
integral generator of (CK(t))t∈[0,τ ), then it can be easily seen that the set of all subgenerators of (CK(t))t∈[0,τ ) is a
singleton if C(D(A)) is a core for D(A), cf. also [53, Proposition 2.8] and [18]. It can be proved that all subgenerators
of (CK(t))t∈[0,τ ) form a lattice. Further analysis of such a lattice can be found [53].

If K is a kernel, then by Proposition 3 and the corresponding statement in the case of semigroups that every (local)
K-convoluted C-cosine function is uniquely determined by one of its subgenerators. The standard proof is omitted.

Let (CK(t))t∈[0,τ ) be a (local) K-convoluted C-cosine function whose integral generator is A. Proposition 3 and
arguments of [35] and [41, Proposition 1.3] yield A = C−1AC.
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Let λ ∈ C and let E2 be endowed by the norm ‖(x, y)‖ = ‖x‖ + ‖y‖, x, y ∈ E. Then λ2 ∈ ρ(A) iff λ ∈ ρ(A), and,
in this case, we have:∥∥R

(
λ2 : A)∥∥ �

∥∥R(λ : A)
∥∥,∥∥R(λ : A)

∥∥ �
(
1 + |λ|)√1 + |λ|2∥∥R

(
λ2 : A)∥∥ + 1,

R(λ : A)

(
x

y

)
=

(
R

(
λ2 : A)

(λx + y)

AR
(
λ2 : A)

x + λR
(
λ2 : A)

y

)
, x, y ∈ E,

see [32, Lemma 1.10] for the proof. Further on, D(An) = D(A� n
2 �) × D(A� n

2 �), n ∈ N0 and D∞(A) = D∞(A) ×
D∞(A). Here, �t� := sup{k ∈ Z: k � t} and �t� := inf{k ∈ Z: k � t}, t ∈ R.

Let us recall [38] that a closed linear operator A is stationary dense if n(A) := inf{k ∈ N0: (∀n � k) D(An) ⊂
D(An+1)} < ∞. We will prove that every generator of an integrated cosine function is stationary dense. In Example 3
we will show that this is not necessarily true if A generates a convoluted cosine function.

Lemma 5. Let A be a closed operator. Then A is stationary dense if and only if A is stationary dense. Moreover,
n(A) = 2n(A).

Proof. Assume that A is stationary dense and that n(A) = n ∈ N0. Let us prove that D(Am) ⊂ D(Am+1), for all
m ∈ N0 with m � 2n. Suppose m = 2i, for some i � n. We have to prove that D(Ai) × D(Ai) ⊂ D(Ai+1) × D(Ai).
But, this is a consequence of D(Ai) ⊂ D(Ai+1). If m = 2i + 1 for some i � n, then D(Am) ⊂ D(Am+1) is equivalent
with D(Ai+1) × D(Ai) ⊂ D(Ai+1) × D(Ai+1), which is valid since i � n. Thus, A is stationary dense and n(A) �
2n(A). Furthermore, n(A) = 0, if n(A) = 0. Suppose n(A) < 2n(A). If n(A) = 2i, for some i ∈ {0,1, . . . , n − 1},
then D(Ai) × D(Ai) ⊂ D(Ai+1) × D(Ai). It gives D(Ai) ⊂ D(Ai+1) and the contradiction is obvious. Similarly,
if n(A) = 2i + 1, for some i ∈ {0,1, . . . , n − 1}, then D(Ai+1) × D(Ai) ⊂ D(Ai+1) × D(Ai+1). Again, D(Ai) ⊂
D(Ai+1) and this is in contradiction with n(A) = n. Hence, we have proved that A is stationary dense and n(A) =
2n(A). Assume conversely that A is stationary dense. Similarly as in the first part of the proof, one obtains that A is
stationary dense. Then we know that n(A) = 2n(A). �
Proposition 6. Let A be the generator of an α-times integrated cosine function (Cα(t))t∈[0,τ ), 0 < τ � ∞, α > 0.

Then n(A) � � �α�+1
2 �.

Proof. Due to Proposition 3 and [42, Proposition 2.4(a)], the operator A is the generator of an (�α� + 1)-times
integrated semigroup (S�α�+1(t))t∈[0,τ ). Thus, an application of [38, Corollary 1.8] gives n(A) � �α� + 1. Now the
proposition follows from Lemma 5. �
Comment and problem. As it is illustrated in [3, Example 3.15.5, p. 224], the generator B of the standard translation
group on L1(R) fulfills the next statement: A := (B∗)2 (the second derivative) is the non-densely defined generator of
a sine function in L∞(R). Proposition 6 implies n(A) = 1. Hence, in the general situation of the previous proposition,
the estimate n(A) � � �α�+β

2 � cannot be proved for any β ∈ [0,1) since here n(A) = 1 and α = 1. The next problem
can be posed: Given an arbitrary α > 0, is it possible to construct a Banach space Eα, a closed linear operator Aα on
Eα which generates a (local) α-times integrated cosine function and satisfies n(Aα) = ��α�+1

2 �?

3. Global exponentially bounded K-convoluted C-cosine functions

Recall that the C-resolvent set of A, denoted by ρC(A), is defined by ρC(A) := {λ ∈ C: R(C) ⊂ R(λ−A) and λ−
A is injective}. The proof of the next theorem is the standard one and because of that it is omitted.

Theorem 7. Assume that K satisfies (P1) and that A is a closed linear operator.
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(a) Assume that A is a subgenerator of an exponentially bounded, K-convoluted C-cosine function (CK(t))t�0 and
‖CK(t)‖ � Meωt , t � 0, for some M > 0 and ω � 0. If ω1 = max(ω,β), then{

λ2: Reλ > ω1, K̃(λ) = 0
} ⊂ ρC(A), and (5)

λ
(
λ2 − A

)−1
Cx = 1

K̃(λ)

∞∫
0

e−λtCK(t)x dt, x ∈ E, Reλ > ω1, K̃(λ) = 0. (6)

(b) Suppose that (CK(t))t�0 is a strongly continuous operator family satisfying ‖CK(t)‖ � Meωt , t � 0, ω � 0.

Put ω1 = max(ω,β). If (5) and (6) are fulfilled, then (CK(t))t�0 is an exponentially bounded, K-convoluted
C-cosine function with a subgenerator A.

Note that there exist examples of local integrated C-cosine functions and semigroups whose integral generators
have the empty C-resolvent sets (cf. [42]).

In the next statement, we relate exponentially bounded, convoluted C-semi-groups to exponentially bounded, con-
voluted C-cosine functions.

Proposition 8. Let K satisfy (P1). Suppose that A and −A are subgenerators of exponentially bounded, K-convoluted
C-semigroups. Then A2 is a subgenerator of an exponentially bounded, K-convoluted C-cosine function.

Proof. Suppose that A and −A are subgenerators of exponentially bounded, K-convoluted C-semigroups (SK(t))t�0
and (VK(t))t�0, respectively. Define

CK(t) := 1

2

(
SK(t) + VK(t)

)
, t � 0.

We will prove that A2 is a subgenerator of a K-convoluted C-cosine function (CK(t))t�0. Clearly, (CK(t))t�0 is an
exponentially bounded operator family. Arguing similarly as in the proof of Theorem 7, we obtain that there is an
ω1 > 0 such that{

λ ∈ C: Reλ > ω1, K̃(λ) = 0
} ⊂ ρC(A) ∩ ρC(−A) (7)

and that

(λ − A)−1Cx = 1

K̃(λ)

∞∫
0

e−λtSK(t)x dt, x ∈ E, Reλ > ω1, K̃(λ) = 0.

The previous equality poses the natural analog for −A and (VK(t))t�0. Fix λ ∈ C with Reλ > ω1 and K̃(λ) = 0. Due
to (7), we have that λ2 − A2 is injective. Moreover, it is straightforward to see that R(C) ⊂ R(λ2 − A2) and that

(
λ2 − A2)−1

Cx = 1

2λ

[
(λ − A)−1Cx + (λ + A)−1Cx

] = 1

λK̃(λ)

∞∫
0

e−λt

[
1

2

(
SK(t)x + VK(t)x

)]
dt

= 1

λK̃(λ)

∞∫
0

e−λtCK(t)x dt, x ∈ E.

The proof ends an application of Theorem 7. �
4. On the abstract Weierstrass formula

We will state the convoluted version of the abstract Weierstrass formula (Theorem 11). First we introduce the class
of analytic K-convoluted C-semigroups.
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Definition 9. Let 0 < α � π
2 and let A be a subgenerator of a K-convoluted C-semigroup (SK(t))t�0. Then we say

that (SK(t))t�0 is an analytic K-convoluted C-semigroup of angle α having A as a subgenerator, if there exists an
analytic function SK : Σα → L(E) which satisfies

(i) SK(t) = SK(t), t > 0, and
(ii) limz→0,z∈Σγ SK(z)x = 0, for all γ ∈ (0, α) and x ∈ E.

It is said that A is a subgenerator of an exponentially bounded, analytic K-convoluted C-semigroup (SK(t))t�0 of
angle α, if for every γ ∈ (0, α), there exist Mγ > 0 and ωγ > 0 such that ‖SK(z)‖ � Mγ eωγ Re z, z ∈ Σγ .

We also write SK for SK. If C = I, the previous definition has been recently introduced in [36]. Although one can
reformulate a great part of facts known for analytic convoluted semigroups in the general case, we focus our attention
on the next result which improves [36, Theorem 6.3].

Theorem 10. Assume 0 < α � π
2 , K satisfies (P1) and ω � max(0, abs(K)). Suppose that A is a closed linear opera-

tor with {λ ∈ C: Reλ > ω, K̃(λ) = 0} ⊂ ρC(A) and that the function

λ �→ K̃(λ)(λ − A)−1C, Reλ > ω, K̃(λ) = 0,

can be analytically extended to a function

q̃ : ω + Σπ
2 +α → L(E)

satisfying

sup
λ∈ω+Σ π

2 +γ

∥∥(λ − ω)q̃(λ)
∥∥ < ∞, γ ∈ (0, α) and lim

λ→+∞λq̃(λ) = 0.

Then A is a subgenerator of an exponentially bounded, analytic K-convoluted C-semigroup of angle α.

Proof. The use of [3, Theorem 2.6.1] implies that there exists an analytic function SK : Σα → L(E) so that
supz∈Σγ

‖e−ωzSK(z)‖ < ∞ for all γ ∈ (0, α) and that

q̃(λ) =
∞∫

0

e−λtSK(t) dt, Reλ > ω.

Put SK(0) := 0, fix x ∈ E and γ ∈ (0, α). We will prove that

lim
z→0, z∈Σγ

SK(z)x = 0.

Note that f (z) := e−ωzSK(z)x, z ∈ Σα , is analytic and supz∈Σγ
‖f (z)‖ < ∞. By [3, Proposition 2.6.3], it is enough to

show limt↓0 SK(t)x = 0. This is a consequence of the assumption limλ→+∞ λq̃(λ) = 0 and a Tauberian type theorem
[3, Theorem 2.6.4]. It follows that (SK(t))t�0 is a strongly continuous, exponentially bounded operator family which
satisfies

K̃(λ)(λ − A)−1Cx =
∞∫

0

e−λtSK(t)x dt, λ ∈ C, Reλ > ω, K̃(λ) = 0.

Similarly as in the proof of Theorem 7 (cf. also [35] and [36]), we have that A is a subgenerator of an exponen-
tially bounded, K-convoluted C-semigroup (SK(t))t�0. Since (SK(t))t�0 verifies conditions (i) and (ii), given in
Definition 9, (SK(t))t�0 is an exponentially bounded analytic K-convoluted C-semigroup of angle α having A as a
subgenerator. �

The main result of this section reads as follows.
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Theorem 11. Assume that for some M > 0 and β > 0: |K(t)| � Meβt , t � 0. Let A be a subgenerator of an exponen-
tially bounded K-convoluted C-cosine function (CK(t))t�0. Then A is a subgenerator of an exponentially bounded
analytic K1-convoluted C-semigroup (S(t))t�0 of angle π

2 , where:

K1(t) :=
∞∫

0

se−s2/4t

2
√

πt3/2
K(s)ds and S(t)x := 1√

πt

∞∫
0

e−s2/4tCK(s)x ds, t > 0, x ∈ E.

Proof. We follow the proof of the abstract Weierstrass formula (cf. [3, p. 220]). Due to [3, Proposition 1.6.8], K1
fulfills (P1), abs(K1) � β2 and K̃1(λ) = K̃(

√
λ), Reλ > β2. Let x ∈ E be fixed. Putting r = s/

√
t , and using the

dominated convergence theorem after that, one obtains

S(t)x =
∞∫

0

e−r2/4

√
π

CK(r
√

t )x dr → 0, t → 0 + . (8)

Define S(0) := 0. By (8), (S(t))t�0 is a strongly continuous, exponentially bounded operator family. Furthermore,
one can employ Theorem 7 and [3, Proposition 1.6.8] to obtain that for all λ ∈ C with Reλ > β2 and K̃1(λ) = 0, the
following holds

∞∫
0

e−λtS(t)x dt =
∞∫

0

e−λt 1√
πt

∞∫
0

e−s2/4tCK(s)x ds dt = 1√
λ

∞∫
0

e−√
λsCK(s)x ds

= 1√
λ

√
λK̃(

√
λ )(λ − A)−1Cx = K̃1(λ)(λ − A)−1Cx.

As above, one concludes that (S(t))t�0 is an exponentially bounded K1-convoluted C-semigroup with a subgener-

ator A. If Re z > 0, we define S(z)x in a natural way: S(z)x = 1√
πz

∫ ∞
0 e−s2/4zCK(s)x ds. Then, S : {z ∈ C: Re z >

0} → L(E) is analytic. Using the same arguments as in the proof of the Weierstrass formula, see for instance [3],
one obtains that for all β ∈ (0, π

2 ), there exist M , ω1 > 0 such that ‖S(z)‖ � Meω1|z|, z ∈ Σβ. It remains to be
shown that, for every fixed β ∈ (0, π

2 ), limz→0, z∈Σβ S(z)x = 0. For this, choose an ω2 > ω1
cosβ

. Then the func-

tion z �→ e−ω2zS(z)x, z ∈ Σβ is analytic and satisfies supz∈Σβ
‖e−ω2zS(z)‖ < ∞. Since limt→0+ e−ω2t S(t)x = 0,

[3, Proposition 2.6.3] implies limz→0, z∈Σβ e−ω2zS(z)x = 0. The proof is now complete. �
5. Relations to ultradistribution and hyperfunction sines

In this section, we assume C = I. The next assertion clarifies some properties of generators of local K-convoluted
cosine functions in terms of the asymptotic behavior of K̃.

Theorem 12. (a) Suppose that Θ fulfills (P2) and that |Θ(t)| � Meβt , t � 0, for some M > 0 and β > 0. Let A be
the generator of a K-cosine function (CK(t))t∈[0,τ ), for some τ ∈ (0,∞). Further, suppose that for every ε > 0, there
exist Tε > 0 and ε0 ∈ (0, τε) such that

1

|Θ̃(λ)| � Tεe
ε0|λ|, λ ∈ Ωε,Cε ∩ {

λ ∈ C: Reλ > β
}
.

Then, for every ε > 0, there exist positive real numbers Cε and Kε such that

Ω2
ε,Cε

⊂ ρ(A) and
∥∥R

(
λ2 : A)∥∥ � Kεe

τε|λ|, λ ∈ Ωε,Cε
.

(b) Let |Θ(t)| � Meβt , t � 0, for some M > 0 and β > 0. Let K satisfy (P2). Assume that the restriction of K on
[0, τ ) (denoted by the same symbol) is = 0 and that A is the generator of a local K-convoluted cosine function on
[0, τ ). If there is an α > 0 with 1

|̃Θ(λ)| = O(eM(αλ)), |λ| → ∞, then, for every τ1 ∈ (0, τ ), there exist β > 0 and C > 0

such that

Λ2
α,β,τ1

⊂ ρ(A) and that
∥∥R(λ : A)

∥∥ � C
eM(α

√
λ)

1 + √|λ| , λ ∈ Λ2
α,β,τ1

.
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Proof. (a) Since A generates a Θ-semigroup (SΘ(t))t∈[0,τ ) in E2, then we have proved in [37] that there are an
Cε > 0 and an Kε > 0 so that Ωε,Cε

⊂ ρ(A) and ‖R(λ : A)‖ � Kεe
τε|λ|, λ ∈ Ωε,Cε

. It follows Ω2
ε,Cε

⊂ ρ(A) and

‖R(λ2 : A)‖ � ‖R(λ :A)‖ � Kεe
τε|λ|, λ ∈ Ωε,Cε

. This finishes the proof of (a).
(b) We have that A generates a local Θ-semigroup on [0, τ ). The prescribed assumption on Θ and the arguments of

[46, Theorem 1.3.1] (see also [37]) imply that, for every τ1 ∈ (0, τ ), there exist β > 0 and C > 0 such that Λα,β,τ1 ⊂
ρ(A) and that ‖R(λ : A)‖ � CeM(αλ), λ ∈ Λα,β,τ1 . Now the proof follows by the standard arguments. �

We refer to [37] for the notion of an ultradistribution fundamental solution for a closed linear operator A. The
notion of a Fourier hyperfunction fundamental solution for a closed linear operator A was introduced by Y. Ito in [23]
while S. Ōuchi was the first who introduced the notion of fundamental solution in the spaces of compactly supported
hyperfunctions (cf. [49]).

For the sake of simplicity, we use the next definition of ultradistribution and (Fourier) hyperfunction sines employed
by H. Komatsu in [31] in the case of an ultradistribution sine. Similarly, one can introduce and prove the basic
characterizations of tempered ultradistribution sines (cf. [37]).

Definition 13. A closed operator A generates an ultradistribution sine of ∗-class if there exists an ultradistribution
fundamental solution for the operator A. A closed operator A generates a (Fourier) hyperfunction sine if there exists
a (Fourier) hyperfunction fundamental solution for A.

Remark 14. We will not go into details concerning a relationship between ultradistribution (hyperfunction) sines and
the solvability of convolution type equations in vector-valued ultradistribution (hyperfunction) spaces. This can be a
matter of further investigations. In the case of distribution cosine functions, such an analysis is obtained in [32] by
passing to the theory of distribution semigroups (see [32, Theorem 3.10]). It is not so straightforward to link ultra-
distribution (hyperfunction) sine generated by A, denoted by G, with ultradistribution fundamental solution for A,

denoted by G. In the distribution case, we have G = (
G G−1

G′−δ G

)
(see [32] for more details). The main problem in trans-

ferring [32, Theorem 3.10(i)] to ultradistribution and hyperfunction sines is the presence of G−1 in the representation
formula for G. Furthermore, relations between (almost-)distribution cosine functions and cosine convolution products
have been recently analyzed in [33] and [47]. It is not clear how to obtain the corresponding results in the case of
ultradistribution and hyperfunction sines.

Spectral properties of operators generating ultradistribution and (Fourier) hyperfunction sines are given in the
following remark.

Remark 15. 1. (See [31,40].) A closed linear operator A generates an ultradistribution sine of ∗-class iff there exists
a domain of the form Ω∗ such that:

Ω∗,2 ⊂ ρ(A), and (9)∥∥R
(
λ2 : A)∥∥ � CeM(k|λ|), λ ∈ Ω

Mp

k,C, (10)

for some k > 0 and C > 0 in (Mp)-case, respectively,∥∥R
(
λ2 : A)∥∥ � Cke

M(k|λ|), λ ∈ Ω
Mp

k,Ck
, (11)

for every k > 0 and the corresponding Ck > 0 in {Mp}-case.
2. (See [23].) A closed linear operator A generates a Fourier hyperfunction sine iff

for every ε > 0 and σ > 0, there is Cε,σ > 0, with∥∥R
(
λ2 : A)∥∥ � Cε,σ eε|λ|, Reλ > σ. (12)

3. (See [49].) A closed linear operator A generates a hyperfunction sine iff for every ε > 0, there exist constants
Cε > 0 and Kε > 0 satisfying

Ω2
ε,Cε

⊂ ρ(A) and
∥∥R

(
λ2 : A)∥∥ � Kεe

ε|λ|, λ ∈ Ωε,Cε . (13)

We refer to [31] for the spectral properties of operators generating Laplace hyperfunction semigroups and sines.
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Theorem 16. (a) Let A generate an ultradistribution sine of (Mp)-class, respectively, {Mp}-class. Then, for every
θ ∈ [0, π

2 ), there exists an ultradistribution fundamental solution of (M2
p)-class, respectively, {M2

p}-class for e±iθA.

(b) Let A generate a hyperfunction sine. Then, for every θ ∈ [0, π
2 ), there exists an ultradistribution fundamental

solution of {p!2}-class for e±iθA.

Proof. We will prove only (a) since the same arguments work for (b). Fix a θ ∈ [0, π
2 ). If M denotes the associ-

ated function of (M2
p), then, for every k > 0, M(k

√
t) = sup{ln M0k

p
√

tp

Mp
: p ∈ N0} = 1

2 sup{ln M2
0 k2ptp

M2
p

: p ∈ N0} =
1
2M(k2t), t � 0. We have already noted that A generates an ultradistribution sine of (Mp)-class, respectively, {Mp}-
class if and only if there exists a domain of the form Ω∗ such that (9) and (10), respectively, (9) and (11) are fulfilled.
Since

lim
|λ|→∞, λ∈∂(Ω

Mp
k,C )

cos
(
arg(λ)

) = lim|λ|→∞
M(k|λ|) + C

|λ| = 0,

we obtain |argλ| → π
2 , |λ| → ∞, λ ∈ ∂(Ω

Mp

k,C), and therefore, |argλ| → π , |λ| → ∞, λ ∈ ∂((Ω
Mp

k,C)2). The same

estimate holds in the Roumieu case. Hence, there exists a suitable ω > 0 with ρ(A) ⊃ Ω∗,2 ⊃ ω + Σπ/2+θ . Fur-

ther, ‖R(λ : A)‖ � CeM(k
√|λ|), λ ∈ (Ω

Mp

k,C)2, for some k > 0 and C > 0 in (M2
p)-case, respectively, ‖R(λ : A)‖ �

Cke
M(k

√|λ|), λ ∈ (Ω
Mp

k,Ck
)2, for every k > 0 and the corresponding Ck > 0, in {M2

p}-case. The analysis given in

the first part of the proof shows that, for every θ ∈ [0, π
2 ), we have {z ∈ C: Re z > ω} ⊂ ρ(e±iθA), and that

‖R(λ : e±iθA)‖ = ‖R(λe∓iθ : A)‖ � CeM(k
√|λ|) = Ce

1
2 M(k2|λ|), Reλ > ω, in (M2

p)-case. The similar estimate holds
in the Roumieu case. To end the proof we apply the arguments given in Theorem 2.2 of [37]. �

Next, we relate ultradistribution and hyperfunction sines to analytic convoluted semigroups. Recall, the function

K1/2(t) = 1
2
√

πt3
e− 1

4t , t > 0 is bounded and smooth. Furthermore, K̃(λ) = e−√
λ, Reλ > 0, where

√
1 = 1.

Theorem 17. Suppose that A generates a hyperfunction sine. Then A generates an exponentially bounded, analytic
K1/2-semigroup of angle π

2 .

Proof. Clearly, it is enough to show that, for every ε ∈ (0, 1√
2
), A generates an exponentially bounded analytic K1/2-

semigroup of angle α := 2 arccos ε − π
2 . So, let ε ∈ (0, 1√

2
) be fixed. Then there exist Cε > 0 and Kε > 0 such that

Ω2
ε,Cε

⊂ ρ(A) and that ‖R(λ : A)‖ � Kεe
ε
√|λ|, λ ∈ Ω2

ε,Cε
. Since

∂(Ωε,Cε ) =
{
reiθ : r > 0, θ ∈

(
0,

π

2

)
, r cos θ = εr + Cε

}
,

one can conclude that |argλ| → 2 arccos ε, |λ| → ∞, λ ∈ ∂(Ω2
ε,Cε

). This implies that, for a sufficiently large ω ∈
(0,∞), ω + Σπ

2 +α ⊂ ρ(A). Furthermore, limλ→+∞ λK̃1/2(λ)R(λ : A) = 0 and K̃1/2 can be analytically extended to

the function g : ω + Σπ
2 +α → C, g(λ) = e−√

λ, λ ∈ ω + Σπ
2 +α . Fix a γ1 ∈ (0, α). Then it is straightforward to see

that cos(π
4 + γ1

2 ) > ε and that∥∥(λ − ω)g(λ)R(λ : A)
∥∥ � Kε

(|λ| + ω
)
eε

√|λ|e−√|λ| cos(arg(λ)/2) � Kε

(|λ| + ω
)
e
√|λ|(ε−cos( π

4 + γ1
2 )),

λ ∈ ω + Σγ1+ π
2
.

Theorem 10 ends the proof. �
The similar assertion holds for ultradistribution sines. For the sake of brevity, in the next theorem, we consider only

the case when (Mp) is a Gevrey type sequence: (p!s), (pps) or (Γ (1 + ps)), s > 1. Then we know that, for every

s > 1, there exists an appropriate C′
s > 0 so that M(t) ∼ C′

s t
1
s , t → +∞.
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Theorem 18. Suppose that A generates an ultradistribution sine of the Beurling, respectively, Roumieu class. Then
A generates an exponentially bounded, analytic Kδ-semigroup of angle π

2 , for all δ ∈ ( 1
2s

, 1
2 ), respectively, for all

δ ∈ [ 1
2s

, 1
2 ).

Proof. We prove the assertion in the Roumieu case since the proof in the Beurling case can be derived similarly. Let
us fix some γ ∈ (0, π

2 ) and δ ∈ [ 1
2s

, 1
2 ). We know that for every k > 0 and a corresponding Ck > 0:{

λ2: λ ∈ Ω
Mp

k,Ck

} ⊂ ρ(A) and
∥∥R

(
λ2 : A)∥∥ � Cke

M(k|λ|), λ ∈ Ω
Mp

k,Ck
.

Since M(|λ|) � Cs |λ|1/s , |λ| � 0 for some Cs > 0, one obtains{
λ2: Reλ � Cs

(
k|λ|)1/s + Ck

} ⊂ ρ(A), i.e.,{
r2e2iθ : r > 0, |θ | < π

2
, r cos θ � Csk

1/sr1/s + Ck

}
⊂ ρ(A).

Denote Γ = {reiθ : r cos θ = Csk
1/sr1/s + Ck}. Then lim|λ|→∞, λ∈Γ |arg(λ)| = π

2 . Therefore, there are an ωγ > 0 and
a suitable Ck > 0 so that ωγ + Σπ

2 +γ ⊂ ρ(A) and that∥∥R(λ : A)
∥∥ � Cke

M(k
√|λ|) � Cke

Csk
1/s |λ|1/2s

, λ ∈ ωγ + Σπ
2 +γ .

Clearly, the function g : ωγ + Σπ
2 +γ → C, g(λ) = e−λδ

, 1δ = 1 is analytic. Furthermore,

∥∥g(λ)R(λ : A)
∥∥ � Ck

|eλδ |e
Csk

1/s |λ|1/2s = Ck exp
(−|λ|δ cos

(
δ arg(λ)

) + Csk
1/s |λ|1/2s

)
� Cke

Csk
1/s |λ|1/2s−cos(πδ)|λ|δ , λ ∈ ωγ + Σπ

2 +γ .

Our choice of δ, the fact that a number k > 0 can be chosen arbitrarily in the Roumieu case and Theorem 10, imply
that A generates an exponentially bounded, analytic Kδ-semigroup of angle γ . This ends the proof. �

Motivated by [25] and [33], up to the end of this section, we discuss relations between (local) integrated cosine
functions and ultradistribution semigroups (sines). Recall, a closed linear operator A generates a local integrated co-
sine function if and only if there exist α,β,M > 0 and n ∈ N so that E2(α,β) ⊂ ρ(A) and ‖R(λ : A)‖ � M(1 +|λ|)n,
λ ∈ E2(α,β) (see [32]).

Remark 19. We recall that V. Keyantuo proved in [25, Theorem 3.1] that if a densely defined operator A generates an
exponentially bounded α-times integrated cosine function for some α � 0 (this means that A is densely defined and
that A generates an exponential distribution cosine function of [32]), then ±iA generate ultradistribution semigroups
of [7]. Furthermore, the proof of [25, Theorem 3.1] and the assertion of [8, Proposition 2.6] imply that ±iA generate
regular (Mp)-ultradistribution semigroups in the sense of [8, Definition 2.1], where Mp = p!s , s ∈ (1,2); see also
Example 3 given below. In general, the assertion of [25, Theorem 3.1] does not hold if s > 2 and, in the case s = 2,
this assertion remains true only in the Beurling case, see [33, Section 4].

In [33], the next extension of [25, Theorem 3.1] has been recently showed: If A is the generator of a (local) α-times
integrated cosine function, for an α > 0, then ±iA are generators of ultradistribution semigroups of ∗-class, where
(Mp) is a Gevrey type sequence with s ∈ (1,2). Then it can be easily seen that −A2 generates an ultradistribution
sine of (Mp)-class, respectively, {Mp}-class.

We want to notice that, in general, −A2 does not generate a local integrated cosine function even if A is the densely
defined generator of an exponentially bounded, integrated cosine function. In order to illustrate this fact, we choose

E := Lp(R), 1 � p < ∞ and put m(x) := (1 − x2

4 ) + ix, x ∈ R. Define a closed linear operator A on E by:

Af (x) = m(x)f (x), x ∈ R, D(A) := {f ∈ E: mf ∈ E}.
Then it is proved in [33, Example 4.4] that A generates a dense, exponential distribution cosine function. We have

σ
(−A2) =

{(
x4

+ 3
x2 − 1

)
+ 2ix

(
x2

− 1

)
: x ∈ R

}

16 2 4
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and a simple analysis shows that there do not exist α > 0 and β > 0 with E2(α,β)∩ σ(−A2) = ∅ (see [33, Section 4]
for more details). Hence, −A2 does not generate a local α-times integrated cosine function, for any α > 0.

The next theorem improves [25, Theorem 3.1] in a different direction.

Theorem 20. Let K satisfy (P1) and (P2) and let A be the generator of an exponentially bounded, K-cosine function
(CK(t))t�0. Suppose Mp = p!s , for some s ∈ (1,2). If there exist k > 0 and C > 0, in the Beurling case, respectively,
if for every k > 0 there exists an appropriate Ck > 0, in the Roumieu case, such that

1

|K̃(λ)| = O
(
eM(k|λ|)), Reλ � C, respectively, Reλ � Ck, (14)

then there exist ultradistribution fundamental solutions of ∗-class for ±iA.

Proof. We prove the assertion in the Roumieu case. To do this, fix k > 0. We know that there exist a > Ck, l > 0 and
L > 0 with el|λ|1/s � eM(|λ|) � eL|λ|1/s

, λ ∈ C, |λ| � a. Theorem 7 and the assumption (14) imply that there exists an

ω > max(abs(K), a) so that ‖R(λ : A)‖ = O(eM(k
√|λ|)), λ ∈ Πω. Since ∂Πω = {x + iy ∈ C: x = ω2 − y2

4ω2 }, we have{
z ∈ C: Im z � (ω + 1)2 − (Re z)2

4(ω + 1)2

}
⊂ ρ(iA) (15)

and for such λ’s: ‖R(λ : iA)‖ = O(eM(k
√|λ|)). The choice of s implies that there exists a sufficiently large β > 0 with

x2

4(ω + 1)2
− xs

kls
� (ω + 1)2, x � β.

Put now Ck = max( a
k
, β). Suppose

z = x + iy ∈ Ω
Mp

k,Ck
, i.e., Re z � M

(
k|z|) + Ck.

Then y2 � (
x−Ck

lk1/s )2s − x2. According to the choice of Ck, one obtains

y + x2

4(ω + 1)2
� x2

4(ω + 1)2
−

√(
x − Ck

lk1/s

)2s

− x2 � x2

4(ω + 1)2
−

(
x − Ck

lk1/s

)s

� x2

4(ω + 1)2
−

(
x

lk1/s

)s

� (ω + 1)2.

Due to (15), z ∈ ρ(iA). We know ‖R(λ : iA)‖ = O(eM(k
√|λ|)), λ ∈ Ω

Mp

k,Ck
and this proves the claimed assertion for

iA. The same arguments work for −iA. �
Suppose Mp = p!2 in the formulation of Theorem 20. As before, this theorem remains true only in the Beurling

case.

6. Examples and applications

Example 1. Let A := −Δ on E := L2[0,π] with the Dirichlet boundary conditions (see, for example, [3, Sec-
tion 7.2]). Motivated by the paper of B. Bäumer [4] we have proved in [37] that there exists an exponentially
bounded kernel K ∈ C([0,∞)) so that A generates a K-semigroup (SK(t))t�0 with ‖SK(t)‖ = O(1 + t3). Sup-
pose that |K(t)| � Meβt , t � 0, for some M > 0 and β > 0. Moreover, −A also generates an exponentially
bounded K-semigroup (VK(t))t�0 in E since it is the generator of an analytic C0-semigroup of angle π

2 . Then
Proposition 8 implies that the biharmonic operator Δ2, endowed with the corresponding boundary conditions, gen-
erates an exponentially bounded, K-cosine function (CK(t))t�0, where CK(t) := 1

2 (SK(t) + VK(t)), t � 0. Put
K1(t) := ∫ t

K(s) ds, t � 0. Clearly, |K1(t)| � Mteβt , t � 0, and Δ2 generates an exponentially bounded, K1-cosine
0
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function (CK1(t))t�0, where CK1(t)x = ∫ t

0 CK(s)x ds, x ∈ E, t � 0. This implies that Δ2 generates an exponen-

tially bounded, analytic K2-semigroup of angle π
2 , where K2(t) := ∫ ∞

0
se−s2/4t

2
√

πt3/2 K1(s) ds, t > 0. Note that we have

integrated once the function K in order to prove that K2 is exponentially bounded. This is valid, since for every t > 0:

∣∣K2(t)
∣∣ � M

∞∫
0

se−s2/4t

2
√

πt3/2
seβs ds = M

2
√

π

∞∫
0

r2eβr
√

t− r2
4 dr = M

2
√

π

∞∫
0

r2eβ2t−( r
2 −β

√
t )2

dr

= M

2
√

π
eβ2t

∞∫
0

r2e−( r
2 −β

√
t )2

dr = M

2
√

π
eβ2t

∞∫
−β

√
t

8
(
v2 + 2vβ

√
t + β2t

)
e−v2

dv

� 4M√
π

eβ2t

[ ∞∫
−∞

v2e−v2
dv + 2β

√
t

∞∫
0

ve−v2
dv + β2t

∞∫
−∞

e−v2
dv

]
� Me(β2+1)t ,

for a suitable M > 0. Furthermore, K2 is a kernel since

lim sup
λ→∞

ln |K̃2(λ)|
λ

= lim sup
λ→∞

ln |K̃1(
√

λ)|
λ

= 0.

On the other side, Δ2 cannot be the generator of a (local) integrated α-times semigroup, α � 0, since the resolvent set
of Δ2 does not contain any ray (ω,∞). For the same reasons, Δ2 does not generate a hyperfunction (ultradistribu-
tion) sine. Hence, in the analysis of Δ2 and −Δ, we do not need any C, but the use of regularized operator families
enables several advantages which hardly can be considered by the use of asymptotic Laplace transform techniques.
More generally, suppose n ∈ N. Since Δ = −A generates a cosine function (see [3, Example 7.2.1, p. 418]), one
can employ a result of J.A. Goldstein proved in [21] (see also [18, p. 215]), in order to see that −Δ2n generates an
analytic C0-semigroup of angle π

2 . Hence, an application of [18, Theorem 8.2] shows that there exists an injective
operator Cn ∈ L(L2[0,π]) so that Δ2n generates an entire Cn-group. Further on, one can apply Proposition 8 in order
to see that the polyharmonic operator Δ4 generates an exponentially bounded, K2-convoluted cosine function. Put
K3(t) := ∫ t

0 K2(s) ds, t � 0. Then K3 is a kernel and we have |K3(t)| � Mte(β2+1)t , t � 0. Clearly, Δ4 generates an
exponentially bounded, K3-cosine function. Then Theorem 11 can be applied again in order to see that Δ4 generates

an exponentially bounded, analytic K3-semigroup of angle π
2 , where K3(t) := ∫ ∞

0
se−s2/4t

2
√

πt3/2 K3(s) ds, t > 0. Similarly

as above, we have that K3 is an exponentially bounded kernel. Continuing this procedure leads us to the fact, men-
tioned already in the abstract and the introduction of the paper, that there exist exponentially bounded kernels Kn and
Kn+1 such that Δ2n

generates an exponentially bounded, Kn-convoluted cosine function, and in the meantime, an ex-
ponentially bounded, analytic Kn+1-convoluted semigroup of angle π

2 . Note that this procedure can be done only with
loss of regularity, since we must apply Theorem 11 (see also [3, Proposition 1.6.8]). At the end of this discussion, note
that it is not clear whether there exists a kernel Kn such that Δ2n generates an exponentially bounded, Kn-convoluted
cosine function.

Suppose now that A is a self-adjoint operator in a Hilbert space H and that A has a discrete spectrum (λn)n∈N,

where we write the eigenvalues in increasing order and repeat them according to multiplicity. Suppose that Reλn > 0,
n � n0 and m is a natural number which is greater than any multiplicity of λn, n � n0. If∑

n�n0

(
1 − |√λn − 1|√

λn + 1

)
< ∞,

then, according to [3, Theorem 1.11.1], there exists an exponentially bounded function K such that K̃(
√

λn) = 0,
n � n0. This implies that the function λ �→ K̃∗m(λ)R(λ2 : A) can be analytically extended on a right half plane, where
K∗m denotes the mth convolution power of K . If, additionally,∥∥K̃∗m(λ)R

(
λ2 : A)∥∥ � M|λ|−3, Reλ > ω (� 0), λ = √

λn, n � n0,

for a suitable M > 0, then A generates an exponentially bounded K∗m-cosine function. The main problem is to
construct a kernel K which fulfills the previous estimate. It is also evident that this procedure cannot be done if
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(
√

λn )n�n0 is a uniqueness sequence, see for instance [3] and [4]. Therefore, the theory of convoluted cosine functions
cannot be applied if λn ∼ n2s , n → +∞, for some s ∈ (0,1], and it, in turn, implies that the operator −Δ, considered
in the first part of this example, cannot be the generator of any exponentially bounded, convoluted cosine function.
Finally, we refer to [46, Chapter 2] for the notion and basic properties of the spaces of “new distributions,” for the
treatment of such kind of problems within the theory of generalized functions.

Example 2. Let C+ = {z ∈ C: Im z > 0} and 1 � p < ∞. Suppose that E := Hp(C+). Recall that R. Beals con-
structed in the proof of [5, Theorem 2′] an analytic function a1 : C+ → {z ∈ C: |z| � 1} with the property that, for
every ε > 0, there exists a region of the form Ωε,Cε satisfying a1(C+) ∩ Ωε,Cε = ∅. Let B = a2

1 . Then B is a holo-
morphic function on C+ and for all ε > 0 there exist Cε > 0 and Kε > 0 so that B(C+) ⊂ (Ω2

ε,Cε
)c. Define

(AF)(z) := B(z)F (z), Im z > 0, D(A) := {
F ∈ Hp(C+): AF ∈ Hp(C+)

}
.

Let ε ∈ (0,1) be fixed. Choose an ε1 ∈ (0, ε) such that B(C+) ⊂ (Ω2
ε1,Cε1

)c. Clearly, lim|λ|→∞,λ∈∂(Ωε1,Cε1
)|argλ| =

arccos ε1 and there exists a sufficiently large Cε > 0 such that Ωε,Cε
= {λ: Reλ � ε|λ| + Cε} ⊂ Ωε1,Cε1

and that

the distance d :=dist(∂(Ωε1,Cε1
), ∂(Ωε,Cε

)) > 0. This implies: Ω2
ε,Cε

⊂ ρ(A) and ‖R(λ : A)‖ � d−2, λ ∈ Ω2
ε,Cε

.

Therefore, A generates a hyperfunction sine, and it can be easily seen that A does not generate an ultradistribution
sine of ∗-class.

Example 3. Let E = Lp(R), 1 � p � ∞. Consider the next multiplication operator with the maximal domain in E:

Af (x) := (
x + ix2)2

f (x), x ∈ R, f ∈ E.

It is clear that A is dense and stationary dense if 1 � p < ∞, but A is not the generator of any (local) integrated cosine
function, 1 � p � ∞. Moreover, if p = ∞, then A is not stationary dense since, for example, the function x �→ 1

x2n+1

belongs to D(An)\D(An+1), n ∈ N. Further, one can easily verify that A generates an ultradistribution sine of ∗-class,
if Mp = p!s , s ∈ (1,2). If Mp = p!2, then an analysis given in [33, Example 4.4] shows that A does not generate an
ultradistribution sine of the Roumieu class and that A generates an ultradistribution sine of the Beurling class. Suppose
now Mp = p!s , for some s ∈ (1,2), and put δ = 1

s
. Then A generates a global (non-exponentially bounded) Kδ-cosine

function since, for every τ ∈ (0,∞), A generates a Kδ-cosine function on [0, τ ). Indeed, suppose M(λ) � Cs |λ|1/s ,

λ ∈ C. Fix τ ∈ (0,∞) and choose an α > 0 with τ � cos( δπ
2 )

Csα1/s . The choice of α implies that there exists a sufficiently

large β > 0 such that Λ2
α,β,1 ⊂ ρ(A) and that the resolvent of A is bounded on Λ2

α,β,1. Put Γ := ∂(Λα,β,1). We assume
that Γ is upwards oriented. Define

Cδ(t)f (x) := 1

2πi

∫
Γ

λeλt−λδ

λ2 − (x + ix2)2
dλf (x), f ∈ E, x ∈ R, t ∈

[
0,

cos( δπ
2 )

Csα1/s

)
.

Note that the above integral is convergent since∣∣e−λδ ∣∣ � e− cos( δπ
2 )|λ|δ , Reλ > 0, and∣∣eλt−λδ ∣∣ � eβt eM(αλ)t−cos( δπ

2 )|λ|δ � eβt eCsα
1/s |λ|1/s t−cos( δπ

2 )|λ|δ , λ ∈ Γ.

It is straightforward to check that (Cδ(t))t∈[0,τ ) is a Kδ-cosine function generated by A. At the end, we point out that
there exists an appropriate τ0 ∈ (0,∞) such that A generates a local K1/2-cosine function on [0, τ0).

Many other examples of differential operators, acting on L2(Rn), n ∈ N, which generate ultradistribution and
hyperfunction sines (semigroups) can be derived similarly as in the previous example; in this context, we also refer
to [7, Remarque 6.4]. It seems to be an interesting problem to consider such kinds of operators in Lp(Rn) spaces,
p ∈ [1,∞), p = 2, by the use of Fourier multiplier type theorems.
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[36] M. Kostić, S. Pilipović, Global convoluted semigroups, Math. Nachr. 280 (2007), in press.
[37] M. Kostić, S. Pilipović, Generalized semigroups: Ultradistribution and hyperfunction semigroups, submitted for publication.
[38] P.C. Kunstmann, Stationary dense operators and generation of non-dense distribution semigroups, J. Operator Theory 37 (1997) 111–120.
[39] P.C. Kunstmann, Distribution semigroups and abstract Cauchy problems, Trans. Amer. Math. Soc. 351 (1999) 837–856.
[40] P.C. Kunstmann, Banach space valued ultradistributions and applications to abstract Cauchy problems, preprint.
[41] C.-C. Kuo, S.-Y. Shaw, On α-times integrated C-semigroups and the abstract Cauchy problem, Studia Math. 142 (2000) 201–217.
[42] M. Li, F. Huang, Q. Zheng, Local integrated C-semigroups, Studia Math. 145 (2001) 265–280.
[43] J.L. Lions, Semi-groupes distributions, Portugal. Math. 19 (1960) 141–164.
[44] C. Lizama, On the convergence and approximations of integrated semigroups, J. Math. Anal. Appl. 181 (1994) 89–103.
[45] G. Lumer, F. Neubrander, The asymptotic Laplace transform: New results and relation to Komatsu’s Laplace transform of hyperfunctions,

in: Partial Differential Equations on Multistructures (Luminy, 1999), in: Lect. Notes Pure Appl. Math., vol. 219, Dekker, New York, 2001,
pp. 147–162.

[46] I.V. Melnikova, A.I. Filinkov, Abstract Cauchy Problems: Three Approaches, Chapman & Hall/CRC, 2001.
[47] P. Miana, Almost-distribution cosine functions and integrated cosine functions, Studia Math. 166 (2005) 171–180.
[48] C. Müller, Approximation of local convoluted semigroups, J. Math. Anal. Appl. 269 (2002) 401–420.
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