L

View metadata, citation and similar papers at core.ac.uk brought to you byf/\i CORE

provided by Elsevier - Publisher Connector

Available online at www.sciencedirect.com
P

Journal of

*»” ScienceDirect MATHEMATICAL
Al ANALYSIS AND
ELSEVIER J. Math. Anal. Appl. 332 (2007) 666-690 APPLICATIONS

www.elsevier.com/locate/jmaa

Group classification of systems

of non-linear reaction—diffusion equations
with general diffusion matrix.
II. Generalized Turing systems

A.G. Nikitin

Institute of Mathematics of Nat. Acad. Sci. of Ukraine, 4 Tereshchenkivska str., 01601 Kyiv, Ukraine
Received 1 April 2006
Available online 27 November 2006
Submitted by P. Broadbridge

Abstract

Group classification of systems of two coupled non-linear reaction—diffusion equation with a diagonal
diffusion matrix is carried out. Symmetries of diffusion systems with singular diffusion matrix and addi-
tional first order derivative terms are described.
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1. Introduction

Coupled systems of non-linear reaction—diffusion equations form the basis of many models
of mathematical biology. These systems are widely used in mathematical physics, chemistry and
also in social sciences and many other fields. Such reach spectrum of applications stimulates
numerous thorough investigations of fundamentals of these equations theory.

In the present paper we continue group classification of systems of reaction—diffusion equa-
tions with general diffusion matrix
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ur — D (AN u + A20) = flu,v),
v — Am (A% u + AP0) = £ (u, v), (1)

where u and v are function of ¢, x1, x2, ..., X, Al A12 A?1 and A22 are real constants and
A, is the Laplace operator in R™.

Up to linear transformations of functions u, v and f!, £2 it is sufficient to restrict ourselves
to such diffusion matrices (i.e., matrices whose elements are A, ..., AZ2) which are diagonal,
triangular, or are sums of the unit and antisymmetric matrices. In the last case (1) can be reduced
to a single equation for a complex function (generalized complex Ginzburg—Landau (CGL) equa-
tion) whose group classification was carried out in paper [1].

In the present paper we classify Eqgs. (1) with a diagonal diffusion matrix. Without loss of
generality such equations can be written as

up — Apu = f'(u,v),
v —alApv = f2(u,v), )

where a is a constant. The related diffusion matrix is A = ((1) 2)
Just equations of type (2) are the most popular models of reaction—diffusion systems first in-
troduced by Turing in 1952 [2]. It is practically impossible to enumerate all fields of applications

of such equations. We restrict ourselves to few examples only.

e The complex Ginzburg—Landau (CGL) equation

W, — (1 4+iB) AW =W — (1 +ia)|W*W 3)

can be presented as a system (1) where u# and v are the real and the imaginary part of W.
In particular case 8 = 0 this system takes the form (2).
e The primitive predator-prey system which can be defined by [12]

Uy — Duyy = —uv, vy — ADvyy = uv 4)

also appears as an particular subject of our analysis.
e The A-w reaction—diffusion system [13]

u; = Nou+ A(R)u —w(R)v, vy =Aov+ w(R)u + A(R)v, 5

where R? = u? + 12, is widely used in studies of reaction—diffusion models, in particular, to
describe spiral waves phenomena [14].
Symmetries of Eqs. (5) were studied in paper [15]. We shall add the results [15] in the
following.

e The Jackiw—Teitelboim model of two dimension gravity with the non-relativistic gauge [10]
appears as a particular ((1 + 1)-dimensional) case of the following system:

Uy — Apu = 2ku — 2u*v =0, U + Apv = 2uv® — 2kv =0. (6)

Symmetries of Eqgs. (6) for m = 1 were investigated in paper [11]. In the following we com-
plete the results obtained in [11].

Apparently the first attempt of group classification of Egs. (2) was made by Danilov [4]. But
the results presented in [4] are rather incomplete.
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Group classification of Egs. (2) with general non-degenerated diffusion matrix was announced
in [5] and presented in [6]. However, the equivalence relations where not used systematically
there to simplify the equations which resulted in rather cumbersome form of the classification
results. Moreover due to typographical errors the tables with classification results present in [6]
are poorly readable (see [1] for additional comments).

Group classification of systems of heat equations

ur — (k1 uy) = Q1(u, v),
v — (k2(v)vy) = Qa(u, v) (7)

has been performed in paper [7]. However the analysis presented in [7] was restricted to the cases
k1 # and (or) k # const and so does not include equations of Turing type (2).

Symmetries of systems of reaction—diffusion equations with a diagonal diffusion matrix (i.e.,
of systems (2)) where studied in papers [8,9]. We will show in the following that the classi-
fication results obtained in [8,9] are incomplete and include many equivalent cases treated as
non-equivalent ones.

The problem of group classification of Eqgs. (2) is still relevant and we will present its solution
here. In addition, we classify Eqgs. (2) with non-invertible diffusion matrix (i.e., Egs. (2) when
parameter a is equal to zero) and also the following equations with first order derivative terms:

Uy — AM = fl(u, U),
V= pultx, = 2, v), ®)

where uy, = 637”, py. are arbitrary constants and summation from 1 to m is imposed over the
o
repeated index w. Moreover, without loss of generality one can set

pi=p2=-=pu-1=0, puw=p. 9

In the case p =0 Eq. (8) reduces to (2) with a = 0. We notice that Eq. (2) is used in such
popular models of mathematical biology as the Fitzhung—Naguno [16] and Rinzel-Keller [17]
ones.

2. Equivalence transformations

The problem of group classification of Egs. (2), (8) will be solved up to equivalence transfor-
mations. Clear definition of these transformations is one of the main points of any classification
procedure.

We say the equations

iy — Apii = f'(@,0),

U —almd = f(i, 7) (10)
are equivalent to (2) if there exist invertible transformations u — i =~G(t, X,U,V), V—> V=
D(t,x,u,v),t >1=T, x,u,v),x —> X=X x,u,v) and f* — f%=F%u,t,x, fl, fz)
which connects (2) with (10). In other words the equivalence transformations should keep the
general form of Eq. (2) but can change the concrete realization of non-linear terms f! and f2.

The group of equivalence transformations for Eq. (2) can be found using the classical Lie

approach and treating f! and f? as supplemental dependent variables. In addition to the obvious
symmetry transformations
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t—>t'=t+a, Xu = X, = Ruyxy + by, an

where a, b, and R, are arbitrary parameters satisfying R;,, R;;» = .., this group includes the
following transformations

up — Kuc+by,  fP— 27K e

t— 2", xp— A" xp (12)
and

ub—>l?hcuc, fb%a_ll?bcfc,

t—alt, xp— xp, a0, (13)

where indices b, ¢ take values 1 and 2, K¢ and K¢ are elements of invertible constant matrices
K and K , respectively, moreover, K commutes with A and K A(a)I? -1= aA(%); A #0and b,
are arbitrary constants, and we use the temporary notations u = u1, v = us.

If parameter a is equal to 1 then K is an arbitrary 2 x 2 invertible matrix, and equivalence
transformations (13) are trivial. If a # 1 then K and K are arbitrary non-degenerated diagonal
and anti-diagonal matrices, respectively.

Transformations (13) reduce to the change a — 1/a in the related matrix A, i.e., to scaling
the free parameter a. Thus without loss of generality we can restrict ourselves to the following
values of a:

1. a=0, 2. —1<a<0,0<ax<l, 3. a=1. (14)

It is possible to show that for a # 0 there are no more extended equivalence relations valid for
arbitrary non-linearities f! and f2. If a = 0 there exist powerful equivalence relations u — u,
v — ¢(v) with an arbitrary function ¢(v). However for some particular functions f! and f? the
invariance group can be more extended. In addition to transformations (12) and (13) it includes
symmetry transformations which do not change the form of Eq. (2). Moreover, for some classes
of functions f!, f2, Eq. (2) admits additional equivalence transformations (AET) which belong
neither to symmetry transformations nor to transformations of kind (12), (13).

In spite of the fact that we search for AET after description of symmetries of Eqgs. (2) and
specification of functions f!, f2, for convenience we present the list of the additional equiva-
lence transformations in the following formulae:

1. u—eu, v— ey,

2. u— u—+ wt, v— v,

3. u—u, v — v+ pt,

4. u— u+ upt, v—> e Py,

5. u— eflu, v— v — Kkpt,

6. u—u, v — v+ ptu,

7. u— Xy, v — v+ wt?,

8. u— u+ wt? v — ve2!

9. u—u, v—> v—2,otu+p5t2,

10. u— e*'u, v—>62p’(v+wtu+pt2u),
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11. u—u+npt, v— v — pt,

12. u— u, v— (v —vitu),

13. u— u+2pt, v— v+2,otu+2,02t2
14, u— e®u, v— e,

15. u— e"“"(ucos(wot) + vsm(a)at))
v— " (veos(wot) — usin(wo)),
v —> e

(
“(

16. u— é* ( (awt ) — Usm(awt ))
“(ve (awtz) + usin (cra)tz)),

17. u— o’ (ucoswt) + vsinQwr)),

v — eror’ (v cosRwt) — u sin(2a)t)),
18. u— e"“u, v— "' (v — owtu),
19. u— e)‘wtzu, v— e)“"'z(v + 2wtu),
20. u— X'y, v— es“”zv,

21. u— u+3owt, v—>v+3wt2u+3w2t3+pt+3wpt2,
22, u— u+ pxpy, v — V. (15)

Here the Greek letters denote parameters whose values are either arbitrary or specified in
the tables presented below. Equivalence transformations (15) are valid only for particular non-
linearities which will be specified in the following.

3. Symmetries and classifying equations

We search for symmetries of Egs. (2) and (8) with respect to continuous groups of transfor-
mations using the infinitesimal approach. Applying the Lie algorithm or its specific formulation
proposed in [6] one can find the determining equations for coordinates 7, £¢, !, 7 of generator
X of the symmetry group:

X =nd, +£%9,, — w9, — 720, (16)

and classifying equations for non-linearities f! and f2. We will not reproduce the related routine
calculations but present the general form of symmetry X for Eq. (2) witha #0, 1 [1]:

X =AK +0"*G* + 0" G" + uD — C'ud, — C*vd, — B'd, — B20, + W "x,,0,,
+ v, + ptoy, (17)

where the Greek letters denote arbitrary constants, Bl, BZ and C!, C? are functions of ¢, x and 7,
respectively, and

1
K =2t(t0; +x0x,) — <u8u + —vo ) —tmuod, +vdy),

1 1 1
D =10, + Exuaxu, G, = taxﬂ — 2xﬂ <u8u + —vo >

G,=¢e""(d 1 9 la 18
w=e X1 ZVX;L ”u+avv . (18)
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If a = 0 then the related generator X again has the form (17) where however A = o# = w* =
C% =0 and B? is a function of ¢, x and u. ~
For a = 1 the symmetry group generator (which we denote by X) is more extended and has
the following form:
X =X + C3ud, + C*vd,, (19)

where X is given in (17) and C 3 C* are functions of 7.
Equation (2) admits symmetry (19) iff the following classifying equations for f! and f2 are
satisfied [1]:

1
(x(m + )4+ (Exxz +olx, + yeyta)“xu> + C‘)f‘ +C* 24 Clu
+Clv+ B! —A,B!

= <B13u + B%9, + C'ud, + C*vd, + C3ud, + C*vd, + rmt (ud, + vdy)

1 1
+ <5kx2 +otx, + er’w“xu) (uau + —v8v>>f1,
a

1/1
<A(m +dt+u+ E<5Ax2 +otx, + ye’”w”xu> ~|—C2)f2 +C3 4+ Ctzv
+ Clu+ B> —an,B?

= (Blau + B%9, + C'ud, + C*vd, + C3udy, + C*vd, + rmt ud, + vdy)

1 1
+ <§kx2 +otx, + ye”tw“xﬂ> (uau + ;vau)>f2. (20)

In other words, to make group classification of systems (2) means to find all non-equivalent
solutions of Egs. (20) and to specify the related symmetries (17) [6]. We note that Egs. (20) can
be decoupled equating terms multiplied by the same variables x, or their powers.

Consider now Eq. (8) and the related symmetry operator (16). The determining equations for
n, &# and ¢ are easily obtained using the standard Lie algorithm:

nn=77x,t=77u=77v=0, gzMZE#ZS#ZOv
1
1 2 1 2 1 2
Ty = PTy, =0, T[;Cluu —i—JT)?W =0, m, =1, =0, p(n’u — Ty = Enl> =0,

e =", w#Em, 1)

where subscripts denote derivatives w.r.t. the corresponding independent variable, i.e., n; = 3—?,
QEM
£ = %, etc.
Integrating system (21) we obtain the general form of operator X:

X =vd; + pyde, + ¥ 8,x5 +uD — B8, — B?3, — Fud, — Gvd,; (22)
uw=2(F—-G) ifp#0, (23)

where B!, B? are functions of (t,x), F and G are functions of  and summation over the indices
o,visassumed witho,v=1,2,...,n—1.
The classifying equations for ! and f2 reduce to the following system:
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(+F)f'+ Fu+ 3 — A)B' = (B'3, + B*3, + Fud, + Gvd,) ', (24)
(W +G)f*+ G+ B — pB! = (B3, + B*8, + Fud, + Gvd,) f*. (25)

Solving (24), (25) we shall specify both the coefficients of infinitesimal operator (22) and the
related non-linearities /! and f2.

It is obvious that the widest spectrum of symmetries corresponds to the case when the pa-
rameter a is equal to 1 since the corresponding generator X (19) includes two additional terms
C3ud, and C*vd,. Quite the contrary, Eqs. (2) with a # 1 and especially (8) admit relatively
small variety of symmetries.

4. Classification of symmetries

Following [1] we specify basic, main and extended symmetries for the analyzed systems of
reaction—diffusion equations.

Basic symmetries are nothing but generators of transformations (11) forming the kernel of a
symmetry group, i.e.,

Py =19, Py =0y, JHY = 0x, — X0 0, - (26)
Main symmetries form an important subclass of general symmetries (17) and have the follow-

ing form
X =—uD + C'ud, + C*vdy, + C3ud, + C*vd, + B'9, + B3, (27)

(if a # 1 then C3 = C* =0).
In accordance with the analysis present in [1] the complete description of general symmetries
(17) can be obtained using the following steps:

e Find all main symmetries (27), i.e., solve Egs. (20) for Y#*' =v=p" =¢" =’ =0:
(w+C) '+t clutclo+ B — A, B!
= (C'ud, + C*vd, + C*ud, + C*vd, + B'9, + B*3,) ',
(L+CfP+C M+ Clv+ Clu+ B} —an, B?
= (C'ud, + C*vd, + C*ud, + C*vd, + B'3, + B*3,) f*. (28)

e Specify all cases when the main symmetries can be extended, i.e., at least one of the follow-
ing systems is satisfied:

af' = (aud, +v3) ' f7 = (aud, +vd) f%; (29)
a(f'+yu)=(aud, +vd) ', f2+yv=(aud, +vdy) f* (30)
or if Eq. (29) is satisfied together with the following conditions:
(m+ 4 f+p f 4+ f?
= (1" + "0+ mu)d, + (02w + 2o +mv)dy) £€,
v v 2 4 i+ %o = (0 0"0) 8, + (v +0*)8,) £, (31)

where ¢ = 1,2, 1 and v’ are constants satisfying (@ — 1)u? = (@ — 1)v? =0.
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If relations (29), (30) or (31) are valid then the system (2) admits symmetry G¢, G“ or
the conformal symmetry K — (t,u“ + vihug, — (t,u12 + vy, — (t,u21 +v¥ua, —
(tn* 4+ v??)vd, correspondingly.

e When classifying Eqgs. (8) for p # 0 the second step is not needed since in accordance with
(22) these equations admit only basic and main symmetries.

In the following sections we find main and extended symmetries for the classified equations.
For clarity we start with group classification of systems (8) with p # 0 which is more simple
technically and presents rather detailed calculations. Then we consider Egs. (2) and present clas-
sification results without technical details.

5. Algebras of main symmetries for Eq. (8)

To describe main symmetries we use the trick discussed in [1], i.e., make a priori classification
of low dimension algebras of these symmetries. In accordance with (22) any symmetry generator
extending algebra (26) has the following form

X =uD — B'9, — B*3, — Fud, + (%—F)va,,. (32)

Let X! and X? be operators of the form (32) then the commutator [ X I X?]isalsoa symmetry
whose general form is given by (32). Thus operators (32) form a Lie algebra which we denote
as A.

Let us specify algebras A which can appear in our classification procedure. First consider
one-dimensional A, i.e., suppose that Eq. (8) admits the only symmetry of the form (32). Then
any commutator of operator (26) with (32) should be equal to a linear combination of operators
(26) and (32). Using this condition we come to the following possibilities only:

X=X'=uD—a'd, — a0, — fud, — (/3 — %)uav,
X =X>=e"(a'dy +a?8y + Pudy + pvdy),
X=X =" (o3 +a?dy), (33)

where the Greek letters again denote arbitrary parameters and p - x = p"x,.

The next step is to specify all non-equivalent sets of arbitrary constants in (33) using the
equivalence transformations (12).

If the coefficient for ud, (or vd,) is non-zero then translating u# (or v) we reduce to zero the
related coefficient o' («?) in X' and X?2; then scaling u (v) we can reduce to £1 all non-zero a“
in (33). In addition, all operators (33) are defined up to constant multipliers. Using these simple
arguments we come to the following non-equivalent versions of operators (33):

XV =2uD —ud, + (u—1)vad,,
X =2D 4+ vd, +vd,, X =2D—ud, —d,,
Xév) — evt-HO‘X(uau +vdy),

X:(),I) — edll+pl'X(au + av), X§2) — 60’21+,02'x8u, X:(,’3) — €O’3f+,03'x8v. (34)
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To describe two-dimensional algebras A we represent one of the related basis element X in
the general form (32) and calculate the commutators

y=[P% Xx]-2uP’,  z=[P’Y], W=[X.Y],
where PV is operator given in (26). After simple calculations we obtain

Y = F,(udy, + vd,) + B3, + B>y, Z = Fy(udy + vd,) + BLa, + B2d,,

W =2utZ + pxp (B, du + B, dv). (35)
By definition, Y, Z and W belong to A. Let F; # 0 then we obtain from (35):
w=0: F;=aF +y"B¢, B =yF, + BBl (37)

Starting with (36) we conclude that up to translations of ¢ the coefficients F and B“ have the
following form

F=o0t or F=0§; B =vit+a® if u#0.
If F =o't then the change

a

Ug — uge o — Y (38)

n

reduces the related operator (22) to X 1 of (33) for B=0.
The choice F = B corresponds to the following operator (32)

X=x*=x"—21(a'd, +%3,), (39)

where X! is given in (33).

Thus if one of basis elements of two dimension algebra A is of general form (32) with u # 0
then it can be reduced to X' with 8 = 0 or to generator (39). We denote such basis element as e'.
Without loss of generality the second basis element ¢ of A is a linear combination of operators
X;V) and Xé“) (34). Going over possible pairs (e!, ¢?) and requiring [e!, 2] = a'e! + a?e? we
come to the following two-dimensional algebras:

Ar=02D+v3,, X)), Ar=(xP x{),

As=(X1V X3 Ae=(x"X77)

As=(X1. X)) Ae=(2D + 208, +ud, +v1d,, XJ),

A7 = (2D + 2ud, + 3vd, 4 3v1d,, X{,)). (40)

The form of basis elements in (40) is defined up to transformations (12), (38).
If A does not include operators (32) with non-trivial parameters p then in accordance with
(38) its elements are of the following form

ea =F“ud, +vdy,) + Bl,du + Bipydy, a=1,2, (41)

where F® and B(la), B(za) are solutions of (37).

Formulae (40), (41) define all non-equivalent two-dimensional algebras .4 which have to be
considered as possible symmetries of Egs. (8). We will see that asking for invariance of (8) w.r.t.
these algebras the related arbitrary functions f¢ are defined up to arbitrary constants, and it is
impossible to make further specification of these functions by extending algebra A.
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6. Group classification of Egs. (8)

We suppose that parameter p in (8) be non-zero. Then, scaling independent variables 7, x we
canreduce itto p = 1.

To classify equations (8) which admit one- and two-dimensional extensions of the basis in-
variance algebra (26) it is sufficient to solve determining equations (24) for f¢ with known
coefficient functions B¢ and F of symmetries (32). These functions are easily found comparing
(22) with (34), (40) and (41).

Let us present an example of such calculation which corresponds to algebra A; whose basis
elements are X! = 219; + x, Oy, + vd, and Xéo) = ud, + vd,, refer to (40). Operators X and

X ;0) generate the following Eqgs. (24), (25):

fl=—ufy,, fzz—%uff 42)
and

4= o, +v3,) [ a=1,2. (43)

General solution of (43) is: fl = uFl(ﬁ), f2 = uFZ(LEl) where F! and F? are arbitrary
functions of 7. Solving (42) for such functions f I'and f2 we obtain

fl=au®v™?,  fP=rPvl (44)

Thus Eq. (8) admits symmetries X (()2) and X! provided f! and f? are functions given in (44).
These symmetries are defined up to arbitrary constants o and A. If one of these constants is
non-zero, than it can be reduced to +1 or —1 by scaling independent variables.

In analogous way we solve Eq. (24) corresponding to other symmetries presented in (34)
and (40). At that we do not consider functions f Land f 2 which are either linear in u, v or corre-
spond to decoupled systems (8) (i.e., when f! and £2 depend only on u and v correspondingly).
The classification results are presented in Table 1.

In the fourth column of the table symmetries of the related equations (8), (9) are presented
together with the additional equivalence transformations (AET) which are listed in formula (15);
the numbers of AET from the list (15) are given in square brackets. Greek letters denote arbitrary
real parameters which in particular can be equal to zero. Moreover, without loss of generality we
restrict ourselveston =0,1,6 =0, 1, e = £1.

In Table 1 D is the dilatation operator given in (18), x = (x1,x2,...,Xp—1), ¥(x) is an
arbitrary function of spatial variables; ¥, (X, x,, — nt) and @, (¢, X) are solutions of the Laplace
and linear heat equations:

3
AnW, = ¥, <§—Am1>q>“=ucpu.

7. Group classification of Egs. (2)

In this section we present the classification results for coupled systems of equations (2). The
related classifying equations are given by relations (20).

Like in Section 5 we first describe all non-equivalent low dimension algebras of the main
symmetries for Egs. (2). Non-equivalent realizations of these algebras (together with detailed
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Table 1
Non-linearities and symmetries for Eqgs. (8), (9) with p =1
No  Non-linearities Arguments Symmetries
of F1, F2  and AET Egq. (15)
1 f1 =u?Vtipl V! 2vD — udy + (v — Dvdy
fr=yvtlip2 [AET 1ifv=0]
2 flelv_Z, u—nlnv 2D + vdy + 1oy
f2 — F2v71

3 Fl=u(F! +elnuw),
F2=v(FZ+¢elnu)

S|

e (udy + vdy)

4 f1=u3Fl, v—Inu 2D —udy, — 9y
2= u2F?

5 fl=F'+ pu, v Mm@, (1, ¥)dy
FE=F2+nu [AET 2,22if n=p =0]

6 Fl=Flenu—vv,  u+nv VW (X, xm — nt) By — ndy)
f2=F2+w [AET 11 if v = = 0]

7 Fl=vudv=2 2D +vdy, udy +voy
F2=pu?v! [AET 1]

8 Fl=ve 2, 2D + vdy + 0y, W (x)dy
fr=pe [AET 3]

9 fl=ne, 2D — udy — 3y, Pot, %)y
F2=se% [AET 2, 22]

10 fl=putt 20D — udy + (v — Dvdy, ¥(x)dy
fr=quvt! [AET 3]

11 fl=pi-2 200 = 1)D — vudy, — vdy, Po(t, ¥)dy
2= po?v-l [AET 2, 22]

12 fl=2 f2=lnu 2D + 203y + udy + 13y, ¥(x)dy

[AET 3, and 7 if v = 0]

1
13 fl=Inv, f2=v03 2D + 2udy + 3vdy + 3tdy, Po(t, X)dy
[AET 2, 22, and 8 if v = 0]

calculations) are present in Appendix A. Using found realizations of algebras .4 and solving the
related classifying equations (28) we easily complete the group classification of Egs. (2).

We will not reproduce here the related routine calculations but present the results of group
classification in Tables 2—10. Besides symmetries and the related non-linearities, the additional
equivalence transformations which are admissible by particular classes of Eqgs. (2) are indicated
there. The symbols D, G*, G” and K denote generators listed in (18), v, lﬁﬂ and ¥, = V¥, (x)
are arbitrary solutions of the linear heat equations and Laplace equation:

WV — DW=V, Wy —alp¥y=uly,  An¥=pw,,

and ¥ (x) is an arbitrary function of x. The Greek letters denote arbitrary parameters. Moreover,
up to equivalence transformations we restrict ourselves to e = £1,n=0,1 and § =0, £1.

In Table 3 A denotes the characteristic determinant, A = }T(u — )% + Ao. Additional equiv-
alence transformations are specified in the third column.

Classification results present in Tables 4 and 5 are related to systems (2) with arbitrary values
of a presented by Eq. (14) (if not specified in the second columns of the tables).
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Table 2
Non-linearities with arbitrary functions and symmetries for Eqs. (2) with arbitrary a # 0
No  Non-linear terms Arguments Symmetries AET Eq. (15)
of F1, F2
1 fl=utiFl vut vD —ud, + puvdy 14, p = pw
f2:u"_“F2 for any p, v, ifv=0
and Gy for v =0,
ap=1
2 Fl=u(F!' +elnw), vut e (udy — jvdy)
f2:v(F2+slnv) for any i, and Gy
ifapu=—1
3 fI:v”Fl, u—Inv vD —vdy — Oy 4, u=-1
fr=v"FlF? ifv=0
4 Ffl=F!' +eu, u—Inv e (vdy + 3y)
f2 = F2v + euv
5 fl=o0, f2=F2, u D + vdy, Yooy 3
a##1
6 fr=F1, u sy 3if8§=0;
f2=F2+50 6ifa=1,
Fl=s5u
7 fl=F!+su, v—u MW, (x) By + By),
fP=F*+ov, p=35,
a#l K=0+4ap
8 fl=e"Fl, v —nu D — 3y — 1dy
f2 — EMFZ
n=0ifa=1
Table 3

Symmetries of Egs. (2) with arbitrary a # 0 and non-linearities f - u(plnu +Alnv), f 2=
v(vinv + o Inu)

No  Conditions Symmetries and AET Eq. (15) Additional symmetries

1 r=0,0=¢, e vdy, et (udy +etvdy) none
L= [AET 20 if u = 0]

2 A=0,0=¢ e ((w — v)udy +ovdy), Gy ifv=—ao,u=0;
nFEV, e""vdy [AET 14, w = —svp Guifu#0,u—v=ao
(@a=12+v2£0  if uv=0]

3 A=0,Ac £0, X5 = e Qhudy + (v — w)vdy), Gy if u=—v, A =av;
AV 4ol=1, 2¢52199, +t X5 [AET 14, Gy ifv#—p,
n+v=280 ow=—vpif u+v=0] 2 =a(v —p)

4 Ao #0, X1+ = udy + (w+r — )vdy)  Ggifvu=ro, A= —au;
A=1, [AET 14,00 = —vp Gy if pv # 1o,
wr=2=+1 if uv =2Ao] r=a(v—pu-+ao)

5 A=—1 €521 (20 cos tudy, none

+ ((v—p)cost — 2sint)vay),
eS1 (21 sintud,

+ ((v — ) sint 4+ 2cost)vay)

677
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Table 4

Non-linearities with arbitrary parameters and extendible symmetries for Eqs. (2) with any a

No  Non-linear terms Main Additional AET

symmetries symmetries Eq. (15)

1 Fl=euvtlyk, wD — vy, Gy ifav=—p, 14,
f2=ou’vhtl vD — udy and K if vo+up =0
a#0 vm(l —a) =4

Yooy if o =0, 2, 14,
v=—1,and G4 w=up
if u =a,and K

ifa=1+15

2 Fl=euvt!, vD — udy — vy, Gy ifv=0, 3, and 14,
fr=ute, Yody ap=1 P =puw
4+ @—D%#£0 ifv=0

3 fl=s, D+ udy +vdy +18y,  udy +1y 3,7,9
fr=Inu,a#1 Vody if6=0

4 fl=sulnu, Yy dy " (udy + 13y)
f2:vv+lnu, ifv=34
a#l, S —udy+dy) Sc=1
Ve 487 # ifv#£8 if6=0

5 fl=sevn, VD —vdy — dy, (u — 8t)0y if 3,and 9, 4,
f2=e(v+l)u Yo dy v=0,a=1 nw=-

ifv=0

The non-linearities given in Table 4 are defined up to arbitrary parameters. For some values
of these parameters the related equation (2) admits extended symmetries indicated in column 4
of the table.

In Table 5 non-linearities for Eq. (2) are classified whose symmetries are fixed for all admitted
values of parameters.

In Tables 69 and 10 the additional symmetries are presented which correspond to the specific
values a = 1 and a = 0 of the diffusion coefficient. We use the following notations here: R =
VuZ +12, 7 =tan™! L

In Table 6 the AET are given in square brackets and placed in the last column.

In the following Tables 7 and 8§ A = %(,u — )2 4 Ao. Symmetries and additional equiva-
lence transformations are specified in the third column; AET are given in square brackets. In the
last columns additional symmetries are specified which are valid for some particular values of
parameters defining non-linearities.

Symmetries presented in Table 9 are valid for Eqs. (1) with the unit diffusion matrix only.

We did not consider decoupled systems (2) whose symmetries can be easily found using the
classification results of Dorodnitsyn [18] for a single diffusion equation. We also did not specitfy
the case of linear systems (2) when

flzvu—i—uv—l—a, f2=au+kv+w. (45)

Equivalence transformations (12) and 1-3 of (15) make it possible to specify values of parameters
in (45) by imposing the following conditions:

a=w=A=0; uo =0 oru==o. (46)
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Table 5
Non-linearities with arbitrary parameters and non-extendible symmetries for Egs. (2) with
arbitrary a

679

No Non-linear terms Symmetries AET Eq. (15)

1 =8+l vD — udy — vy, 11,9=1
fl=p@+v" a1 W)@, — )

2 fl=ev, D — 3y, Yodu 2
fr=ce’,a#0

3 fl=sgentv, D — b, 1,n=1
fr=oett a1 Yo (x) 9y — 9v)

4 fl=sv“e“,f2=ov“+le“, D — 0y, vy — udy 4
a#0,62+u2#0 ifo =0

5 fl=eget, f2=u D+ vdy — 8y — 10y, 3

1//Oav

6 fl=eln(u+v), Yo (x) (B — ), 11,9=1
F2=vIn(u+v), e(a—1)(D + udy +vdy)
a#l + (@ +ev)t + H£2x2) (@, — 3y)

7 fl=su”+l,f2=lnu, V(D 4 vdy) — udy —tdy, 3,and 7
v#£—1 Voo ifv=0

8 fl=(u—vulnu+uv, X3 = el (udy, +vdy), S,k =—v
2= Inu+ (u+v)v tX3 + e, ifu=0

9 fl=(u—v)ulnu+uv, X7 = eWED iy, + (v £ 1)dy) S5,k=p—v
2= =v)Inu+ (u+vw if =1

10 fl=(u—v)ulnu+uv, e (cost (udy + vdy) — sintdy),
f2 =pu+viv—>10+ vz) Inu e (sint(udy + vdy) + costdy)

Moreover, if the diffusion matrix A is proportional to the unit matrix then Egs. (2), (46) can be
reduced to the case f! = f2=0.

The classification results present in the tables are valid also for Egs. (2) whose r.h.s. have the
form (45), (46). However, to save a room we did not indicate the standard additional symmetries
of linear equations, i.e., U9, and Vd, where U and V satisfy the relations

U — AU =vU, Vi —aAV =AV.

The following last table completes the classification results for the case of singular diffusion
matrix.

In Table 10 ¢ is an arbitrary function of v. In addition to the equivalence transformations indi-
cated in the fourth column, all the corresponding equations (2) admit the AET u — u, v — ¢(v)
where g is an arbitrary function of v.

8. Discussion

We have carried out the group classification of systems of coupled reaction—diffusion equa-
tions (2) with a diagonal diffusion matrix. The classification results are present in Tables 2—10.
Moreover, symmetries of Eq. (8) with a singular diffusion matrix and additional first derivative
terms are presented in Table 1.

The list of non-equivalent systems (2) appears to be rather extended, especially for the unit dif-
fusion matrix. Equations (2) with invertible and non-unit diffusion matrix A have an essentially
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Table 6
Additional non-linearities with arbitrary functions and symmetries for Egs. (2) witha = 1
No Non-linear terms Arguments Symmetries
of F1, F2, F  and AET Eq. (15)
1 fl=uF!+5n, we i e Wy + n(udy +vdy))
fr=82u+nv) +uF?+vF!, and Yg 3y if F! = — 8 #0,
Fl=—5n=0]
2 fl=yvtlpl, ue i n(wD — udy — vdy) — udy
f2=u"(Flv+ F2u) [AET 6 if n = 0]
3 fl=uF'+vF?+ez(uu—v), Re M2 e (WRIR + 37)
f2=vF' —uF? 4 ez(uv+u)
4 flze”“Fl, 2w —u? nD —udy — 9y
fr=e"™(F2+ Flu) [AET 13 if n = 0]
5 fl=eu+F!, 2v—u? € (udy + dy)
fP=eu’ + Flut F?
6 f1=Fu, u Oy, Uy
f2=Fv [AET 6, and 14, » =0]
7 fl=n, fP=sv+F u Vs dy, € (u — nr)dy and

D +vdyifn=6=0
[AET 3 if § =0 and 6 if n = 0]

8 fl=er(Flv+ F2u), ReV? AD + v(udy + vdy) — udy + vy
f2=e*(F2v — Flu) [AET 15,0 = 1if A =0]

9 flzeﬁFlu, u D —ud,
fr=cu(Flv+ Fy)

10 fl=u? f2=w+8v+F u e udy, €% 3y + tudy)

1 fl=w?-1, u Ty 4 3y),
A=@+vyv+F VD 3, — 3y)

12 fl=w?+1), u eV (costudy, —sintdy),
fP=@+vv+F eVl (sintudy + costdy)

shorter list of different symmetries. If the diffusion matrix is singular the number of inequivalent
equations appears to be the smallest one which is caused by the powerful equivalence relations
u— u, v — ¢(v) where ¢ is an arbitrary function of v.

More exactly, if matrix A is of type 1, Eq. (14), then there exist 9 non-equivalent classes
of Eqgs. (2) defined up to arbitrary functions and 19 classes of such equations defined up to
parameters. The related non-linearities and symmetries are presented in Tables 4, 5 and 10. The
presented extensions of the basic symmetries (26) have dimensions from 1 up to 3 and include
neither Galilei generators G, nor conformal generators K .

In addition, in Table 1 thirteen classes of equations with a singular diffusion matrix and first
derivative terms are presented.

For the case when matrix A is of type 2, Eq. (14), we indicate in Tables 2-5 ten classes
of equations defined up to arbitrary functions and thirty five classes of equations defined up
to arbitrary or fixed parameters. Among them there are 7 Galilei invariant systems, whose r.h.s.
terms are given in Table 2, Item 2; Table 3, Items 2, 3, 4 and Table 4, Items 1, 2. In addition, there
exist two systems of type (2) with a diagonal (but not unit) diffusion matrix, which are invariant
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Table 7
Symmetries of Egs. (2) with a = 1 and non-linearities f1 = (uu —ov)InR + z(Au — vv), f2 =
(uv+ou)InR + z(Av + vu)

No Conditions for ~ Symmetries and AET Eq. (15) Additional
coefficients symmetries
1 A=0, %3, % (Rog + o'1d;) Gy ifo =0, u#0

nw=v=3: [AET 16 if u = 0]

2 A=0,u#v, e"d,, eM (09, + (u—v)RIR)
w2 vi=1 [AET 15 if v =0]

Gyifu=0=0,
Gy ifu#0,0=0

3 A=0, X5 =e2'Q2eR0p + (v — n)dy), Gy ifu=v=0,
r=e, 2099, +1X;5 Goifu=v#£0
wtv=22 [AET 15if v + u =0,

and 1, 17 if u =v =0]
4 A#£0,A=1 e (AROR + (w0 — 1)dy), Gyifo=p=0,

wr=02%+1 e?~T(ARIR + (w_ — p)d;) Gyifo =00
[AET 15 if uv = Mo,
and lif u =0 =0]
5 A=-—1 exp(£21)[21cost RIg + ((v —p) cost —2sint)d;], none
exp(21)[2xsint RAg 4+ ((v — ) sint +2cost)d;]
Table 8

2
Symmetries of Eqs. (2) with @ = 1 and non-linearities fl =M + pulnu, f2 = A% +

(ou +uv)1nu+vv,k2+027é0

No Conditions for ~ Symmetries and AET Eq. (15) Additional
coefficients symmetries

1 A=0, e51ud,, 9 (Rog + otudy) Yoy, D + vy,
pu=v=34 [AET 10if & = 0] if =0

2 A=0,u#v,  eM((u—v)RIR +oudy), e’ udy, Ypdy if u=0
ur4+v2=1 [AET 18 if uv = 0]

3 A=0, X4 =21 (2eRIg + (v — pudy), D +udy, Gg
r=g¢, 2149, + 1 X* [AET 18 if ifu=v=0,
n+v=28 n=-v,and 1, 19if u =v =0] GPifu=v#0

4 A#0, et (ARIR + (04 — udy), Gaifo=p=0,
A=1, e?~ T (ARIR + (w— — )udy) Gy ifo=0,u#0
w+ =2 =+1 [AET 18 if uv = Ao,

and 1 if u =0 =0]
5 A=-—1, eQ’[ZAcostRaR+((v—y,)c0st—25int)u8v], none

2122 sint RIR + (v — ) sint + 2.cos udy ]

w.r.t. extended Galilei algebra spanned on P*, J#*V (26) dilatation operator and also generators
Gy, K (18). These equations correspond to the non-linearities present in Table 4, Item 1 and have

the following form

Uy — Au = )\u(uvfa)ﬁ,

and

44m
ur— Au=:rv 4 ,

4
v — <1+—>Av=0.
m

v —alAv= Uv(uvf“)ﬁ
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Table 9
Additional non-linearities with arbitrary parameters and symmetries for Eqs. (2) witha =1
No  Non-linear terms Symmetries AET Eq. (15)
1 fl=s, f2=u", D+ udy + (v + Dvdy, 3,9, and 14,
§=0ifv=2 Yy, (u — 81)dy, p =voif
for any v, §, and § =0, and
udy +vvdy for6 =0 21ifv=2
and 9, + 2tud, forv=2
2 fl=eu, f2=u", Udy + vdy, Yody, e udy 3, and 14,
v#0,1 for any v, and P =vw
e (udy +£dy) forv=2
1 2_ 22
3 fr=n, fe=-7 D —vdy, udy +voy, Gy, 1
K+ @2—-n@nud, — (2+n)vdy) —udy)
4 fl=gyvtl VD — udy, vy, udy 6, and 14,
fr=eu"v,v£0 for any v, and (1 + ru)dy w=0
forv=1
5 Fl=sutl, vD — udy — ovdy, udy 6
fE=ub v+ pu”),
v+o#0, uv#0
1
6 fl=s@v—u?)’tz, 20D — udy — 200y, 13, and 14,
f2 = su(u — u2)U+% dy + udy for any v, p=2w
+ v —u?)vtl and e (21 (udy + du) + ) ifv=0
forv = %, n=0
7 Fl=se", 8(D — 8y) — udy, Yooy, 3
F2=ue" and udy if 6 =0
8 fl=pev—u? 2D — By, By + udy 13
f2 = Gt e
9 flesutlen, D — udy, vD — udy — vdy 12
f2:ef7(3v+gu)uv for any v, and G forv=0
10 fl=eY3R% (Su — pv), oD —udy — vy, 15
f2=e"ZR‘7(8v—|—;m) vD — udy + vy for any o,
and Gy foro =0
11 fl=eculnu, e (udy, +vdy), vy, udy, 6, and 14,
fZ=svinu G w=0
12 fl=s, D+ udy + vy + 13y, Yoy 3,9,
f2 =Inu (u — &t)dy for any &, and 6, 7
and udy, + 19, for§ =0 if§=0
13 fl = guttl uD —udy — 0y, udy 6
£2=su*(v —Inu), for any pu # 0,
n#0 and 9y + tud, foru =1
14 fl=sIn@v—u?), D + udy + 208y + 28t (9 +udy), 13
f2:<7(2v—uz)1/2 Oy + udy
+ duln(Ru — u2)
15 fl=eu’t v£-1, vD — (udy + vy + cudy), 3
F2=u"t1nu Yooy
16  fl=eutl v£1, VD — udy — tudy — (1 — v)vdy, 6, and 5,
f2=su’v+ulnu udy K=¢
ifv=0

(continued on next page)
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Table 9 (Continued)

No Non-linear terms Symmetries

AET Eq. (15)

17 fl:2v—u2,

—Bu, n#0

X1 = oM 20y + 2udy + pudy).
F2=(u+u)Qv—u?) tX! 4 etd,

18 fl=2v—u?
fA=w+uv—u?
2

XE =eWED 29, 4+ 2u0, + (u £ 1)dy) 13ifu2=1

+ 172”' u
19 fl =20 —u?, e (2cost(dy +udy) + (cost —sint)dy),
fzzf#u eM (2sint (8, 4 udy) + (usint 4 cos1)dy)

+(u+u)Ruv— u?)

Table 10

Additional non-linearities and symmetries for Egs. (2) witha =0

No Non-linear terms Arguments Symmetries and AET
of F1, F2 Egq. (15)
[in square brackets]
1 fY=Fl 46— wu. v—u W () By + By)
fA=F2 450 [AET 11,n=1
ifpu=6=0]
2 fl=e"F!, v—nu D — 9, —ndy
f2 — e”F2
F2=1ifn=0
3 fl=F1, u MW (x)d,
2= F2 4o [AET 3 if n = 0]
4 fl=vF!, f2=F? u D+ vy
5 Fl=uF! 4 suv, v—Inu & (udy + y)
fP=F24+5v [AET 5if § =0]
6 Fl=uvtlFt v—Inu vD —udy — 0y
fr=u"F2v+£0
7 f1=Fl+vu,f2=r] v Yy oy
8 fl=utlFl f2=0 v vD — udy,
and Yoy if v=—1
[AET 2, and 14, p =0
if v =0]
9 fl=vltr f2=5 D+ vdy — Audy, Yodu
[AET 2]
10 £l gelt, £2 = ot D — 3y, W (x)dy
[3, and 4 if § = 0]
11 fl=nv, f2=¢ D+ udy +vdy + 18y,
0 [AET 2]
12 fl=suvtly=1, D+ vdy, vD — ud,

[AET 14, v = p]
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Finally, if the diffusion matrix is the unit one then we indicate 98 non-equivalent classes of
equations, among them 21 including arbitrary functions and 14 admitting Galilei generators.
There is the only equation admitting extended Galilei algebra, the related non-linearities are
given in Table 9, Item 3.

Consider examples of well-known reaction—diffusion equations which appear to be particular
subjects of our analysis.

The CGL equation (3) with 8 = 0 can be rewritten as

Uy — Nou=u-+ (u2 + vz)(otv —u),
v —Av=v— (u2 + vz)(v + au), 47)

where u and v are real and imaginary components of the complex function W.
The r.h.s. of Eqs. (47) has the form presented in Item 8 of Table 6 (with A = v =0), and so in
addition to basic symmetries (dg, d1, d2, X192 — x201) this system admits the symmetry

X =udy — vd,. (48)

Using the anzats

i(x1cosf+xp sin@)ﬁ i(x1 cosf+xp sin@)ﬂ
b b

u=e v=e

where & and v are functions of ¢ and w, w = x| sinf — x, cos 6, 6 is a parameter, the system (47)
can be reduced to the form

il =l = (i +0%) (@0 — i), T — Voo = (@° + %) (B + o). (49)

Main symmetries of the reduced equation (49) appear to be more extended then of the CGL
one. As is indicated in Item 11 of Table 9 Eq. (49) admits symmetry (48) and also the following
one:

X, =2D —uo, — vo,.

The primitive predator-prey system (4) is a particular case of Eq. (1) with the non-linearities
given in the first line of Table 2 where however —u =v =1, Fl=—F2= % In addition to the
basic symmetries (9;, d,) this equation admits the (main) symmetry:

X=D —uo, —voy.

The A—w reaction—diffusion system (5) and its symmetries was studied in paper [15]. Our
investigations confirm and complete the results of [15]. First we recognize that this system is a
particular case of (1) with non-linearities given in Item 11 of Table 6 with © = v = 0. Hence it
admits the five-dimensional Lie algebra generated by basic symmetries (26) with u, v =1, 2 and
also the symmetry (48). This is in accordance with results of paper [15] for arbitrary functions A
and w. Moreover, using Table 9, Item 11 we find that for the cases when

A(R) = AR", w=0R" (50)

Eq. (5) admits additional symmetry with respect to scaling transformations generated by the
operator:

X =vD —ud, — vd,. (51

The other extensions of the basic symmetries correspond to the case when A(R) = pIn(R),
w(R) = o In(R), the related additional symmetries are given in Table 7, Items 1, 2, 5 where
v=XA=0.
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Consider now the system (6). This system admits the equivalence transformation 1 (15) for
p = —w. Choosing p = 2k we transform Eq. (6) to the form (1) where a = —1, fl = —2u’v
and f2 = 2v%u. The symmetries corresponding to these non-linearities are given in the first line
of Table 4. For m = 2 the symmetries are the most extended and include two dilatations, two
Galilei generators G4, o = 1, 2, and the conformal generator K. All these symmetries except K
are valid for other numbers m of independent variables.

Symmetries of Egs. (6) for m = 1 were investigated in paper [11] whose results are in accor-
dance with our analysis.

The results of the present paper related to non-degenerated diffusion matrix can be compared
with those of [4] and [8,9].

Paper [4] was apparently the first work were the problem of group classification of Eqs. (2)
with a diagonal diffusion matrix was formulated and partially solved. However the classification
results presented in [4] include only a small part of ones presented in Tables 2—-10.

In papers [8,9] Lie symmetries of the same equations and also of systems of diffusion equa-
tions with the unit diffusion matrix were classified. The results present in those papers are much
more advanced then the pioneer Danilov ones, nevertheless they are also incomplete. In partic-
ular, the cases presented above in Items 10-12 of Table 6 and Items 1, 2 of Table 7 and some
other ones were not indicated in [9]. The classification results presented in [9] include a lot of
arbitrary parameters which can be removed using equivalence transformations. Moreover, many
of equations treated in [9] as non-equivalent ones, in fact are equivalent. For instance, all versions
14, 15, 18 and 20 from Table 4 presented in [9] are equivalent one to another.

Notice that the results related to the group classification of systems of non-linear systems of
reaction—diffusion equations are presented in a very compressed form in the survey [19]. The
principally new points of the present paper in comparison with [19] are the following ones:

e In the present paper we give the completed list of admissible equivalence transforma-
tions (15) for all classified equations (2) whereas in [19] only an a priori fixed subclass
of equivalence transformations was discussed.

e For any particular system of equations (2) whose non-linear terms are given in the classifica-
tion tables the admissible equivalence transformations are specified and presented explicitly
at the same tables while in [19] the general (incomplete) list of such transformations was
presented only.

e We use our knowledge of all admissible equivalence transformations to reduce the number of
non-equivalent versions of systems (2) to absolute minimum. In particular many of quantities
which define non-linearities and are treated in [19] as arbitrary parameters are reduced to
8§=0,%1,e =21 o0rn=0,1 and possible values of parameter a in the diffusion matrix A
are reduced to ones given by Eq. (14).

e Summarizing, in the present paper the problem of group classification of systems of
reaction—diffusion equations (2) is solved completely whereas all previous publications [4-9]
and [19] can be treated only as steps to the complete solution.

Thus we present group classification of reaction—diffusion systems with a diagonal diffusion
matrix. Such systems with the square and triangular diffusion matrix have been classified in
paper [1] and preprint [3], respectively. The results of papers [1,3] and the present one consist
in the completed group classification of systems of two coupled diffusion equations with the
general diffusion matrix.



686 A.G. Nikitin / J. Math. Anal. Appl. 332 (2007) 666—-690

Appendix A. Algebras of main symmetries

Following [1] we first specify all non-equivalent terms
N = C®uyd,, + B9,,, (A1)

where summation from 1 to 2 is imposed over the repeated indices and we again use the notations
Uy =u,uy=v.

Let (A.1) be a basis element of a one-dimensional invariance algebra .4 then commutators
of N with P? and P should be equal to a linear combination of N and operators (26). This
condition presents the following three possibilities [1]:

1. C =y, B = ¢,

2. Cab — eMM“b, BY = e)LtMa7

3. Cc% =y, BT = Mo 4. (A2)
where pL"b , 1%, A, and w are constants.

Like in [1] to classify all non-equivalent symmetries (A.2) we use their isomorphism with
3 x 3 matrices of the following form

0 o0 0
g= <M1 u'! /ﬂz)- (A.3)
w2t i
Equations (2) admit equivalence transformations (12). The corresponding transformations for
matrix (A.3) are

1 0 0

g—>g/=UgU71, U=|» k!l k!2 , (A4)
b2 K21 K22

were K are the same parameters as in (12), (13).

For the case of Eq. (2) with a # 1 matrices i and K in (A.3), (A.4) are diagonal, and up to
equivalence there exist three matrices (A.3), namely

0 0 0 0 0 0 0 0 0
g‘:(o 1 0), g2=<1 0 0), g3=(x 0 o). (A.5)
0 0 A 0 0 1 1 0 0

In accordance with (27), (A.1), (A.2) the related symmetry operator can be represented in one
of the following forms

ng) =pD — 2(8k)bcﬁcaa,,, X%k) =M (gk)bcﬁca,;h,
X3 = eMTON (B, 4+ udy,), k=1,2,3. (A.6)

Here (gk)bc are elements of matrices (A.5), b,c =0, 1,2, & = column(1, uy, us).

Formulae (A.6) and (A.5) give the principal description of one-dimensional algebras A for
Eq. (2) witha # 1.

To describe two-, three- and four-dimensional algebras A we first classify the corresponding
algebras A, ; of matrices g (A.3) where index 7 indicates the dimension of the algebra and s is
used to mark different algebras of the same dimension n. Choosing a basis element of A ¢ in
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one of the forms given in (A.5) we find that up to equivalence transformations (A.3) there exist
six two dimension algebras with basis elements (eq, €3):

Avi: er=gl, e=g%  Aw e1=g(. er=gy:

Ay e=g, er=gy) (A7)
Avar er=g', er=g;  Ais: e1=gl), ea=g;

Arve: e1=g", es=gy) (A.8)

where gy, = ' li=0, &(1) = &' l1=1, &y, = &’ =0, and

0 0 0 000
g4=<0 0 0), g5=<1 0 o). (A.9)
0 0 1 0 0 0

Algebras (A.7) are Abelian while algebras (A.8) are characterized by the following commu-
tation relations:

[e1, e2] = es. (A.10)
Using (A.7), (A.8) and applying arguments analogous to those which follow Egs. (33) we find

pairs of operators (27) forming Lie algebras. Denoting

ey = (ea)abﬁbﬁy a=1,2,
a

we represent them as follows:

(uD + é1 + vtéy, &), (uD + éx + vtey, ér),

(uD —é1,vD — &), (F'é1 + G'éy, F?é1 + G?&)) (A.11)
for e1, ey belonging to algebras (A.7) and

(uD — ey, ez), (uD +é1 + vteéy, ) (A.12)

for e1, e belonging to algebra (A.8).
Here {F!, G'} and {F2, G?} are fundamental solutions of the following system

F;=AF +G, Gi=oF+yG (A.13)

with arbitrary parameters A, v, o, y.

The list (A.11)—(A.12) does not includes two dimension algebras whose basis is (Féy, Géy)
(with F, G satisfying (A.13)) or (uD + Le"'T@%&,, e"'T®*¢,) which are incompatible with
classifying equations (20). In the following we ignore all algebras .A which include such subal-
gebras.

Up to equivalence there exist three realizations of three dimension algebras of matrices (A.5),
(A9):

Asi: e1=gg, e=g, e=gy,
Azp: er=g, ex=g' ex=gj). (A.14)
Azz: e1=gly. e=g. es=gy). (A.15)
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Non-zero commutators for matrices (A.14) and (A.15) are [ep, e3] = e3 and [e, eq] = ey
(o =2, 3), respectively. The algebras of operators (27) corresponding to realizations (A.14) and
(A.15) are of the following general forms:

(uD —eé1,vD — é3, ¢3), (e1, D 4 & + utes, e3) (A.16)
and

(uD — ey, 2, €3), (D4 é1+vter, e, €3),

(D+é1+vté3,83,85), (1, Flés+G'és, F?6, + G*¢3) (A.17)
correspondingly.

In addition, we have the only four dimension algebra

Asi: e1=gl, =g, es=gy, es=g", (A.18)
which generates the following algebras of operators (27):

(uD —eé1,vD —é3, 63, e4), (é1, D+ é3 + vtey, e, é4),

(D + ey +vtey, e, e3,e4). (A.19)

Finally, it is necessary to take into account the special type of (m + 2)-dimensional algebras
A generated by two dimension algebras (A.7), namely, algebras whose basis elements have the
following general form: (uD + &1 + (at + A%Px5x,)é2, X, €2, €2) Where v, o, p run from 1 to m.

The related classifying equations generated by all symmetries x;é3, x2éz, ..., X, €2 and é; co-
incide and we have the same number of constrains for f!, f2 as in the case of two dimension
algebras A.

The case a = 1 appears to be much more complicated. The related matrices g are of general
form (A.3) and defined up to the general equivalence transformation (A.4) with arbitrary K.
Namely there are seven non-equivalent matrices (A.3), including gl, g2 (A.5), g5 (A.9) and also
the following matrices

0o 0 O 0 0 0
g6:<0 W —1), g7:<0 1 0)7
0 1 u 01 1
0 0 O 0 0 0
g8:<0 0 o), g9=<1 0 0). (A.20)
01 0 01 0
In addition, we have fifteen two dimension algebras of matrices (A.3),
1 4 1.3 35
A21=(g0» &) A2=[g0r80)  A23=lg0) &)
Arr=(g". 8% Ars=(g).8%).  Ano={(g(p. &)

Az10= (g1, £%), (A21)
A2,4=(glv gs>’ A2,5=(g(11)7 g3>’ A2,6=(gzv g?()))a
1
Ax 1= <—gl ,g8>, Az 2= <—g10, 88>, Ay 3= (g(lz), gg),
A—1 Al

Ar1s=(g", &%) (A22)
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where

0 0 0 0 0 0
g“’:(o 1 0), g(lz)zgl}k_2=<0 1 0).
1 00 0 0 2

Algebras (A.21) are Abelian whereas algebras (A.22) are characterized by commutation rela-
tions (A.10). The corresponding algebras .4 are given by Eq. (A.11) and (A.12), respectively.

Three dimension algebras A3 are the algebras Az ;—A3 3 given by relations (A.14), (A.15)
where matrices g1 and g3 are of general form (A.5) with arbitrary A (i.e., g(lo) — gl, etc.) and
also algebras A3 4—A3 11 given below:

A3,4: el:gg’ €2=g(ll)s 332830)7
Ays: er=g'. er=g' e=gy.
Asg: e1=g(, e=g% e3=g"
Azy: er=g*. er=g' ea=gy.
Az g ] _ .0 .3
3,8' el_g k] e2—g ’ 33—8(0),
Azo: e1=gy. =g ex=g’,
Azio: e1=g% e=g% e=gy.
Az e1=gp, e=g, e3=g.
Algebras A3 4—A3,6 and A3 7 are isomorphic to A3 ; and A3 3, respectively. The related alge-
bras A are given by Egs. (A.16) and (A.17) correspondingly.

Algebra A3 g is isomorphic to A3 3 and so generates algebra (A.17).
Algebras A3 9 and A3 ¢ are characterized by the following commutation relations

[e2,e3] =e1 (A.23)

(the remaining commutators are equal to zero); non-zero commutators for basis elements of A3 11
are given below:

[e1, e2] = e, [e1,e3] =2 + e3. (A.24)

Using (A.23) and (A.24) we come to the following related three dimension algebras .4 generated
by A39 and A3 10:

(uD —2ép,vD —2¢3, e1), (e1, D + 2eq + 2vteq, ey ),

(e”’el,e”’ea,ea/), a0 =2,3, o' #a, (A.25)
and algebras (A.26) generated by A3 11:

(WD — 2eq, e, e3), <€1 ,eVlen, e”e3). (A.26)

Finally, four dimension algebras of matrices (A.4) are A4 1 given by Egs. (A.18) and also
A42—A4 5 given below:

. iy 6 3 5
Agpr e1=g , e=g, e=g,, e=g,

. 3 5 1 8
A4zt e1=g8), e=g, ea=g, e=g,

. 1 4 8 3
Agg: e1=g, e=g', e3=g, e=g,

) 4 8 5 3
Ags: e1=g', e=g, e3=g, e=g .
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We do not present the related algebras A because all possible non-linearities f! and £2 will
be fixed asking for invariance of Eq. (2) with respect to transformations generated by three-
dimensional algebras.
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