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By introducing a stronger than pointwise ordering, conditions are found under which scalar functional differential equations generate monotone semiflows even if they are not quasi-monotone. Typically the maximum delay must be the smaller the more quasi-monotonicity is violated. The theory of monotone semiflows is used to show that most solutions converge to equilibrium and that stability of equilibria is essentially the same as for ordinary differential equations.

0. INTRODUCTION

In a recent paper [10] one of us applied the ideas of monotone dynamical systems to the functional differential equation

\[ x'(t) = f(x_t). \] (0.1)

In (0.1), \( f \) is a continuous function from the space \( C = C([-\tau, 0], \mathbb{R}) \) (with norm \( \| \phi \| = \sup \{|\phi(s)|: -\tau \leq s \leq 0\} \)) into the reals and \( x, \in C \) is defined in the usual way by \( x_t(s) = x(t + s), -\tau \leq s \leq 0 \). The positive number \( \tau \) denotes the maximum delay. Here we consider (0.1) to be a scalar equation
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for simplicity; systems were considered in [10]. We assume throughout this paper that \( f \) is Lipschitz continuous on compact subsets of \( C \). This implies that solutions of (0.1) are uniquely determined by the initial condition \( x(s) = \phi(s), \quad -\tau \leq s \leq 0, \quad \phi \in C \), and we write \( x(t) = x(t, \phi) \) or \( x_\tau = x_\tau(\phi) \) for this solution, emphasizing the dependence on the initial data.

It was shown in [10] that if \( f \) satisfies the quasi-monotone condition

\[
(\text{QM}) \quad \text{Whenever } \phi_1, \phi_2 \in C \text{ satisfy } \phi_1 \leq \phi_2 \text{ and } \phi_1(0) = \phi_2(0), \text{ then } f(\phi_1) \leq f(\phi_2),
\]

then (0.1) generates a monotone dynamical system on \( C \),

\[
\phi \mapsto x_\tau(\phi), \quad t \geq 0,
\]

in the sense that if \( \phi_1 \leq \phi_2 \) then \( x_\tau(\phi_1) \leq x_\tau(\phi_2) \) for \( t \geq 0 \). Inequalities between functions are to be understood to hold in the pointwise sense. If \( f \) satisfies an additional condition ((R) in [10]) then a strongly monotone semiflow is generated by (0.1). The results of M. W. Hirsch [4] for strongly monotone dynamical systems can then be applied to (0.1). Roughly speaking, these results imply that most solutions of (0.1) converge to equilibrium. In addition, the theory of positive semigroups (see, e.g., [6]) implies that the stability of steady states of (0.1) is determined by a real characteristic root.

The quasi-monotone condition (QM) is quite special. Consider the delay equation:

\[
x'(t) = f(x(t), x(t-\tau)).
\]  

(0.2)

Then (QM) holds provided \( f \) satisfies

\[
\frac{\partial f}{\partial y}(x, y) \geq 0
\]

(0.3)

and the strong monotonicity requirement is that strict inequality hold. If strict inequality holds, then the behavior of solutions of (0.2) is essentially the same as for the ordinary differential equation

\[
x'(t) = f(x(t), x(t)).
\]

In this paper we extend the applicability of monotone methods for (0.1) by determining a new sense in which (0.1) can define a monotone dynamical system. More precisely, we define a new partial ordering which is preserved by the semiflow associated with (0.1) under appropriate conditions. This new partial ordering does not make \( C \) a strongly ordered space but it does strongly order the dense subspace consisting of the functions satisfying a Lipschitz condition. We exploit this fact to show that, under
appropriate conditions, the semiflow generated by (0.1) is strongly order preserving on $C$ with respect to the new partial order and hence most orbits converge to an equilibrium. Crucial to our proof of this result are results of the authors in [14]. Moreover, the stability of an equilibrium is essentially the same as for the ordinary differential equation

$$x'(t) = \hat{f}(x(t)), \quad \hat{f}(x) = f(\hat{x})$$

with $\hat{x}$ denoting the function in $C$ which is identically equal to $x \in \mathbb{R}$.

The special case that an invariant attracting region contains only one equilibrium has been considered by one of us some years ago [11] using essentially the same technique but without referring to the alternative ordering introduced in this paper which makes our results in [14] applicable. This ordering has been used before for just the opposite purpose by Hadeler and Tomiuk [2]. Whereas we use it in order to exclude the existence of (attracting) periodic orbits, they use it to prove the existence of periodic solutions.

For the special case (0.2), our results apply when either of the following hold:

(a) $L_2 \geq 0$, or
(b) $L_2 < 0$ but $L_1 + L_2 > 0$, or
(c) $L_2 < 0$, $L_1 + L_2 = 0$, and $\tau |L_2| < 1$, or
(d) $L_2 < 0$, $L_1 + L_2 < 0$, $\tau |L_2| < 1$, and $\tau L_1 - \ln(\tau |L_2|) > 1$,

where

$$L_1 = \inf \frac{\partial f}{\partial x}$$
$$L_2 = \inf \frac{\partial f}{\partial y}$$

are assumed to be finite. First note from (a) that (0.3) is sufficient and no strong monotonicity is required. Further, (0.3) can be relaxed at the expense of restrictions on the size of the delay $\tau$ and the partial derivative of $f$ with respect to $x$. From a different point of view, if $f$ in (0.1) satisfies a Lipschitz condition

$$|f(\phi) - f(\psi)| \leq L \|\phi - \psi\|$$

then our results apply provided

$$\tau Le < 1,$$
where $e$ is the base of the exponential function. In other words, (0.1) defines a monotone dynamical system, in a certain sense, provided the delay is sufficiently small (and $f$ satisfies the Lipschitz condition). This is an intuitive result since scalar ordinary differential equations generate monotone dynamical systems on $\mathbb{R}$.

Recent remarkable work of J. Mallet-Paret and G. Sell [8] on (0.2) is relevant to our study. They show that if the strict inequality holds in (0.3) or if the reverse strict inequality holds then the Poincaré–Bendixson alternative holds for limit sets of bounded orbits: a limit set is one of (a) an equilibrium (b) a nontrivial periodic orbit or (c) a structure consisting of a nonempty set $E$ of equilibria and a set of orbits whose positive and negative limit sets are elements of $E$.

1. Monotonicity

Consider the scalar delay equation

$$x'(t) = f(x_t),$$

where $f: \mathbb{C} \to \mathbb{R}$ is continuous. Recall that to ensure that solutions of initial value problems associated with (1.1) are unique, we assume that $f$ satisfies a Lipschitz condition on each compact subset of $\mathbb{C}$ (see [3]). We introduce the following hypothesis concerning $f$:

(M) There exists $\mu \geq 0$ such that whenever $\psi_1, \psi_2 \in \mathbb{C}$ and satisfy $\psi_1 \leq \psi_2$ and $(\psi_2(s) - \psi_1(s))e^{\mu s}$ is nondecreasing on $[-\tau, 0]$ then

$$\mu(\psi_2(0) - \psi_1(0)) + f(\psi_2) - f(\psi_1) \geq 0.$$ Then we have

PROPOSITION 1.1. Suppose (M) holds. If $\phi_1 \leq \phi_2$ and $(\phi_2(s) - \phi_1(s))e^{\mu s}$ is nondecreasing, then

$$x(t, \phi_1) \leq x(t, \phi_2)$$

and

$$(x(t, \phi_2) - x(t, \phi_1))e^{\mu t}$$

is nondecreasing for all $t \geq 0$ for which both solutions are defined.

Proof. Fix $\varepsilon > 0$ and let $f_\varepsilon: \mathbb{C} \to \mathbb{R}$ be defined by $f_\varepsilon(\phi) = f(\phi) + \varepsilon \phi(0)$. Given that $f$ satisfies (M), we will establish the result for the solutions of (1.1) with $f_\varepsilon$ replacing $f$ and then apply a limit argument. Write $x(t, \phi, \varepsilon)$,
i = 1, 2, for the solutions of (1.1) with f, replacing f and with initial data 

\( x_0 = \phi_i \). Let \( t_1 \geq 0 \) be the maximum number such that \( x(t, \phi_1, \epsilon) \leq x(t, \phi_2, \epsilon) \) and \( e^{\mu t}(x(t, \phi_2, \epsilon) - x(t, \phi_1, \epsilon)) \) is monotone nondecreasing in \( t \in [0, t_1) \). If \( t_1 \) is not the right endpoint of the intersection of the maximal intervals of existence, we may assume that \( x(t_1, \phi_2, \epsilon) > x(t_1, \phi_1, \epsilon) \). Otherwise we have \( \phi_2 = \phi_1 \) and equality holds beyond \( t_1 \). Now, by (M),

\[
\frac{d}{dt} \bigg|_{t = t_1} e^{\mu t}[x(t, \phi_2, \epsilon) - x(t_1, \phi_1, \epsilon)] \\
\geq e^{\mu t}\{(\mu + \epsilon)[x(t_1, \phi_2, \epsilon) - x(t_1, \phi_1, \epsilon)] + f(x_1(\phi_2, \epsilon)) - f(x_1(\phi_1, \epsilon))\} \\
\geq e^{\mu t}[x(t_1, \phi_2, \epsilon) - x(t_1, \phi_1, \epsilon)] > 0.
\]

Hence \( x(t, \phi_1, \epsilon) \leq x(t, \phi_2, \epsilon) \) and \( e^{\mu t}(x(t, \phi_2, \epsilon) - x(t, \phi_1, \epsilon)) \) is monotone nondecreasing beyond \( t_1 \) in contradiction to the maximality of \( t_1 \) and so these properties must hold as long as both solutions exist. Letting \( \epsilon \to 0^+ \), \( f_\epsilon \to f \) and continuity of solutions with respect to the data implies that \( x(t, \phi_1, \epsilon) \to x(t, \phi) \) as \( \epsilon \to 0^+ \) uniformly on compact subsets contained in the maximal intervals of existence. It is evident that the conclusion of the proposition now follows.

Several remarks are appropriate at this point.

**Remark 1.** It is sufficient for (M) to hold only on some positively invariant open subset \( U \) of \( C \) for the conclusions of Proposition 1.1 to hold in \( U \).

**Remark 2.** It follows from Proposition 1.1 that either \( \phi_1 = \phi_2 \) so \( x(t, \phi_1) = x(t, \phi_2) \) or \( \phi_1(0) < \phi_2(0) \) and \( x(t, \phi_1) < x(t, \phi_2) \) for \( t > 0 \) belonging to the domain of existence of both solutions.

**Remark 3.** Proposition 1.1 can be extended to systems. An appropriate (M) is: there exists \( \mu, \mu_0, 1 < i < n \), such that whenever \( \phi, \psi \in C, \phi \leq \psi \), and \( [\psi_i(s) - \phi_i(s)] e^{\mu s} \), \( 1 \leq i \leq n \), is nondecreasing, then

\[
\mu_i(\psi_i(0) - \phi_i(0)) + f_i(\psi) - f_i(\phi) \geq 0. \quad 1 \leq i \leq n.
\]

We now interpret Proposition 1.1 in an appropriate manner. Define

\[
\mathcal{K}_\mu = \{ \phi \in C: \phi \geq 0 \text{ and } \phi(s) e^{\mu s} \text{ is nondecreasing} \}.
\]

\( \mathcal{K}_\mu \) is a closed cone in \( C \). As such, it defines a partial order on \( C \), which we write as \( \leq_\mu \), by \( \phi_1 \leq_\mu \phi_2 \) if and only if \( \phi_2 - \phi_1 \in \mathcal{K}_\mu \), i.e., \( \phi_1 \leq \phi_2 \) and \( (\phi_2(s) - \phi_1(s)) e^{\mu s} \) is nondecreasing on \([ -\tau, 0 ] \). We write \( \phi_1 <_\mu \phi_2 \) if \( \phi_1 \leq_\mu \phi_2 \) and \( \phi_1 \neq \phi_2 \).

With this notation, we interpret Proposition 1.1 as follows.
Corollary 1.2. Suppose (M) holds and let $\phi_i$, $i = 1, 2$, belong to $\mathcal{C}$. Then

(a) $\phi_1 \preceq \phi_2$ implies $x_i(\phi_1) \preceq x_i(\phi_2)$ for $t \geq 0$.

(b) $\phi_1 \prec \phi_2$ implies $x_i(\phi_1) < x_i(\phi_2)$ for $t \geq 0$.

Corollary 1.2 means that the semiflow generated by (1.1), $\Phi_t$, defined for suitable $\phi \in \mathcal{C}$ by $\Phi_t(\phi) = x_i(\phi)$, is a monotone semiflow in the sense of the ordering $\preceq$. Let us note the following sufficient conditions for (M) to hold:

(L−) There exists $L > 0$ such that for all $\psi_1, \psi_2 \in \mathcal{C}$, $\psi_1 \preceq \psi_2$,

$$f(\psi_2) - f(\psi_1) \geq -L \|\psi_2 - \psi_1\|,$$

where $e\tau L \leq 1$.

Thus, if $f$ is Lipschitz continuous on $\mathcal{C}$, or on some positively invariant open subset, and if the delay is sufficiently small then (M) holds. To see this note that if $\psi_1 \preceq \psi_2$ then $f(\psi_2) - f(\psi_1) \geq -L(\psi_2(0) - \psi_1(0))e^{\mu \tau}$ so (M) holds if $\mu - L e^{\mu \tau} \geq 0$.

Consider the special case of (1.1):

$$x'(t) = f(x(t), x(t - \tau)).$$

Then (M) holds if

$$\mu(x_2 - x_1) + f(x_2, y_2) - f(x_1, y_1) \geq 0$$

whenever

$$x_2 - x_1 \geq (y_2 - y_1) e^{-\mu \tau} \geq 0.$$

This in turn holds if there exist $L_1$ and $L_2$ such that whenever $x_1 \leq x_2$ and $y_1 \leq y_2$ then

$$f(x_2, y_2) - f(x_1, y_1) \geq L_1(x_2 - x_1) + L_2(y_2 - y_1)$$

and

$$\mu + L_1 + L_2 e^{\mu \tau} \geq 0,$$

where $u^- = \min\{u, 0\}$. It is easy to verify that (1.3) holds if either

(a) $L_2 \geq 0$, or

(b) $L_2 < 0$ but $L_1 + L_2 \geq 0$, or

(c) $L_2 < 0$, $L_1 + L_2 < 0$, $\tau |L_2| < 1$, and $\tau L_1 - \ln(\tau |L_2|) \geq 1$.  

Of course, if \( L_2 > 0 \) then (1.2) satisfies the quasi-monotone hypothesis (QM). Observe that if (a) fails (1.4) may still hold if \( L_1 \) is large enough that (b) holds. Also, if \( f \) is independent of \( x(t) \) then (1.4) holds if \( L_2 \geq 0 \) or \( L_2 < 0 \) and \( \tau |L_2| < e^{-1} \). In any case, (1.4) holds if \( \tau \) is sufficiently small.

Finally, we observe that if \( f \) satisfies (QM) and \( (L^-) \) then

\[
f(\psi_2) - f(\psi_1) + L(\psi_2(0) - \psi_1(0)) \geq 0,
\]

whenever \( \psi_1 \leq \psi_2 \). It follows that (QM) and \( (L^-) \) imply that (M) holds for every \( \mu \geq \mu_0 \).

The cones \( \bar{K}_\mu, \mu \geq 0 \), have empty interior in \( C \) and hence \( C \) is not strongly ordered by the ordering \( \leq_\mu \) in the sense of Hirsch. There is a standard procedure for rectifying this deficiency which we now follow (see, e.g., Amann [11]). Let \( \xi \) be the element of \( \bar{K}_\mu \) given by \( \xi(s) = e^{(1 - \mu)s} \) on \([-\tau, 0]\). Fix \( \mu \geq 0 \) and define

\[
X = \{ \phi \in C : \text{there exists } \beta \geq 0 \text{ such that } -\beta \xi \leq_\mu \phi \leq_\mu \beta \xi \}
\]

\[
|\phi|_\mu = \inf\{ \beta \geq 0 : -\beta \xi \leq_\mu \phi \leq_\mu \beta \xi \}, \quad \phi \in X.
\]

Then \( |\phi|_\mu \) is a norm on \( X \) and it makes \( X \) a Banach space. The set

\[
K_\mu = \{ \phi \in \bar{K}_\mu : \text{there exists } \beta \geq 0 \text{ such that } \phi \leq_\mu \beta \xi \} = \bar{K}_\mu \cap X
\]

is a closed cone in \( X \) with nonempty interior and \( |\phi|_\mu \) is monotone on \( X \) (see [11]).

**Lemma 1.3.** \( X \) consists of the elements of \( C \) which satisfy a Lipschitz condition on \([-\tau, 0]\). The norm \( |\phi|_\mu \) is equivalent to the norm

\[
|\phi|_{\text{Lip}} = |\phi| + \text{Lip}(\phi),
\]

where

\[
\text{Lip}(\phi) = \sup \left\{ \left| \frac{\phi(s) - \phi(t)}{s - t} \right| : s \neq t, \ s, t \in [-\tau, 0] \right\}.
\]

**Proof.** If \( \phi \in X \), then \( -\beta \xi \leq_\mu \phi \leq_\mu \beta \xi \) for \( \beta = |\phi|_\mu \). In particular, \( -\beta \xi \leq \phi \leq \beta \xi \) so \( |\phi| \leq \beta e^{\mu \tau} \). In addition, if \( t < s \), then \( \phi \leq_\mu \beta \xi \) implies that

\[
\phi(s) - \phi(t) \leq \beta(e^s - e^t)e^{-\mu t} - \phi(s)e^{\mu (s - t)} + \phi(t)
\]

\[
\leq \beta(1 + \mu)e^{\mu t}(s - t).
\]

Similarly, \( -\beta \xi \leq_\mu \phi \) implies the same estimate for \( \phi(t) - \phi(s) \). Hence, for \( \phi \in X \),

\[
\text{Lip}(\phi) \leq \beta(1 + \mu)e^{\mu \tau}.
and

$$|\phi|_{1,\mu} \leq (2 + \mu)e^{\mu x}|\phi|_{\mu}.$$ 

Conversely, if $\psi$ is Lipschitz continuous on $[-\tau, 0]$ with $\text{Lip}(\psi) = L$, then $\psi$ is absolutely continuous with $|\psi'| \leq L$ a.e. As

$$\frac{d}{dt} (\beta \xi(t) - \psi(t))e^{\mu t} = \beta e^t - \psi'(t)e^{\mu t} - \mu \psi(t)e^{\mu t}$$

we find that the absolutely continuous function $(\beta \xi(t) - \psi(t))e^{\mu t}$ is monotone nondecreasing if $\beta \geq (L + \mu \|\psi\|)e^\tau$. Hence

$$\psi \leq (L + (\mu + 1) \|\psi\|)e^\tau.$$

Similarly,

$$\psi \geq -(L + (\mu + 1) \|\psi\|)e^\tau.$$

It follows that $\psi \in X$ and

$$|\psi|_{\mu} \leq (\mu + 1)e^\tau|\psi|_{\text{Lip}}.$$

It is perhaps worth mentioning that the space $X$ equipped with the norm $|\cdot|_{\mu}$ and the ordering $\leq_{\mu}$ is a Banach lattice. In other words, given two elements $\phi, \psi \in X$ there exists in $X$ a supremum $\phi \vee \psi$ and the norm is monotonic (see, e.g., Vulikh [12]). This observation has important implications for stability and bifurcation from equilibria. See Section 3.

Hereafter we will identify $X$ with the Banach space $C_L$ of Lipschitz functions on $[-\tau, 0]$ with norm $|\cdot|_{\text{Lip}}$. Note the inclusion $C_L \rightarrow C$ is a compact mapping and that $C_L$ is dense in $C$.

It follows from Lemma 1.3 that the cone $K_{\mu}$ in $X$ can be characterized as

$$K_{\mu} = \{\phi \in C_L : \phi \geq 0 \text{ and } \phi' + \mu \phi \geq 0 \text{ a.e. in } [-\tau, 0]\}.$$

We will need to exploit the smoothing property of the semiflow associated to (1.1) in order to obtain the strong order preserving property. Thus we require the following result. The proof, which is straightforward, is omitted.

**Lemma 1.4.** Let $\phi \in C$ and $x(t, \phi)$ be the solution of (1.1) on $[0, t_1]$ and suppose that $t_1 \geq \tau$. Then there exists a neighborhood $U$ of $\phi$ in $C$ such that if $\psi \in U$ then $x(t, \psi)$ is defined on $[0, t_1]$ and

$$\psi \mapsto x_{t_1}(\psi)$$

is continuous at $\phi$ as a map from $U$ into $C_L$.
The interior of $K_\mu$ with respect to $C_L$ is easily seen to be given by

$$\text{Int } K_\mu = \{ \phi \in C_L : \phi(s) > 0 \text{ and css } \inf_{[t_0, t]} (\phi' + \mu \phi) > 0 \}.$$ 

Given $\phi_i \in C_L$, $i = 1, 2$, we write $\phi_1 \leq_\mu \phi_2$ if and only if $\phi_2 - \phi_1 \in \text{Int } K_\mu$.

The semiflow, $\Phi$, defined by (1.1) is said to be strongly order preserving on $C$ if it is order preserving in the sense of Corollary 1.2(a) and whenever $\phi_i \in C$, $i = 1, 2$, satisfy $\phi_1 <_\mu \phi_2$, there exist open sets $U$ and $V$, with $\phi_1 \in U$ and $\phi_2 \in V$, and $t_0 \geq 0$ such that $\Phi(t_0)(U) \leq_\mu \Phi(t_0)(V)$, where the inequality between sets is to be interpreted to hold for any pair of elements, one from each set.

The following hypothesis on $f$ is sufficient for (1.1) to be strongly order preserving:

**Hypothesis (SM)** There exists $\mu > 0$ such that whenever $\psi_i \in C_L$, $i = 1, 2$, satisfy $\psi_1 <_\mu \psi_2$ then

$$\mu(\psi_2(0) - \psi_1(0)) + f(\psi_2) - f(\psi_1) > 0.$$ 

Observe that (SM) implies that M holds. It is not difficult to check that (SM) holds for (0.2) if (0.4) holds.

**Proposition 1.5.** Let (SM) hold and suppose that $\phi_1, \phi_2 \in C_L$ satisfy $\phi_1 <_\mu \phi_2$. Then

$$x_t(\phi_1) \leq_\mu x_t(\phi_2)$$

for all $t \geq \tau$ such that both solutions are defined.

**Proof.** Fix $t_1 \geq \tau$ such that both solutions $x(t, \phi_i)$ are defined on $[0, t_1]$. Since $\phi_1 \neq \phi_2$, $\phi_1(0) < \phi_2(0)$. Now (M) holds so we have $x(t, \phi_1) < x(t, \phi_2)$ on $[0, t_1]$. Further, by Proposition 1.1, $x_t(\phi_1) \leq_\mu x_t(\phi_2)$ for $0 \leq t \leq t_1$. Then

$$\frac{d}{dt} + \mu[x(t, \phi_2) - x(t, \phi_1)]$$

$$= \mu[x(t, \phi_2) - x(t, \phi_1)] + f(x_t(\phi_2)) - f(x_t(\phi_1)) > 0,$$

by (SM). The statement now follows from the characterization of $\text{Int } K_\mu$.

**Theorem 1.6.** If (SM) holds and all solutions of (1.1) extend to $\mathbb{R}^+$ then (1.1) generates a strongly order preserving semiflow on $C$.

**Proof.** Let $\phi_i$, $i = 1, 2$, belong to $C$ and satisfy $\phi_1 <_\mu \phi_2$. By Proposition 1.5, $x_t(\phi_1) \leq_\mu x_t(\phi_2)$. Since the $x_t(\phi_i)$ belong to the strongly ordered space $C_L$ (Proposition 1.4), there exist neighborhoods $\hat{U}$ and $\hat{V}$ of $x_t(\phi_1)$ and $x_t(\phi_2)$, respectively, in $C_L$, such that $\hat{U} \leq_\mu \hat{V}$. By
Proposition 1.4, there exist neighborhoods $U$ and $V$ in $C$ with $\phi_1 \in U$ and $\phi_2 \in V$ such that $x_*(\psi) \in \hat{U}$ whenever $\psi \in U$ and $x_*(\psi) \in \hat{V}$ whenever $\psi \in V$. This establishes the strong order preserving property.

2. DYNAMICAL CONSEQUENCES OF MONOTONICITY

The aim of the present section is to apply theory developed in [14] for the strongly order preserving semiflows on ordered metric spaces to the semiflow defined by (1.1). In order that (1.1) generate a semiflow on $C$ with the required compactness properties, we assume:

(T) $f$ maps bounded subsets of $C$ to bounded subsets of $R$. For each $\phi \in C$, $x(t, \phi)$ is defined for $t \geq 0$ and $\{x(t, \phi) : t \geq 0\}$ is bounded. For each compact subset $A$ of $C$ there exists a bounded subset $B$ of $C$ such that $\omega(\phi)$, the positive limit set of the orbit through $\phi$, satisfies $\omega(\phi) \subseteq B$ for every $\phi \in A$.

To simplify the statement of the main results in this section we assume that $f$ is defined and satisfies all hypotheses on all of the space $C$. In applications, however, this is seldom the case. For scalar equations it is commonly the case that the relevant domain is $C^+ = \{\phi \in C : 0 \leq \phi\}$. All the results of this and earlier sections (i.e., Propositions 1.1 and 1.5 and Theorem 1.6) continue to hold if the hypotheses hold only on $C^+$ provided that $C^+$ is positively invariant for (1.1). A necessary and sufficient condition for the latter to hold is that $f(\phi) \geq 0$ whenever $\phi \in C^+$ and $\phi(0) = 0$.

A few definitions are required for the statement of our results. They have their origin in the work of Hirsch [4, 5]. The statements are taken from [14]. A point $\phi \in C$ is a stable point if for every $\epsilon > 0$ there exists a $\delta > 0$ such that $\|x_t(\phi) - x_t(\psi)\| < \epsilon$ for $t \geq 0$ whenever $\psi \in C$ and $\|\phi - \psi\| < \delta$. The point $\phi$ is an asymptotically stable point if there exists a neighborhood $V$ of $\phi$ with the property that for every $\epsilon > 0$ there exists $t_\epsilon > 0$ such that $\|x_t(\phi) - x_t(\psi)\| < \epsilon$ if $t \geq t_\epsilon$ and $\psi \in V$. We let $S$ be the subset of stable points of $C$ and $A$ be the set of asymptotically stable points of $C$. Clearly, $A$ is an open set. Observe that if $\phi \in S$ then points near to $\phi$ have limit sets near $\omega(\phi)$ and if $\phi \in A$ then points which are sufficiently near to $\phi$ have the same limit set as $\phi$ and the approach to $\omega(\phi)$ is uniform for $\psi \in V$.

Let $E$ be the set of equilibrium points of (1.1). Following Hirsch, we denote by $Q$ the set of quasiconvergent points in $C$, that is, $Q = \{\phi \in C : \omega(\phi) \subseteq E\}$, and let $E'$ denote the subset of convergent points $\phi$ for which $x_t(\phi) \to e$ as $t \to \infty$ where $e \in E$.

The result below establishes that there exists a dense open set of stable convergent points if (T) and (SM) hold.
**Theorem 2.1.** Let $f$ satisfy (T) and (SM) on $C$. Then $\text{Int } S$ is dense in $C$ and consists of convergent points.

*Proof.* We employ Theorem 3.9 of [14]. The space $C$ is a normally ordered metric space with the metric defined by the uniform norm and the ordering $\preceq_\mu$. Theorem 1.6 and (T) imply that the semiflow defined by (1.1) on $C$ is strongly order preserving. We must verify the compactness assumption (C) of [14]. Each orbit $\{x_t(\phi) : t \geq 0\}$ has compact closure in $C$ by (T). Moreover, for each compact subset $K$ of $C$, $\bigcup \{\omega(\phi) : \phi \in K\}$ has compact closure in $C$. Indeed, by (T), there is a bounded subset $B$ of $C$ such that $\omega(\phi) \subseteq B$ for all $\phi \in K$. As $f$ is bounded on $B$, by (T), and $\omega(\phi)$ is invariant for (1.1), we may conclude that $\sup \{f(\phi) : \phi \in B\}$ is a common Lipschitz constant for every $\psi \in \bigcup \{\omega(\phi) : \phi \in K\}$. It follows that the union of limit sets has compact closure in $C$. This establishes that (C) holds. By [14, Theorem 3.9], it follows that $A \cup \text{Int}(S \cap \mathcal{C})$ is dense in $C$. Now $A \subseteq S \subseteq Q$, by [14, Proposition 3.4]. As $A$ is open, $A \subseteq \text{Int } S$, and so $\text{Int } S$ is dense in $C$ and contained in $Q$. Now we claim that $Q \subseteq \mathcal{C}$. Indeed, the nonordering principle [14, Proposition 2.23] implies that no two distinct points of $\omega(\phi)$ are ordered by $\preceq_\mu$. But if $\phi \in Q$, then $\omega(\phi)$ consists of equilibria and any two equilibria are related by the partial order $\preceq_\mu$. Thus $\omega(\phi)$ must consist of precisely one equilibrium if $\phi \in Q$. This completes our proof.

As a corollary of the proof, we note that $A \subseteq S \subseteq Q \subseteq \mathcal{C}$.

Our next result shows that under a mild additional assumption, the set of asymptotically stable convergent points is open and dense in $C$.

**Theorem 2.2.** Let the hypotheses of Theorem 2.1 hold. In addition assume that there does not exist a nontrivial subinterval $I$ of $\mathbb{R}$ such that $f(\hat{x}) = 0$ for all $x \in I$. Then $A$ is dense in $C$ and $A \subseteq \mathcal{C}$.

*Proof.* We apply [14, Theorem 3.13]. The additional hypothesis implies the nonexistence of any nontrivial totally ordered arc of equilibria in $C$. This relies on the observation that the subset $E$ of $C$ can be identified with a subset $F$ of $\mathbb{R}$, by the map $\hat{x} \mapsto x$, and that this map is an order isomorphism of $(E, \preceq_\mu)$ onto $(F, \preceq)$, where $\preceq$ is the restriction of the usual order on $\mathbb{R}$. Thus $A$ is dense in $C$ by [14, Theorem 3.13]. But $A \subseteq \mathcal{C}$ by the arguments of the previous theorem.

3. Stability of Equilibria

In this section we consider the stability of equilibrium states $x_0 \in \mathbb{R}$ of (1.1) provided that (M) or (SM) hold in a neighborhood of $\hat{x}_0$. Recall
that \( \dot{x}_0 \) is the function in \( C \) which is identically equal to \( x_0 \) and it is an equilibrium of (1.1) if and only if

\[
\dot{x}_0 = 0.
\]  
(3.1)

Observe that (1.1) has the same equilibria as the scalar ordinary differential equation

\[
x'(t) = f(x(t)), \quad \dot{f}(x) = f(\dot{x}), \quad x \in \mathbb{R},
\]  
(3.2)

obtained from (1.1) by "ignoring the delays."

If we assume that \( f \) is continuously differentiable in a neighborhood of \( \dot{x}_0 \), then the stability of the steady state \( x_0 \) of (1.1) is determined by the roots of the characteristic equation

\[
\lambda = df(\dot{x}_0)(e^{\lambda t}).
\]  
(3.3)

We will show that the monotonicity assumptions greatly simplify the study of (3.3). It is sufficient that \( f \) satisfies (M) in a neighborhood of \( \dot{x}_0 \), in fact, the weaker hypothesis (3.4) below is all we require.

**Proposition 3.1.** Let \( f: C \to \mathbb{R} \) be continuously differentiable in a neighborhood of \( \dot{x}_0 \), \( x_0 \in \mathbb{R} \). If (M) holds for some \( \mu \) in a \( C \) neighborhood of \( \dot{x}_0 \) then

\[
\mu \phi(0) + df(\dot{x}_0)(\phi) \geq 0
\]  
(3.4)

for all \( \phi \in C \) such that \( \phi \geq 0 \).

Instead of assuming that (M) holds in a neighborhood of \( \dot{x}_0 \) we will assume that (3.4) holds since it is more easily checked (see Proposition 3.5).

Define

\[
v_0 = \sup \{ \text{Re } \lambda : \lambda \text{ is a root of (3.3)} \}.
\]

In our first result we show that \( v_0 \) is a root of (3.3) and thus the stability of \( x_0 \) can be determined by examining only the real roots of (3.3). In particular, \( x_0 \) cannot lose its stability by a Hopf bifurcation as long as (3.4) holds.

**Proposition 3.2.** Let (3.4) be satisfied for an equilibrium \( x_0 \). Then \( v_0 \) is a root of (3.3) satisfying

\[
v_0 \geq -\mu.
\]
**Proof.** Let $M = df(\dot{x}_0)$. Consider the variational equation

$$y'(t) = My,$$

Let $T(t): C \to C$ be the solution operator defined by $T(t) \phi = y_t(\phi)$. It is known that $\{T(t)\}_{t \geq 0}$ is a strongly continuous semigroup on $C$. Moreover, $T(t)(K_\mu) \subset K_\mu$ for each $t \geq 0$ by Proposition 1.1 so $\{T(t)\}_{t \geq 0}$ is a positive semigroup. Unfortunately, $K_\mu$ is not a total cone in $C$ so we cannot apply the Krein–Rutman theorem. However, we may restrict $T(t)$ to the space $C_L$ in which the cone $K_\mu$ is total. Observe that $C_L$ is positively invariant for $T(t)$ and thus we may define $T_L(t)$ to be the restriction of $T(t)$ to $C_L$. Although $\{T_L(t)\}_{t \geq 0}$ is not a strongly continuous semigroup on $C_L$, one can easily verify that $T_L(t)$ is continuous for each fixed $t \geq 0$, $T_L(t)$ is compact, and of course $T_L(t)$ maps $K_\mu$ into itself by Proposition 1.1. By the Krein–Rutman theorem (see, e.g., [1]), there exists $v \in K_\mu$, $v \neq 0$, such that $T_L(\tau)v = \rho v$, where $\rho > 0$ is the spectral radius of $T_L(\tau)$. Now $T(\tau)$ is compact and maps $C$ into $C_L$ so its spectrum is the same as that of $T_L(\tau)$. Consequently, $\rho$ is the spectral radius of $T(\tau)$ as well. It follows from the theory of linear time-independent functional differential equations that $v = e^{\lambda t}$ and $\rho = e^{\lambda t}$, where $\lambda$ must be real since $e^{\lambda t}$ is real for all $t > 0$. Moreover, $\lambda$ is a root of the characteristic equation. If $\eta$ is any other root of the characteristic equation then $e^{\eta t}$ is an eigenvalue of $T(\tau)$ so $|e^{\eta t}| \leq \rho = e^{\lambda t}$ and thus the real of $\eta$ does not exceed $\lambda$. Set $\lambda = v_0$.

In order to see that $v_0 \geq -\mu$, put $\phi = e^{\mu t}$, $v \geq -\mu$, in (3.4), noting that $0 \leq \mu \phi$, to obtain

$$\mu + M(e^{\mu t}) \geq 0, \quad v \geq -\mu.$$

In particular, $M(e^{-\mu t}) \geq -\mu$. If equality holds then clearly $v_0 \geq -\mu$. If not, the fact that $|M(e^{\mu t})| \leq \|M\|$ for $v = 0$ implies $M(e^{\mu t})$ is bounded for $v \geq -\mu$ so $M(e^{\mu t}) < v$ for large $v$. The intermediate value theorem implies that (3.3) has a root larger than $-\mu$ and the proof is complete.

If (1.1) satisfies the quasi-monotone hypothesis (QM) then the stability of a steady state of (1.1) is the same as the stability of that steady state for (3.2) [10]. If $f$ satisfies (SM) locally, we can essentially make the same statement but we have to leave the case

$$\frac{d}{dx} f(x_0) = 0$$

out of consideration. However, the following requires only (3.4).
THEOREM 3.3. Let (3.4) be satisfied for an equilibrium $x_0$ of (1.1) and (3.2). If

$$\frac{df}{dx}(x_0) > 0$$

then $v_0 > 0$. That is, if $x_0$ is unstable as a steady state of (3.2) then $x_0$ is unstable as steady state of (1.1).

Proof. $(df/dx)(x_0) = df(\hat{x}_0)(\hat{1}) = df(\hat{x}_0)(e^{0*})$. Thus, if the derivative is positive, then (3.3) has a positive root by the intermediate value theorem.

Next we derive a condition for local asymptotic stability of (3.2) to imply local asymptotic stability for (1.1). To this end we need to sharpen (3.4) a bit such that (SM) holds in a neighborhood of the equilibrium $x_0$. Actually, it is necessary for $f$ to satisfy the stronger condition, (3.5) below.

THEOREM 3.4. Let $f$ be differentiable at the equilibrium $\hat{x}_0$ and let $0 < \mu$ be such that

$$\mu \phi(0) + df(\hat{x}_0)\phi > 0$$

whenever $\phi \in C_L$ with $0 < \mu \phi$. If $(df/dx)(x_0) < 0$ then $v_0 < 0$. That is, if $x_0$ is locally exponentially stable as a steady state of (3.2) then it is locally exponentially stable as a steady state of (1.1).

Proof. As $0 > (df/dx)(x_0) = df(\hat{x}_0)(e^{0*})$, we have

$$\lambda > df(\hat{x}_0)(e^{\lambda*}) \quad \text{for} \quad \lambda = 0.$$ 

By (3.5), since $e^{-\mu}$, $0 > 0$,

$$-\mu < df(\hat{x}_0)(e^{-\mu*}).$$

Hence (3.3) has a real root $\lambda_0$ with $-\mu < \lambda_0 < 0$ by the intermediate value theorem. Now, (3.5) implies that the solution operator $T(t)$ in the proof of Proposition 3.2 is strongly positive for $t \geq \tau$, that is, it maps $K_\mu - \{0\}$ into the interior of $K_\mu$. If $\lambda \geq -\mu$ is a root of (3.3), then

$$T(t)e^{\lambda*} = e^{\lambda t}e^{\lambda*}.$$ 

As strongly positive operators have positive eigenvectors for one eigenvalue only (see, e.g., [1]), there exists only one root $\lambda_0 \geq -\mu$ of (3.3), i.e., $v_0 = \lambda_0 < 0$. This completes our proof.
In order to apply Theorem 3.3 or 3.4 it is useful to have conditions under which (3.4) or (3.5) are satisfied. To this end we recall the representation

\[ df(\hat{x}_0) \phi = \int_{[-\tau, 0]} \phi(\sigma) m(d\sigma) \]

with a signed Borel measure \( m \) on \([-\tau, 0]\) of bounded total variation. Let \( m_- \) denote the negative part of \( m \).

**Proposition 3.5.** (a) (3.4) holds if

\[ \mu - \int_{[-\tau, 0]} e^{-\mu s} m_-(ds) > 0. \] (3.6)

(b) (3.5) holds if the inequality in (3.6) is strict.

**Proof.** We only show (a) as the proof of (b) is similar. Let \( \phi \in C \) with \( \phi \geq 0 \). Then

\[
\mu \phi(0) + df(\hat{x}_0) \phi \geq \mu \phi(0) - \int_{[-\tau, 0]} \phi(s) e^{\mu s} e^{-\mu s} m_-(ds) \\
\geq \phi(0) \left\{ \mu - \int_{[-\tau, 0]} e^{-\mu s} m_-(ds) \right\} \geq 0,
\]

since \( \phi(s) e^{\mu s} \) is nondecreasing and \( \phi(0) \geq 0 \).

4. **Example: The Lasota–Wazewska Red Blood Cell Model**

Following [7] (compare [9]) we consider the particular differential delay equation proposed to model the red blood cell system,

\[ x'(t) = f(x_t) = \beta g(x(t-\tau)) - \gamma x(t) \] (4.1)

with

\[ g(x) = x^n e^{-\sigma x}. \] (4.2)

Here, \( n \) is a natural number and \( \beta, \gamma, \sigma \) are positive constants. Nonzero steady states, \( x \), of (4.1) must satisfy the equation

\[ x^{2n-1} e^{-\sigma x} = \gamma/\beta. \] (4.3)

Noting that the function defined by the righthand side of (4.3) attains its maximum value at \( x = (2n-1)/\sigma \), we have three cases:
Case 1. \((2n - 1)/\sigma\)^{2n-1} e^{1-2n} < \gamma/\beta.
Then \(x = 0\) is the only steady state.

Case 2. \((2n - 1)/\sigma\)^{2n-1} e^{1-2n} = \gamma/\beta.
Then there is one nonzero steady state \(\xi_1 = (2n - 1)/\sigma\).

Case 3. \((2n - 1)/\sigma\)^{2n-1} e^{1-2n} > \gamma/\beta.
There are exactly two nonzero steady states \(\xi_1, \xi_2\) satisfying

\[0 < \xi_1 < (2n - 1)/\sigma < \xi_2.\]

In all three cases we have

\[
\frac{d}{dx} f(0) < 0.
\] (4.4)

In Case 2 we have

\[
\frac{d}{dx} f(\xi_1) = 0.
\] (4.5)

In Case 3 we have

\[
\frac{d}{dx} f(\xi_1) > 0 > \frac{d}{dx} f(\xi_2).
\] (4.6)

Hence, for the ordinary differential equation obtained from (4.1) by ignoring the delay

\[x'(t) = \hat{f}(x(t)) = \beta g(x(t)) - \gamma x(t)\] (4.7)
we have the following asymptotic behavior.

**PROPOSITION 4.1.** The steady state \(x = 0\) of (4.7) is locally asymptotically stable.

Case 1. All solutions converge to \(x = 0\).

Case 2. Solutions \(x\) with \(x(0) < \xi_1\) converge to \(x = 0\); solutions with \(x(0) \geq \xi_1\) converge to \(\xi_1\).

Case 3. Solutions \(x\) with \(x(0) < \xi_1\) converge to \(x = 0\); solutions with \(x(0) > \xi_1\) converge to \(\xi_2\). The steady state \(x = \xi_1\) is unstable and \(x = \xi_2\) is locally asymptotically stable.

Returning to (4.1), we note that the assumption (QM) holds for \(\phi \in C\) with \(\phi(s) \leq 2n/\sigma\), and the stronger assumption (R) in [10] holds for \(\phi\) with the strict inequality above. Some further information can be obtained from the theory in [10].
Proposition 4.2. If Case 3 holds then $\xi_1$ is unstable. If further, 
\[(2n/\sigma)^2n-1 \ e^{-2n} < \gamma/\beta\] 
then the set $U = \{ \phi \in C: \phi(s) < 2n/\sigma, \ -\tau \leq s \leq 0 \}$ is positively invariant and contains both nonzero equilibria. The equilibrium $\xi_2$ is locally asymptotically stable. Moreover, $U$ contains an open, dense set of convergent points.

Proposition 4.2 does not give any information concerning orbits beginning outside $U$. If 
\[(2n/\sigma)^2n-1 \ e^{-2n} > \gamma/\beta,\]
then $\xi_2 > 2n/\sigma$ will lie outside the region of quasi-monotonicity. Moreover, $U$ in Proposition 4.2 is no longer a positively invariant set. The theory developed in the present paper can add to our knowledge of the behavior of solutions of (4.1).

If we want (SM) to hold everywhere in $C_L$ then by (0.4) we must require the condition 
\[z^{1b} \ < \ 1 \quad \text{and} \quad -\gamma \tau - \ln(\tau |L_2|) > 1,\]
where $L_2 = \beta \inf g'(R)$. A calculation gives
\[|L_2| = \beta \sqrt{2n} \left( \frac{2n + \sqrt{2n}}{\sigma} \right)^{2n-1} e^{-2n - \sqrt{2n}}.\]

Theorem 4.3. Let
\[-\gamma \tau - \ln \left\{ \tau \beta \sqrt{2n} \left( \frac{2n + \sqrt{2n}}{\sigma} \right)^{2n-1} e^{-2n - \sqrt{2n}} \right\} > 1.\]

Then there exists a subset of convergent points which is dense and open in $C$. Moreover, the steady states $0 = \xi_0 \leq \xi_1 \leq \xi_2$ have the same stability properties as for the ordinary differential Eq. (4.7) with the possible exception of Case 2. Thus, $\xi_0$ is locally asymptotically stable and, in Case 3, $\xi_1$ is unstable and $\xi_2$ is locally asymptotically stable.

Proof. Theorem 2.2 and Theorem 3.4.
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