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In this paper we prove the existence of solutions for equations of the type
\[-\text{div}(a(\cdot, Du)) = f\]
in a bounded open set \(\Omega\), \(u = 0\) on \(\partial\Omega\), where \(a\) is a possibly non-linear function satisfying some coerciveness and monotonicity assumptions and \(f\) is a bounded measure. We also consider the equation
\[-\text{div}(a(\cdot, Du)) + g(\cdot, u) = f\]
in \(\Omega\), \(u = 0\) on \(\partial\Omega\) (with \(f \in L^1(\Omega)\), or \(f \in M(\Omega)\), \(g(\cdot, u) \geq 0\)) and the parabolic equivalent of the first (elliptic) equation.

1. INTRODUCTION

1. Throughout this paper \(\Omega\) is a bounded open set of \(\mathbb{R}^N\) \((N \geq 2)\). We begin with some remarks on the well-known problem
\[
Au = f \quad \text{in} \ \Omega, \\
u = 0 \quad \text{on} \ \partial\Omega,
\]
where \(A\) is a linear, uniformly elliptic operator, with bounded coefficients and \(f \in M(\Omega)\). \(M(\Omega)\) denotes the set of bounded measures on \(\Omega\) (finite Radon measures).

Problem (1) is known to have a solution in a suitable sense, but this
solution is not obtained as easily as in the case where \( f \) lies in \( H^{-1}(\Omega) \). If for example \( A \) is taken to be \(-A\), it seems "natural" to introduce

\[
E(u) = \frac{1}{2} \int_{\Omega} |Du|^2 \, dx - \langle f, u \rangle, \quad u \in H_0^1(\Omega) \cap C(\bar{\Omega}).
\]

Unfortunately, the solutions of (1) are not in general critical points of \( E \). For instance, the minimum value of \( E \) can be \(-\infty\).

A solution of (1) will be obtained by solving (1) with \( f \) in \( H^{-1}(\Omega) \) and obtaining estimates on \( u \), that will only depend on \( A, \Omega, \) and \( \|f\|_{L^1} \). A classical method (see [S] for instance) yields a solution of (1) through a duality and a \( C^{0,\alpha}\)-regularity argument. Indeed, if \( f \in W^{-1,q'} \) with \( q' > N \), then \( u \), solution of (1), lies in \( C^{0,\alpha} \) and the mapping \( f \to u \) is a linear continuous map from \( W^{-1,q'} \) in \( C^{0,\alpha} \). A duality argument then implies that the adjoint operator maps \( M(\Omega) \) into \( W^{1,q}_0(\Omega) \).

Such a method leads to estimates on \( u \) in \( W^{1,q}_0(\Omega) \), for all \( 1 \leq q < N/(N-1) \), that only depend on \( A, \Omega, \) and \( \|f\|_{L^1} \).

This method is however restricted to a linear setting, at least when \( f \) lies in \( M(\Omega) \). In the case of a non-linear operator \( A \) with \( f \) in \( M(\Omega) \), it is usually assumed that the principal part of \( A \) is linear (see, e.g., [BS, BBC, GM1, GM2, G, BP]).

2. Our first goal in the present study (Section II) is to obtain a solution of (1) with \( f \) in \( M(\Omega) \) and a non-linear operator \( A \) of the form

\[
Au = -\text{div}(g(x, Du)),
\]

with a function \( g: \Omega \times \mathbb{R}^N \to \mathbb{R}^N \) satisfying the following set of hypotheses:

\( g(x, \xi) \) is measurable in \( x \in \Omega \), for all \( \xi \in \mathbb{R}^N \) and continuous in \( \xi \in \mathbb{R}^N \), for a.e. \( x \) in \( \Omega \); \hspace{1cm} (2)

there exist three constants \( p, M, \alpha \), with \( p \in (2 - 1/N, N] \), \( M \geq 0 \), \( \alpha > 0 \), such that, for any \( \xi \) in \( \mathbb{R}^N \) with \( |\xi| > M \), \( g(x, \xi) \xi \geq \alpha |\xi|^p \), for a.e. \( x \) in \( \Omega \), \( g(x, 0) = 0 \); \hspace{1cm} (3)

there exists a function \( b \) in \( L^p(\Omega) \), \( p' = p/(p-1) \), and a constant \( K \geq 0 \) such that, for any \( \xi \) in \( \mathbb{R}^N \), \( |g(x, \xi)| \leq K(b(x) + |\xi|^{p-1}) \), for a.e. \( x \) in \( \Omega \); \hspace{1cm} (4)

there exist three constants \( s, \gamma, K \) and a function \( d \) such that \( s \geq 2 \), \( d \in L^1(\Omega) \), \( \gamma < (s-1)(N/(N-1))(p-1) \), \( K \geq 0 \), and \( (g(x, \xi) - g(x, \eta))(\xi - \eta) \geq (1/\beta(x, \xi, \eta)) |\xi - \eta|^s \) for a.e. \( x \) in \( \Omega \) and any \( \xi, \eta \) in \( \mathbb{R}^N \), \( 0 \leq \beta(x, \xi, \eta) \leq K(d^{s-1}(x) + |\xi|^\gamma + |\eta|^\gamma) \) for a.e. \( x \) in \( \Omega \) and \( \xi, \eta \) in \( \mathbb{R}^N \). \hspace{1cm} (5)
The hypotheses (2), (3), (4) are classical in the study of non-linear operators in divergence form (see [LL]). The additional assumption on $p$, i.e., $p \in (2 - 1/N, N]$, is motivated, as far as the lower bound is concerned, by Remark 1 in Section II. The upper bound $p \leq N$ is not a limitation, because if $p > N$ problem (1) is known to have a unique (variational) weak solution in $W^{1,p}_0(\Omega)$ (see, e.g., [LL]), since $M(\Omega)$ is included in $W^{-1,p}(\Omega)$.

Hypothesis (5) is more technical. It is more restrictive than strict monotonicity and less restrictive than strong monotonicity. It should be noted that an hypothesis such as (5) is almost never satisfied for “small $|\xi - \eta|$,” if $s$ is strictly less than 2.

The model example of function $a$ satisfying (2)-(5) is $a(x, \xi) = |\xi|^p - 2\xi$ ($p$ as in (3)), in which case (5) is satisfied with $s = p$, $\gamma = 0$ when $p \geq 2$, and with $s = 2$, $\gamma = 2 - p$ when $p < 2$. Furthermore $\gamma < (N/(N - 1))(p - 1)$ since $p > 2 - 1/N$. The corresponding operator is $Au = -\text{div}(|D_u|^{p-2}D_u)$.

The proof of the existence of a solution of (1) when $f$ lies in $M(\Omega)$ is divided in three steps. First (1) is shown to have a unique weak solution $u$ in $W^{1,p}_0(\Omega)$ for $f$ in $W^{-1,p}(\Omega)$ (cf. [LL]). Then estimates on $u$ in $W^{1,q}(\Omega)$, for all $1 \leq q < (N/(N - 1))(p - 1)$, that only depend on $\Omega$, $a$, and $\|f\|_{L^1}$ are obtained. In the last step, an arbitrary $f$ of $M(\Omega)$ is considered and approximated by a sequence $(f_n)$ in $W^{-1,p}(\Omega)$ which converges to $f$.

The limiting process hinges of the proof of the almost pointwise convergence of the sequence $(Du_n)$, where $u_n$ is the weak solution of (1) with $f = f_n$.

The second part of this paper (Section III) is devoted to a generalization of a few results of [BS, GM2, G] to the case of non-linear operators with non-linearity on the principal part of the operator with the help of the method introduced in Section II. Roughly speaking, we investigate equations of the kind

$$Au + g(x, u) = f \quad \text{in } \Omega$$
$$u = 0 \quad \text{on } \partial \Omega,$$

where $A$ is as in Section II, $g(\cdot, u) \geq 0$, and $f$ in $L^1(\Omega)$. It should be emphasized that, even when $A$ is taken to be $-A$, the existence of $u$ cannot be expected for $f$ in $M(\Omega)$ whenever $g$ increases too rapidly at infinity. The reader is referred to [GM1, BP] for a characterization of the “admissible” measures $f$ when $g$ is an increasing function of $u$ and $A$ is $-A$.

The third part of this paper (Section IV) examines the parabolic analogous of the equations studied in Section II.
II. EXISTENCE OF SOLUTIONS FOR A NON-LINEAR ELLIPTIC OPERATOR IN DIVERGENCE FORM AND A RIGHT HAND SIDE \( f \) IN \( M(\Omega) \)

3. Let us consider, for an arbitrary \( f \) in \( M(\Omega) \), the equation

\[
Au = f \quad \text{in } \Omega \\
u = 0 \quad \text{on } \partial \Omega,
\]

where \( Au = -\text{div}(g(\cdot, Du)) \), and \( g \) satisfies (2)–(5).

A function \( u \) will be called a weak solution of (7) if it satisfies

\[
u \in W^{1,1}_0(\Omega), \quad g(\cdot, Du) \in L^1_{\text{loc}}(\Omega) \quad \text{and} \quad \int_{\Omega} g(x, Du) \, Dv = \langle f, v \rangle, \quad \text{for any } v \in C_0^\infty(\Omega).
\]

Our first result is the following.

**Theorem 1.** Let \( g \) satisfy (2)–(5) and \( f \) be an element of \( M(\Omega) \). Then there exists a weak solution \( u \) of (7) with the regularity \( u \in W^{1,q}_0(\Omega) \) for all \( 1 \leq q < \left( \frac{N}{N-1} \right) (p-1) \).

**Remark 1.** As already mentioned in the Introduction, Theorem 1 is also true when \( p > N \) in (3), in which case hypothesis (5) is not necessary. The existence of \( u \) is then an easy consequence of the results of Leray–Lions [LL], since \( M(\Omega) \) is included in \( W^{-1,p}(\Omega) \). The limitation \( p > 2 - 1/N \) stems from the requirement that \( u \) lie in \( W^{1,1}_0(\Omega) \). Then the distribution \( Du \) is a function and the quantity \( g(\cdot, Du) \) is meaningful.

If \( f \) lies in \( W^{-1,p}(\Omega) \), (7) is known to have a unique weak solution \( u \) (see [LL]), such that

\[
u \in W^{1,p}_0(\Omega) \\
\int_{\Omega} g(x, Du) \, Dv = \langle f, v \rangle, \quad \text{for any } v \in W^{1,p}_0(\Omega).
\]

The first step in the proof of Theorem 1 consists in deriving a \( W^{1,q}_0(\Omega) \) estimate on \( u \) for \( 1 \leq q < \left( \frac{N}{N-1} \right) (p-1) \) which only depends on \( q, g, \Omega, \|f\|_{L^1} \), whenever \( f \) lies in \( W^{-1,p}(\Omega) \cap L^1(\Omega) \) and \( u \) is the solution of (9). This is the object of Subsection 4. In Subsection 5 we take \( f \) in \( M(\Omega) \) a sequence \( (f_n) \) in \( W^{-1,p}(\Omega) \cap L^1(\Omega) \) which converges to \( f \) and we pass to the limit in the equation \( Au_n = f_n \).
4. In this subsection we prove the following estimate on $u$
($a$ satisfies hypotheses (2)--(5)):

for any $1 \leq q < (N/(N-1))(p-1)$, for any $B > 0$, there
exists $C > 0$, depending on $q$, $a$, $\Omega$, and $B$ such that if $f$ lies
in $W^{-1,p'}(\Omega) \cap L^1(\Omega)$ and $u$ is the solution of (9), then
$\|u\|_{W_0^{1,q}} \leq C$ whenever $\|f\|_{L^1} \leq B$. \hfill (10)

Remark 2. $p$ is given in (3) and the assumption $p > 2 - 1/N$ implies
that $1 < (N/(N-1))(p-1)$.

In order to prove (10), let $f$ be an element of $W^{-1,p'}(\Omega) \cap L^1(\Omega)$ and let
$u$ be the corresponding solution of (9), and assume that $\|f\|_{L^1} \leq B$. From
now onward we denote by $c_1, c_2, \ldots$ various constants which only depend
on $q$, $a$, $\Omega$, and $B$.

Let $n$ be a fixed integer and define $\psi$ as

\[
\psi(s) = \begin{cases} 
  n & \text{if } s > n \\
  s & \text{if } -n \leq s \leq n \\
  -n & \text{if } s < -n.
\end{cases}
\]

The choice of $\psi(u)$ as test function in (9) yields

\[
\int_{\Omega} \psi'(u) a(x, Du) Du = \int_{\Omega} f \psi(u). \quad (11)
\]

By virtue of (3), (11) yields

\[
\int_{D_n} |Du|^p \leq \frac{n}{a} \|f\|_1 = nc_1 \quad (12)
\]

with

\[
D_n = \{ x \in \Omega, |u(x)| \leq n, |Du(x)| \geq M \}. \quad (13)
\]

Now we define $\psi$ as

\[
\psi(s) = \begin{cases} 
  1 & \text{if } s > n + 1 \\
  s - n & \text{if } n \leq s \leq n + 1 \\
  0 & \text{if } -n \leq s \leq n \\
  s + n & \text{if } -n - 1 \leq s \leq -n \\
  -1 & \text{if } s < -n - 1.
\end{cases}
\]
Then, if \( c_1 = (1/\alpha) \|f\|_1 \),
\[
\int_{B_n} |Du|^\alpha \, dx \leq c_1 \tag{14}
\]
with
\[
B_n = \{ x \in \Omega, n \leq |u(x)| \leq n + 1, |Du(x)| \geq M \}. \tag{15}
\]
The estimate (12) can be proved with the help of (14), (15) since
\[
D_n = B_0 \cup B_1 \cup \cdots \cup B_{n-1}.
\]
For any \( q < p \), Hölder's inequality implies that
\[
\int_{B_n} |Du|^q \leq \left( \int_{B_n} |Du|^p \right)^{q/p} (\text{meas}(B_n))^{(p-q)/p}.
\]
But, if \( 1/q^* = 1/q - 1/N \) \((q < p \leq N)\), \( \text{meas}(B_n) \leq (1/n^q) \int_{B_n} |u|^{q^*} \). Setting \( c_2 = c_1^{q/p} \), we obtain
\[
\int_{B_n} |Du|^q \leq c_2 \left( \int_{B_n} |u|^{q^*} \right)^{(p-q)/p} \frac{1}{n^{q^*((p-q)/p)}}. \tag{16}
\]
Applying Hölder's inequality with the exponents \( p/(p-q) \) and \( p/q \) we find that, for all positive integers \( n_0 \),
\[
\sum_{n=n_0}^{\infty} \int_{B_n} |Du|^q \leq c_2 \left( \sum_{n=n_0}^{\infty} \int_{B_n} |u|^{q^*} \right)^{(p-q)/p} \left( \frac{1}{\sum_{n=n_0}^{\infty} n^{q^*((p-q)/q)}} \right)^{q/p}.
\]
The above estimate, together with estimate (12), yields
\[
\int_{\Omega} |Du|^q \leq c_3 + n_0^{q/p} c_4 + c_2 \|u\|_{L^{q^*} \Omega}^{q^*(p-q)/p} \left( \sum_{n=n_0}^{\infty} \frac{1}{n^{q^*((p-q)/q)}} \right)^{q/p}, \tag{17}
\]
where \( c_3 = M^q \text{meas}(\Omega) \), \( c_4 = c_1^{q/p} (\text{meas}(\Omega))^{(p-q)/p} \).
Sobolev imbedding Theorem implies that
\[
\|u\|_{L^{q^*} \Omega} \leq c_5 \left( n_0^{q/p} + \|u\|_{L^{q^*} \Omega}^{q^*(p-q)/p} \left( \sum_{n=n_0}^{\infty} \frac{1}{n^{q^*((p-q)/q)}} \right)^{q/p} \right). \tag{18}
\]
Recall that \( 2 - 1/N < p \leq N \). Two cases have to be distinguished. If \( p \) is equal to \( N \), then \( q^*(p-q)/p = (qN/(N-q))/((N-q)/N) = q \) and \( q^*((p-q)/q) = (qN/(N-q))/((N-q)/q) = N \geq 2 \).
A proper choice of \( n_0 \) in (18) gives the estimate
\[
\|u\|_{L^{q^*} \Omega} \leq c_6.
\]
Then, by virtue of (17),

$$\|Du\|_{L^q} \leq c_7,$$

which proves (10). Note that $q < p = (N/(N-1))(p-1)$, since $p = N$. If $p$ is strictly less than $N$, then $q^*=((p-q)/q) = (qN/(N-1))/(p-q)/p < q$ and $q^*=(p-q)/q) = N(p-q)/(N-q) > 1$, provided $q < (N/(N-1))(p-1)$.

We conclude with the help of (18), written for $n_0 = 1$, that

$$\|u\|_{L^q} \leq c_8$$

and thus that

$$\|Du\|_{L^q} \leq c_9,$$

which also proves (10). Note that in the latter case $(N/(N-1))(p-1) < p$.

The above arguments prove the following

**Lemma 1.** Let $2 - 1/N < p \leq N$ ($N \geq 2$), $M$ and $c_1$ positive constants and $\Omega$ be a bounded open set of $\mathbb{R}^N$.

If $1 \leq q < (p-1)(N/(N-1))$, there exists a constant $C$ depending only on $p, M, c_1, \Omega, q$ such that, whenever $u \in W^{1,q}_0(\Omega)$ satisfies (14) for all $n \in \mathbb{N}$, then

$$\|u\|_{W^{1,q}_0} \leq C.$$

**Remark 3.** In the case where $p = N$, $q$ is restricted to be strictly less than $(N/(N-1))(p-1)$, so as to be in position to apply Sobolev imbedding theorem ($q < N$). In the other case the limitation on $q$ guarantees the convergence of the series in the right hand side of (18).

**Remark 4.** The proof of estimate (10) only uses the coerciveness of $a$ (hypothesis (3)) and hypothesis (4), which makes (9) meaningful. Then it is easy to see that these estimates are still true for a general "Leray–Lions operator" (see [LL]). In particular the function $a$ can depend on $u$.

**Remark 5.** We thank Idelfonso Diaz who informed us, after completion of this work, that R. Gariepy and M. Pierre have obtained the same estimate in the case $A = -\Delta$, with a different method.

5. In this subsection we prove Theorem 1. Let $f \in M(\Omega)$ and $g$ let satisfy (2)-(5).

A sequence $(f_n) \subset W^{-1,q}_0(\Omega) \cap L^1(\Omega)$ that converges to $f$ in the distribution sense is considered. It is further assumed that $\|f_n\|_{L^1} \leq B = \|f\|_{M(\Omega)}$.

Let $u_n$ be the solution of (9) with $f = f_n$. Then for every $n$ integer, $a(\cdot, Du_n) \in L^1(\Omega)$,

$$-\text{div}(a(\cdot, Du_n)) = f_n \quad \text{in the distribution sense.}$$

(19)
By virtue of the estimate (10), \( \|u_n\|_{W^{1,q}_0(\Omega)} \leq C \) where \( C \) only depends on \( q, a, \Omega, \) and \( B \) and \( 1 \leq q < (N/(N-1))(p-1). \)

Then there exist \( u \) in \( W^{1,q}_0(\Omega) \) and some subsequence (still denoted \( (u_n) \)) such that

\[
\begin{align*}
    u_n & \rightharpoonup u \quad \text{in } W^{1,q}_0(\Omega) \quad \text{weak} \\
    u_n & \to u \quad \text{in } L^q(\Omega) \\
    u_n & \to u \quad \text{a.e.}
\end{align*}
\]

(20)

The above convergence does not however permit to pass to the limit in (19) except when \( a \) is linear in its second argument. A pointwise convergence of \( Du_n \) is needed.

Assumption (5) plays a central role in proving such a convergence. Specifically the following result holds true.

Let \( \psi \in C(R, R) \) be such that, for \( \varepsilon > 0 \) fixed, \( \psi(s) = \varepsilon \) if \( s > \varepsilon, \psi(s) = s \) if \( -\varepsilon \leq s \leq \varepsilon, \psi(s) = -\varepsilon \) if \( s < -\varepsilon. \) Using (9) with \( f = f_n \) and \( f_m, u = u_n \) and \( u_m, \) and \( v = \psi(u_n - u_m) \) we obtain

\[
\int_{\Omega} \psi'(u_n - u_m)(a(x, Du_n) - a(x, Du_m))(Du_n - Du_m)
\]

\[=
\int_{\Omega} (f_n - f_m) \psi(u_n - u_m). \]

(22)

Since \( \|f_n\|_{L^1(\Omega)} \leq B, \) (5) and (22) imply the estimate

\[
\int_{D_{n,m,\varepsilon}} \frac{1}{\beta(x, Du_n, Du_m)} |Du_n - Du_m|^\varepsilon \leq 2\varepsilon B
\]

\[D_{n,m,\varepsilon} = \{x \in \Omega, |u_n(x) - u_m(x)| \leq \varepsilon \}. \]

(23)

Estimate (23) and Hölder's inequality give

\[
\int_{D_{n,m,\varepsilon}} |Du_n - Du_m| \leq \varepsilon^{1/\varepsilon} c_1 \left( \int_{D_{n,m,\varepsilon}} (\beta(x, Du_n, Du_m))^{s'/s} \right)^{1/s'},
\]

where \( c_1 = (2B)^{1/s}. \)
The above inequality, assumption (5), and the $W^{1,q}_0$-estimate on $u_n$ yield

$$\int_{D_{n,m,e}} |Du_n - Du_m| \leq c_2 \varepsilon^{1/s}. \quad (24)$$

Estimate (24) is used to prove that $(Du_n)$ is a Cauchy sequence in $L^1(\Omega)$. We have

$$\int_\Omega |D(u_n - u_m)| = \int_{D_{n,m,e}} |D(u_n - u_m)| + \int_{\Omega \setminus D_{n,m,e}} |D(u_n - u_m)|,$$

so that, by (24),

$$\int_\Omega |D(u_n - u_m)| \leq c_2 \varepsilon^{1/s} + c_3 \text{meas}\{x \in \Omega: |u_n(x) - u_m(x)| > \varepsilon\}^{1 - 1/p} \quad (25)$$

for some $q$ in $(1, (N/(N-1))(p-1))$.

Since $u_n$ is a Cauchy sequence in measure (in fact $u_n$ is even a Cauchy sequence in $L^1(\Omega)$), (25) implies that for some $n_0(\varepsilon)$ depending on $\varepsilon$

$$\int_\Omega |D(u_n - u_m)| \leq c_2 \varepsilon^{1/s} + \varepsilon, \quad \text{for } n, m \geq n_0(\varepsilon),$$

which proves that $(Du_n)$ is a Cauchy sequence in $L^1(\Omega)$ and thus that

$$Du_n \rightarrow Du \quad \text{in } L^1(\Omega).$$

By virtue of (20), we also obtain the convergence statement

$$Du_n \rightarrow Du \quad \text{in } L^q(\Omega), \text{ for every } q \in \left[1, \frac{N}{N-1} (p-1)\right). \quad (26)$$

Assertion (21) is proved. Assumption (4) together with Vitali's theorem imply that

$$g(\cdot, Du_n) \rightarrow g(\cdot, Du) \quad \text{in } L^r(\Omega) \text{ for every } r \in \left[1, \frac{N}{N-1}\right]. \quad (27)$$

It is now possible to pass to the limit in (19). We conclude that

$$-\text{div}(g(\cdot, Du)) = f \quad \text{in the distribution sense.}$$

Thus, $u$ is a weak solution of (7) (that is, it satisfies (8)). Theorem 1 is proved.
Remark 6. The conclusion is stronger than (8). Indeed, since \( u \) belongs to \( W_0^{1,q}(\Omega) \) for all \( q \) in \([1, (N/(N-1))(p-1))\), \( g(\cdot, Du) \) belongs to \( L'(\Omega) \), for all \( r \) in \([1, N/(N-1))\) and

\[
\int_{\Omega} g(x, Du) \, Du = \langle f, v \rangle_{M(\Omega), C(\Omega)}, \quad \text{for every } v \in \bigcup_{r' > N} W_0^{1,r}(\Omega).
\]

Remark 7. The method used in this section does not allow us to prove Theorem 1 in the case of a general "Leray–Lions" operator, for example, when \( g \) has a non-linear dependence on \( Du \), together with a dependence on \( u \).

Remark 8. Under the assumptions of Theorem 1, the uniqueness of the solution of (7) in the sense of (8) is false. Indeed there exists, in the linear case \((p=2)\), an example of non-uniqueness due to J. Serrin (see [SE]). This example gives non-uniqueness in the space \( W_0^{1,q}(\Omega) \) for \( q = N/(N-1+\varepsilon) \) and an arbitrary \( \varepsilon > 0 \).

Remark 9. After completion of this work, we learned that S. Kichenassamy has obtained a result of existence and uniqueness of solution for (7) in the particular case \( A = -A_p, \Omega = \mathbb{R}^N \), and \( f = \sum_{i=1}^m \gamma_i \delta(\cdot - a_i) \), with \( 1 < p < \infty, a_i \in \mathbb{R}^N, m \geq 1, \gamma_i \in \mathbb{R}, \sum_{i=1}^m \gamma_i = 0 \) (see [K]).

6. Our goal in this subsection is to obtain the appropriate functional space for a weak solution of (7) when \( f \) is in \( L'(\Omega) \) with \( m > 1 \).

Let \( g \) satisfy (2)–(5), and \( p \) be given by (3). We set \( \tilde{m} = Np/(Np - N + p) \).

If \( p = N \), then \( m = 1 \), and if \( f \) is in \( L'(\Omega) \), then \( m > \tilde{m} = 1 \) and (7) is known to have a weak solution in \( W_0^{1,p}(\Omega) \) (which is the solution of (9), given by [LL]), since \( f \in W^{-1,p}(\Omega) \).

Let us now assume that \( p < N \). Then \( \tilde{m} > 1 \) and if \( f \) is in \( L'(\Omega) \), \( m \geq \tilde{m} \), (7) is known to have a weak solution in \( W_0^{1,p}(\Omega) \) (since \( f \in W^{-1,p}(\Omega) \)). The only case of interest is when \( f \) is in \( L'(\Omega) \), \( 1 < m < \tilde{m} \), and we prove the following

**Proposition 1.** Let \( g \) satisfy (2)–(5) and \( p < N \) (\( p \) given by (3)). Let \( 1 < m < \tilde{m} = Np/(Np - N + p) \) and \( f \) be in \( L'(\Omega) \). Then (7) has a weak solution \( u \) in \( W_0^{1,q}(\Omega) \) for all \( 1 \leq q < (p-1)m^* \) (recall that \( m^* = mN/(N-m) \)).

**Remark 10.** Note that, when \( m = 1 \), \( (p-1)m^* = (N/(N-1))(p-1) \) and, when \( m = \tilde{m} \), \( (p-1)m^* = p \). In both cases we obtain the optimal \( q \).

**Proof of Proposition 1.** Proposition 1 will be proved if an estimate in \( W_0^{1,q}(\Omega) \), \( q < (p-1)m^* \), for the solution \( u \) of (9) is obtained when
f ∈ W^{−1,p'}(Ω) and f is an arbitrary element of a bounded set of L^m(Ω). It suffices to prove that

for every q in \([1, (p−1)m^*)\), for every B > 0, there exists C > 0 (depending only on m, q, a, Ω, and B) such that if f lies in W^{−1,p'}(Ω) ∩ L^m(Ω) and u is a solution of (9) then ∥u∥_{W^{−1,q}} ≤ C, whenever ∥f∥_{L^m} ≤ B. \tag{28}

We prove (28) by a method very similar to that of Subsection 4.

Let f be an element of W^{−1,p'}(Ω) ∩ L^m(Ω), and u be the solution of (9), and assume that ∥f∥_{L^m} ≤ B. We denote various constants (depending only on m, q, a, Ω, and B) by c_1, c_2, \ldots.

We now follow step by step the proof of the estimate of u in Subsection 4.

Setting, for an integer n

\[ B_n = \{ x ∈ Ω, n ≤ |u(x)| ≤ n + 1, |Du(x)| ≥ M \} \]
\[ E_n = \{ x ∈ Ω, n < |u(x)| \} \]

and taking the same ψ as in the proof of (14) in Subsection 4, we obtain

\[ \alpha \int_{B_n} |Du|^p ≤ \int_{E_n} f\psi(u). \]

Then

\[ \int_{B_n} |Du|^p ≤ \frac{∥f∥_{L^m}}{α} (\text{meas}(E_n))^{1/m'}, \quad (\text{with } m' = \frac{m}{m−1}). \tag{29} \]

Let q be strictly less than p. Hölder’s inequality yields

\[ \int_{B_n} |Du|^q ≤ \left( \int_{B_n} |Du|^p \right)^{q/p} (\text{meas}(B_n))^{(p−q)/p}. \]

Since

\[ \text{meas}(B_n) ≤ \frac{1}{n^{m'}} \int_{B_n} |u|^{q^*} \]

and

\[ \text{meas}(E_n) ≤ \frac{1}{n^{m'}} \int_{Ω} |u|^{q^*}, \]
we deduce with the help of (29) that
\[
\int_{B_n} |Du|^q \leq c_1 \|u\|_{L^{q^*(q/\lambda)}}^{q^*(q/\lambda)} \left( \int_{B_n} |u|^q \right)^{(p-q)/p} \frac{1}{n^{(q^*/q)(p-q)/m}}.
\]
Repeated use of Hölder's inequality implies that
\[
\sum_{n=1}^{\infty} \int_{B_n} |Du|^q \leq c_1 \|u\|_{L^{q^*(q/\lambda)}}^{q^*(q/\lambda)} \left( \sum_{n=1}^{\infty} \int_{B_n} |u|^q \right)^{(p-q)/p} \left( \sum_{n=1}^{\infty} n^{q^*/q(p-q)/m} \right)^{q/p}.
\]
Then, recalling (12), we obtain
\[
\int_{\Omega} |Du|^q \leq c_2 + c_1 \|u\|_{L^{q^*(q/\lambda)}}^{q^*(q/\lambda)} \left( \sum_{n=1}^{\infty} n^{q^*/q(p-q)/m} \right)^{q/p}. \tag{30}
\]
Using Sobolev Imbedding Theorem, as in Subsection 4, we derive an estimate on u in $L^{q^*}(\Omega)$ and, by (30), in $W^{1,q}(\Omega)$, provided
\[
q^* \left( \frac{q}{q} + \frac{p-q}{p} \right) < q, \tag{31}
\]
The second part of (31) is true if q is strictly less than $(p-1)m^*$. Note that $1 < (p-1)m^* < p$, since $1 < m < \tilde{m}$.

The first part of (31) is true since $1 < p < N$ and $m < \tilde{m} = Np/(Np - N + p)$.

We have thus proved (28), and therefore Proposition 1.

Remark 11. Estimates on Du are also obtained in [Ta] by rearrangement techniques.

III. LOWER ORDER PERTURBATIONS

7. Our goal in this section is to show how the method described in Section II enables us to generalize certain results for semilinear elliptic equations (see [BS, GM2, G]) to the case of operators with a non-linear principal part as in Section II.

Consider for instance the equation
\[
Au + g(\cdot, u) = f \quad \text{in } \Omega
\]
\[
u = 0 \quad \text{on } \partial\Omega,
\]
where \( Au = -\text{div}(g(\cdot, Du)) \), \( g \) satisfies (2)–(5), \( f \) lies in \( M(\Omega) \), and \( g \) satisfies:

\[
g(x, s) \text{ measurable in } x \in \Omega, \text{ for all } s \in \mathbb{R} \text{ and continuous in } s \in \mathbb{R}, \text{ a.e. in } x \in \Omega; \\
g(x, s) s \geq 0 \quad \forall s \in \mathbb{R}, \text{ a.e. in } x \in \Omega; \\
\sup \{|g(x, s)|, |s| \leq t\} \in L^1_{\text{loc}}(\Omega), \forall t \in \mathbb{R}^+. \quad (35)
\]

We say that \( u \) is a weak solution of (32) if

\[
u \in W^{1,1}_0(\Omega), \quad g(\cdot, Du) \in L^1_{\text{loc}}(\Omega), \quad g(\cdot, u) \in L^1_{\text{loc}}(\Omega),
\]

\[
\int_\Omega g(x, Du) D\psi + \int_\Omega g(x, u) \psi = \langle f, \psi \rangle, \quad \forall \psi \in C_0^\infty(\Omega). \quad (36)
\]

The following theorem holds.

**Theorem 2.** Let \( g \) satisfy (2)–(5), \( g \) satisfy (33)–(35), and \( f \) be an element of \( L^1(\Omega) \).

Then there exists a weak solution \( u \) of (32).

It is known that it is not possible to replace \( f \in L^1(\Omega) \) by \( f \in M(\Omega) \) in Theorem 2, even when \( A = -A \). For instance, if \( N = 3, 0 \in \Omega, f - \delta, A = -A, g(\cdot, u) = u^3 \), (32) has no weak solution (see [B], or more generally [BV, BP], for the problem of “removable singularities”). It would be interesting to characterize the measures \( f \) for which (32) has a weak solution (as it is done in [GM1] for \( A = -A \), see also [BP]). An easy result is that we can assume \( f \in M(\Omega) \) in Theorem 2 if \( g \) does not grow too rapidly at infinity with respect to its second argument. For instance, we can suppose \( f \in M(\Omega) \) if we replace the very weak hypothesis (35) by the following stronger hypothesis:

\[
\text{there exist } b_1, b_2, \delta \text{ with } b_1 \in L^1_{\text{loc}}(\Omega), \quad b_2 \in L^\infty_{\text{loc}}(\Omega), \quad \delta < N(p - 1)/(N - p), \text{ such that } |g(x, s)| \leq b_1(x) + b_2(x) |s|^\delta, \text{ a.e. in } x, \text{ for every real number } s. \quad (37)
\]

In fact we will prove the following theorem.

**Theorem 3.** Let \( g \) satisfy (2)–(5), \( g \) satisfy (33), (34), and (37), and \( f \) lies in \( M(\Omega) \). Then there exists a weak solution \( u \) of (32) (that is, a \( u \) that satisfies (36)).

**Remark 12.** If for example, \( p = 2, A = -A, g(u) = |u|^{\delta - 1}u \), then the bound \( \delta < N/(N - 2) \) is optimal for \( N \geq 3 \). If \( \delta \geq N/(N - 2) \), there exists
some $f$ in $M(\Omega)$ for which (32) has no weak solution. It suffices to take for $f$ a Dirac mass at $y$ for any $y \in \Omega$.

Remark 13. It is also possible to have some dependence of $g$ on $Du$ in Theorems 2 and 3. In the case of Theorem 2, this dependence is possible if $g(x, s, \xi)$ grows at infinity in $\xi$ less than $|\xi|^{p-\epsilon}$ for some $\epsilon > 0$. The argument is developed in [G] for $p = 2$ in the case of a linear operator $A$.

The proof of Theorems 2 and 3 are performed by solving an approximate problem (Subsection 8). Estimates on the solutions of the approximate problem are obtained (Subsection 9) and the limit process is the object of Subsection 10. The proof of these Theorems is very similar to that of [GM2, G].

8. In this subsection the function $g$ satisfies (2)–(5) and $g$ satisfies (33), (34). We define, for $n \in \mathbb{N}$, the function $g_n$ by truncation of $g$, that is,

$$
\begin{align*}
g_n(x, s) &= g(x, s) & \text{if } |g(x, s)| \leq n, x \in \Omega, s \in R \\
g_n(x, s) &= n & \text{if } g(x, s) > n, x \in \Omega, s \in R \\
g_n(x, s) &= -n & \text{if } g(x, s) < -n, x \in \Omega, s \in R.
\end{align*}
$$

Note that (33), (34) are satisfied with $g_n$ in place of $g$.

Let $f_n$ be an element of $W^{-1, p'}(\Omega)$, with $p' = p/(p-1)$ and $p$ given in (3).

It is known [LL] that there exists a weak solution $u_n$ of (32) with $g = g_n$ and $f = f_n$ which satisfies

$$
\int_{\Omega} a(x, Du_n) \, Dv + \int_{\Omega} g_n(x, u_n) v = \langle f_n, v \rangle, \quad \forall v \in W^{1, p}(\Omega). \quad (39)
$$

9. This subsection is devoted to the derivation of estimates on the solution $u_n$ of (39), when $(f_n)$ is bounded in $L^1(\Omega)$. More precisely we assume that the hypotheses of Subsection 8 are satisfied and we assume that there exists a positive constant $B$, with $\|f_n\|_{L^1} \leq B$, $\forall n \in \mathbb{N}$. (40)

We are going to establish the following two assertions.

$$
\int_{\{|u_n| > t\}} |g(x, u_n)| \leq \int_{\{|u_n| > t\}} |f_n|, \text{ for every integer } n \text{ and every } t \in R^+, \text{ where } \{|u_n| > t\} = \{x \in \Omega: |u_n(x)| > t\}. \quad (41)
$$

The sequence $(u_n)$ is relatively compact in $W^{1, q}_0(\Omega)$ for all $q \in [1, (N/(N-1))(p-1))$, where $p$ is given in (3). (42)
Proof of (41). Let \((\psi_i)\) be a sequence of real smooth increasing functions. The choice of \(\psi_i(u_n)\) as a test function in (39) yields
\[
\int_\Omega g_n(x, u_n) \psi_i(u_n) \leq \int_\Omega f_n \psi_i(u_n). \tag{43}
\]
If \(\psi_i(s)\) converges to the function \(\psi(s)\) defined by
\[
\psi(s) = \begin{cases} 
1 & \text{if } s > t \\
0 & \text{if } -t \leq s \leq t \\
-1 & \text{if } s < -t,
\end{cases}
\]
we obtain estimate (41).

Proof of (42). Letting \(\tau = 0\) in (41) yields
\[
\|g_n(\cdot, u_n)\|_{L^1} \leq \|f_n\|_{L^1}.
\]
Recalling (40) and setting \(h_n = f_n - g_n(\cdot, u_n)\), we deduce that
\[
\|h_n\|_{L^1} \leq 2B, h_n \in W^{-1,p}(\Omega) \cap L^1(\Omega). \tag{44}
\]
Note that \(u_n\) is the solution of (9) with \(f = h_n\).

From (44) and Subsection 4 of Section II (see (10)), we then deduce that \((u_n)\) is bounded in \(W^{1,q}(\Omega)\) for \(1 \leq q < (N/(N-1))(p-1)\) and (21) in Subsection 5 of Section II implies (42).

10. This subsection is devoted to the proof of Theorems 2 and 3. Let \(u\) satisfy (2)–(5), \(g\) satisfy (33), (34), and \((f_n)\) be a sequence of \(W^{-1,p}(\Omega) \cap L^1(\Omega)\) such that there exists a positive constant \(B\), with
\[
\|f_n\|_{L^1} \leq B.
\]

Let \(g_n\) be defined by (38).

There exists \(u_n \in W^{-1,p}(\Omega)\) such that (cf. Subsection 8)
\[
\int_\Omega g(x, Du_n) \, Dv + \int_\Omega g_n(x, u_n) \, v = \int_\Omega f_n \, v, \quad \forall v \in C_0^\infty(\Omega). \tag{45}
\]

With the help of the results of Subsection 9, the sequence \((u_n)\) is relatively compact in \(W^{1,q}_0(\Omega)\) for \(1 \leq q < (N/(N-1))(p-1)\). Then we can assume (after extraction of a subsequence, still denoted by \((u_n)\))
\[
\begin{align*}
u_n &\to u \quad \text{in } W^{1,q}_0(\Omega), \quad 1 \leq q < \frac{N}{N-1}(p-1), \\
u_n &\to u \quad \text{a.e.}
\end{align*}
\tag{46}
\]
\[
\begin{align*}
g(\cdot, Du_n) &\to g(\cdot, Du) \quad \text{in } L^r(\Omega), \quad 1 \leq r < \frac{N}{N-1}.
\end{align*}
\]
The last assertion in (46) is a direct consequence of hypothesis (4) as in Subsection 5 of Section II.

**Proof of Theorem 3.** We can take \( B = \| f \|_{M(\Omega)} \) and we assume that \( f_n \) converges to \( f \) in the distribution sense. The continuous imbedding of \( W_{0}^{1, q}(\Omega) \) in \( L^{q^*}(\Omega) \) for \( 1 \leq q < N \) implies that

\[
    u_n \to u \quad \text{in } L'(\Omega), \quad 1 \leq r < \frac{N(p-1)}{N-p}.
\]  

(47)

Note that \( q^* < \frac{N(p-1)}{(N-p)} \) because \( q < \frac{N(p-1)}{(N-1)} \).

Then assumption (37) coupled with (47) yields

\[
    g(\cdot, u_n) \to g(\cdot, u) \quad \text{in } L_{\text{loc}}^1(\Omega).
\]

(48)

By (46), (48), and the fact that \( f_n \) converges to \( f \) in the distribution sense, we can pass to the limit in (45) and we obtain (36). This completes the proof of Theorem 3. In fact by Fatou's lemma and estimate (41) (with \( t = 0 \)) we also have \( g(\cdot, u) \in L^1(\Omega) \) (and \( \| g(\cdot, u) \|_{L^1} \leq B = \| f \|_{M(\Omega)} \)). We can thus say that

\[
    u \in W_{0}^{1, q}(\Omega), \quad \text{for all } 1 \leq q < \frac{N}{N-1} (p-1),
\]

\[
    g(\cdot, Du) \in L'(\Omega), \quad \text{for all } 1 \leq r < \frac{N}{N-1},
\]

\[
    g(\cdot, u) \in L^1(\Omega)
\]

\[
    \int_{\Omega} g(x, Du) \, Dv + \int_{\Omega} g(x, u) v = \langle f, v \rangle,
\]

for any \( v \in \bigcup_{r > N} W_{0}^{1, r}(\Omega) \).  

(49)

**Proof of Theorem 2.** In the case of Theorem 2 it is not so easy to pass to the limit in the second term of the left hand side of (45) (\( g \) does not satisfy (37) but only (35)). We proceed as in [GM2]. We can take \( B = \| f \|_{L^1} \) and assume that \( f_n \) converges to \( f \) in \( L^1(\Omega) \).

By (46) we have

\[
    g_n(\cdot, u_n) \to g(\cdot, u) \quad \text{a.e.}
\]

(50)

In order to prove that \( g_n(\cdot, u_n) \) converges to \( g(\cdot, u) \) in \( L_{\text{loc}}^1(\Omega) \), it suffices to prove that

\[
    g_n(\cdot, u_n) \text{ is equiintegrable on } K \text{ for all } K \subset \Omega, K \text{ compact.}
\]

(51)

We omit the proof of (51), which is the same as the corresponding result in [GM2]. We remark that the sequence \( (f_n) \) is equiintegrable on \( \Omega \), and
meas\{\{|u_n| > t\}\} converges to zero, \emph{uniformly} with respect to \(n\), when \(t\) goes to \(+\infty\). Then we use the estimate (41) and the hypothesis (35).

By (50) and (51), we deduce that

\[
 g_n(\cdot, u_n) \to g(\cdot, u) \quad \text{in } L^1_{\text{loc}}(\Omega).
\]  

As in the proof of Theorem 3 we then conclude (from (45), (46), (52), and \(f_n \to f\) in \(L^1(\Omega)\)) that \(u\) satisfies (36). This proves Theorem 2. In fact, we have \(g(\cdot, u) \in L^1(\Omega)\) and \(\|g(\cdot, u)\|_{L^1} \leq B = \|f\|_{L^1}\), by Fatou's lemma, (50), and (41) with \(t = 0\). Thus \(u\) satisfies (49), that is,

\[
 u \in W^{1, q}_0(\Omega), \quad \text{for all } 1 \leq q < \frac{N}{N-1} (p-1),
\]

\[
 g(\cdot, Du) \in L^r(\Omega), \quad \text{for all } 1 \leq r < \frac{N}{N-1},
\]

\[
 g(\cdot, u) \in L^1(\Omega)
\]

\[
 \int_{\Omega} g(\cdot, Du) \, Dv + \int_{\Omega} g(x, u) v = \int_{\Omega} f v,
\]

for any \(v\) in \(\bigcup_{r' > N} W^{1, r'}_0(\Omega)\).  

\[\] 

IV. PARABOLIC CASE

In this section we show how the method of Section II allows us to extend the previous existence results to the parabolic case.

Let \(Q = \Omega \times (0, T)\), \(T\) a real positive number and \(P\) the differential operator

\[
P(v) = \frac{\partial v}{\partial t} - \text{div}(g(x, t, Du)),
\]

where \(g: \Omega \times (0, T) \times \mathbb{R}^N \to \mathbb{R}^N\) satisfies the following hypotheses:

\[
g \text{ is measurable in } (x, t), \text{ for all } \xi \in \mathbb{R}^N \text{ and continuous in } \xi \in \mathbb{R}^N \text{ for a.e. } (x, t) \text{ in } Q;
\]

\[
\text{there exists three constants } p, M, \alpha, \text{ with } p \in (2 - 1/(N + 1), \infty), M \geq 0, \alpha > 0, \text{ such that for any } \xi \in \mathbb{R}^N \text{ with } |\xi| > M \]

\[
g(x, t, \xi) \xi \geq \alpha |\xi|^p \text{ for a.e. } (x, t) \text{ in } Q,
\]

\[
g(x, t, 0) = 0;
\]
there existst a function \( b \) in \( L^p(Q) \) and a constant \( K \geq 0 \) such that, for any \( \xi \) in \( \mathbb{R}^N \),
\[
|a(x, t, \xi)| \leq K(b(x, t) + |\xi|^p - 1) \quad \text{for a.e. } (x, t) \text{ in } Q; \tag{57}
\]
there exists three constants \( s, \gamma, k \) and a function \( d \) such that \( s \geq 2, \ d \in L^1(Q), \ k \geq 0, \ \gamma < (s - 1) \left( \frac{p(N + 1) - N}{N + 1} \right) \),
\[
(a(x, t, \xi) - a(x, t, \eta))(\xi - \eta) \geq \frac{1}{\beta(x, t, \xi, \eta)} |\xi - \eta|^s \quad \text{for a.e. } (x, t) \text{ in } Q \text{ and any } \xi, \eta \in \mathbb{R}^N,
\]
\[
0 < \beta(x, t, \xi, \eta) \leq k(d(x, t)^{s-1} + |\xi|^\gamma + |\eta|^\gamma) \quad \text{for a.e. } (x, t) \text{ in } Q \text{ and any } \xi, \eta \in \mathbb{R}^N. \tag{58}
\]

We consider the following Cauchy problem
\[
P(u) = f
\]
\[
u \in L^q(0, T, W^{1,q}_0(\Omega)) \quad \text{for } q < \frac{p(N + 1) - N}{N + 1}
\]
\[
u(x, 0) = \nu_0(x), \tag{59}
\]
where
\[
f \text{ is an element of } M(Q)
\]
\[
\nu_0 \text{ is an element of } M(\Omega). \tag{60}
\]

In (59) the initial condition, \( \nu(x, 0) = \nu_0(x) \), is to be taken in a classical sense, since we will show that \( \nu \in C([0, T], H^{-s}(\Omega)) \) for \( s \) large enough.

We will prove the following theorem

**Theorem 4.** Under the hypotheses (54)-(58) and (60), (61), there exists a solution \( \nu \) of the equation (59).

**Proof.** We sketch the proof, which is similar to the one of Theorem 1. We define an "approximate" equation to (59) for which we know the existence of a solution (see [L]). We choose a sequence \( (f_n) \subset C^\infty_0(Q) \) such that \( \|f\|_{L^1(Q)} \leq B = \|f\|_{M(Q)} \) and a sequence \( (\nu_n^0) \subset C^\infty_0(\Omega) \) such that \( \|\nu_n^0\|_{L^{1}(\Omega)} \leq \|\nu_0\|_{M(\Omega)} = C \). The sequences \( f_n \) and \( \nu_0^n \) converge respectively to \( f \) and \( \nu_0 \) in the distribution sense.

Let \( \nu_n \) be the solution of the Cauchy–Dirichlet problem
\[
P(\nu_n) = f_n
\]
\[
\nu_n \in L^p(0, T; W^{1,p}_0)
\]
\[
\nu_n(x, 0) = \nu_0^n(x). \tag{62}
\]
Let $\psi$ be the real function
\[
\psi(s) = \begin{cases} 
1 & \text{if } s > 1 \\
\pi & \text{if } -1 \leq s \leq 1 \\
-1 & \text{if } s < -1.
\end{cases}
\]

Taking $\psi(u_n(t)) \chi_{(0,1)}$ as test function in (62) we have
\[
\int_{\Omega} |u_n(t)| - \int_{\Omega} \Phi(u_0^n) \leq B + \frac{1}{2} \text{meas } \Omega,
\]
where $\Phi(s) = \int_0^s \psi(\sigma) \, d\sigma$.

By virtue of the previous inequality we have
\[
\|u_n\|_{L^\infty(0,T;L^1(\Omega))} \leq c_1,
\]
(63)

because
\[
\int_{\Omega} \Phi(u_0^n) \leq \int_{\Omega} |u_0^n| \leq c_7.
\]

Let $n$ be a fixed integer and define $\psi$ by
\[
\psi(s) = \begin{cases} 
1 & \text{if } s > n + 1 \\
\pi - n & \text{if } n \leq s \leq n + 1 \\
\pi + n & \text{if } -n - 1 < s < -n \\
-1 & \text{if } s \leq -n - 1 \\
0 & \text{if } -n < s < n.
\end{cases}
\]

The choice of $\psi(u_n)$ as a test function yields
\[
\int_{B_m} |Du_n|^p \leq \frac{B + C}{\alpha} \quad (64)
\]
with
\[
B_m = \{ (x,t) \in Q; m \leq |u_n(x,t)| \leq m + 1, |Du_n(x,t)| \leq M \}.
\]
(65)

Now let $q < (p(N+1) - N)/(N+1)$, $r = ((N+1)/N)q$. We have
\[
\int_{B_m} |Du_n|^q \leq c_3 (\text{meas } B_m)^{1-q/p} \leq c_3 \left( \int_{B_m} |u_n|^r \right)^{(p-q)/p} \frac{1}{m^{(p-q)/p}}.
\]
So that
\[ \int_Q |Du_n|^q \leq c_4(n_0) + c_3 \sum_{m = n_0}^\infty \left( \int_{B_m} |u_n|^r \right)^{(p-q)/p} \frac{1}{m^{(p-q)/p}} \]
\[ \leq c_4(n_0) + c_3 \left( \int_Q |u_n|^r \right)^{(p-q)/p} \left( \sum_{m = n_0}^\infty \frac{1}{m^{(p-q)/q}} \right)^{q/p}. \quad (66) \]

Applying Hölder's inequality yields
\[ \|u_n\|_{L^r(Q)} \leq \|u_n\|_{L^1(Q)}^{\frac{\theta}{\theta}} \|u_n\|_{L^{s^*}(Q)}^{1-\frac{\theta}{\theta}} \leq c_5 \|u_n\|_{L^{s^*}(Q)}^{1-\frac{\theta}{\theta}}, \]
where \( 1 - \theta = ((1 - r)/(1 - q^*)) \cdot (q^*/r) \).

The above inequality leads to
\[ \|u_n\|_{L^r(0,T;L^s)} \leq c_6 \int_0^T \|u_n\|_{L^{s^*}(Q)}^{q^*(1-r)/(1-q^*)} \]
\[ = c_6 \|u_n\|_{L^{q^*}(0,T;L^{s^*})} \]
if \( r \) is such that \( q^*(1-r)/(1-q^*) = q \), that is, \( r = ((N + 1)/N)q \).

Sobolev imbedding Theorem implies that
\[ \|u_n\|_{L^q(0,T;L^{s^*})} = \int_0^T \left( \int_Q |u_n|^q \right)^{q/q^*} dt \]
\[ \leq c_7 \int_0^T \left( \int_Q |Du_n|^q \right) dt \]
\[ \leq c_8(n_0) + c_9 \|u_n\|_{L^q(0,T;L^{s^*})} \]
\[ \times \left( \sum_{m = n_0}^\infty \frac{1}{m^{(N+1)(p-q)/N}} \right)^{q/p}. \]

From the previous bound on \( q \) we have the a priori estimate
\[ \|u_n\|_{L^q(0,T;L^{s^*})} \leq c_{10}, \quad (67) \]
and then the estimate
\[ \|u_n\|_{L^q(0,T;W^{1,q}_{d_0})} \leq c_{11} \quad (68) \]
follows as in Theorem 1.

From the previous a priori estimates we deduce that \( (u'_n) \) is a sequence bounded in the space \( L^1(0,T;W^{-1,q}) + L^1(0,T;L^1) \), with \( s = (p(N+1) - N)/(N+1)(p-1) \). So the sequence \( (u_n) \) is relatively compact in \( L^1(Q) \) by a compactness lemma of Aubin's type. Such a lemma can be found, for example, in [Si, Te]. Finally we can prove the
convergence in $L^1(Q)$ of $Du_n$ as in Theorem 1 (using (58)) and we deduce that $u_n$ converges to $u$ in $L^q(0, T, W^{1,q}_0)$ for all $q < (p(N + 1) - N)/(N + 1)$. Thus $u$ is a solution of equation (59).

Note that for $s$ large enough $\partial u_n/\partial t$ converges strongly to $\partial u/\partial t$ in $L^1(0, T; H^{-s}(\Omega))$. Thus $u_n$ converges strongly to $u$ in $C([0, T], H^{-s}(\Omega))$, and $u_n(\cdot, 0)$ converges to $u(\cdot, 0)$ in $H^{-s}(\Omega)$. Since $u_n(\cdot, 0) = u_0^n$ and $u_0^n$ converges to $u_0$ in the distribution sense, we deduce that $u_0 = u(\cdot, 0)$.
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