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Abstract

In this paper, the existence and uniqueness of positive fixed points for a class of convex op
is obtained by means of the properties of cone, concave operators and the monotonicity of se
maps. In the end, we give a simple application to certain integral equations.
 2005 Elsevier Inc. All rights reserved.

Keywords:α-Convex operator; Normal cone; Positive fixed point

1. Introduction

It is well known for some time that concave and convex operators defined on a c
a Banach space play an important role in theory of positive operators (see, for ins
[6, Chapter 6]). In [7] A.J.B. Potter introduces the definitions ofα-concave operator
andα-convex operators, and shows that forα � 0, increasingα-concave and decreasin
(−α)-convex mappings have contraction ratios less than or equal toα and gives the ex
istence of solutions to the nonlinear eigenvalue problemAx = λx. The method is base
upon Hilbert’s projective metric (see [1] for details). In [8] the author improves the
responding results presented in [7] by using contraction mapping theorem. In [3
Dajun widens the conditions and removes the hypotheses of continuation for ope
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and then extends the results of fixed points, eigenvectors forα-concave (−α-convex) op-
erators. However, they restrict their attention to 0< |α| � 1, while for the remaining case
α > 1 andα < −1, the research proceeds slowly and appears difficult because the Hi
projective metric is useless for these cases. Up to now, pleasant results are seldom o

The aim of this paper is to obtain the existence and uniqueness of positive
points forα-convex (α > 1) operators. Our method is based upon the properties of c
α-concave (0< α < 1) operators and the monotonicity of set-valued maps. To demon
the applicability of our results, we give in the final section of the paper a simple applic
to certain integral equations.

2. Preliminaries

In this section we summarize some basic concepts in real Banach spaces.
Suppose thatE is a real Banach space which is partially ordered by a coneP ⊂ E, i.e.,

x � y if and only if y − x ∈ P. If x � y andx �= y, then we denotex < y or y > x. By θ

we denote the zero element ofE. Recall that a nonempty closed convex setP ⊂ E is a
cone if it satisfies

x ∈ P, λ � 0 ⇒ λx ∈ P, (2.1)

x ∈ P, −x ∈ P ⇒ x = θ. (2.2)

Putting P̊ = {x ∈ P : x is an interior point of P }, a coneP is said to be solid if its
interior P̊ is nonempty. Moreover,P is called normal if there exists a constantN > 0
such that, for allx, y ∈ E, θ � x � y implies ‖x‖ � N‖y‖; in this caseN is called the
normality constant ofP . In the casey − x ∈ P̊ , we write x � y. If x1, x2 ∈ E, the set
[x1, x2] = {x ∈ E: x1 � x � x2} is called the order interval betweenx1 andx2. We say that
an operatorA :E → E is increasing (decreasing) ifx � y impliesAx � Ay (Ax � Ay).

For all x, y ∈ E, the notationx ∼ y means that there existλ > 0 andµ > 0 such that
λx � y � µx. Clearly,∼ is an equivalence relation. Givenh > θ (i.e., h � θ andh �= θ ),
we denote byPh the set

Ph = {
x ∈ E: there existλ(x), µ(x) > 0 such thatλ(x)h � x � µ(x)h

}
,

and it is easy to see thatPh ⊂ P.

All the concepts discussed above can be found in [4,5].
Let D be a subset ofE andc be a real number we denotecD = {cx: x ∈ D}. Recall the

following definition from [7].

Definition 2.1. Let A be a positive mapping on̊P and letα ∈ R. Then we sayA is
α-concave (α-convex) if and only ifA(tx) � tαAx(A(tx) � tαAx) for all x ∈ P̊ and
t ∈ (0,1].

Let A be a positive mapping on̊P which isα-concave (α ∈ [0,1]). Chooseh ∈ P̊ , then
Ph = P̊ . So there existλ,µ ∈ R+ (R+ denote the positive reals) such thatλh � Ax � µh

and A(tx) � tαAx � tAx for t ∈ (0,1]. Thus α-concave mappings are concave in
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sense of Krasnoselskii [6, p. 185]. Similar remarks apply toα-convex mappings. Note als
A is α-concave (α-convex) if and only ifA(sx) � sαAx(A(sx) � sαAx) for all x ∈ P̊ and
s � 1.

3. Main results

In this section we consider, forα > 1, the existence and uniqueness of fixed points
α-convex operators. The main theorems, under reasonable conditions, show that inc
α-convex operators have a unique fixed point in order intervals or totally ordered se

Theorem 3.1. LetE be a real Banach space andP be a normal, solid cone, and letα > 1.

Suppose thatA :P → P is an increasingα-convex operator which satisfies the followi
assumptions:

(i) there existu0, v0 ∈ P̊ such thatθ � Au0 � u0 < v0 � Av0;
(ii) there exists a linear operatorL :E → E which has an increasing inverseL−1 :E → E

such that

Ay − Ax � L(y − x), for ∀y � x � θ. (3.1)

ThenA has a unique fixed point in[u0, v0].

Proof. Firstly, for ∀x ∈ P, by (3.1), we haveθ � Ax − Aθ � Lx, i.e., Lx � θ. Thus,
Lx ∈ P. Further, forθ � x � y, we have

θ � Ay − Ax � L(y − x) = Ly − Lx.

This impliesLy � Lx, soL :P → P is increasing.
Consider the operator

Bx = L−1(Lx + x − Ax) for ∀x ∈ P,

thenB is increasing inP . In fact, forx ∈ P , we have by (ii),

Bx = L−1(Lx + x − Ax) � L−1(x) � L−1(θ) = θ.

By (3.1), we obtain

Ly − Ay � Lx − Ax � θ for y � x � θ. (3.2)

Consequently, by (ii) and (3.2), we have

By = L−1(Ly + y − Ay) � L−1(Lx − Ax + y) � L−1(Lx − Ax + x) = Bx.

Hence,B is increasing inP .
Secondly, by (i), we obtain

Bu0 = L−1(Lu0 + u0 − Au0) � L−1(Lu0 + Au0 − Au0) = u0, (3.3)

Bv0 = L−1(Lv0 + v0 − Av0) � L−1(Lv0 + Av0 − Av0) = v0. (3.4)
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Then (3.3), (3.4) together impliesB([u0, v0]) � [u0, v0].
Sinceθ � Au0 � u0 < v0 � Av0, and thenAu0 � u0 < v0 � Lv0 + v0, there exist

r, ξ0 ∈ (0,1) such that

u0 � rv0 and ξ0(Lv0 + v0) � Au0. (3.5)

Consider the following function:

f (t) = 1− t1−γ

1− tα−γ
, ∀t ∈ (0,1), whereγ ∈ (0,1).

It is easy to prove thatf is decreasing in(0,1), thus

1− t1−γ

1− tα−γ
= f (t) � f (r) = 1− r1−γ

1− rα−γ
, ∀t ∈ [r,1).

Further

lim
γ→1−

1− r1−γ

1− rα−γ
= 0.

So there existsγ0 ∈ (0,1) such that1−r1−γ

1−rα−γ < ξ0, ∀γ ∈ [γ0,1). In particular,

1− r1−γ0

1− rα−γ0
< ξ0.

Hence

1− t1−γ0

1− tα−γ0
� 1− r1−γ0

1− rα−γ0
< ξ0, ∀t ∈ [r,1). (3.6)

Consider (3.5) and (3.6), forx ∈ [u0, v0], t ∈ [r,1), we have

1− t1−γ0

1− tα−γ0
(Lx + x) � 1− r1−γ0

1− rα−γ0
(Lv0 + v0) � ξ0(Lv0 + v0) � Au0 � Ax.

Then we obtain

tγ0(Lx + x − Ax) � L(tx) + tx − tαAx � L(tx) + tx − A(tx), ∀t ∈ [r,1).

Applying the monotonicity ofL−1, we have

B(tx) = L−1[L(tx) + tx − A(tx)
]
� L−1[tγ0(Lx + x − Ax)

] = tγ0Bx.

That is

B(tx) � tγ0Bx for ∀x ∈ [u0, v0], t ∈ [r,1), γ0 ∈ (0,1).

Finally, we show thatB has a unique fixed pointx∗ in [u0, v0]. Denoteun = Bun−1,
vn = Bvn−1 (n = 1,2, . . .), and by the monotonicity ofB, we have

u0 � u1 � u2 � · · · � un � · · · � vn � · · · � v2 � v1 � v0.

Note thatrγ0
n ∈ [r,1) (n = 0,1,2, . . .) andrv0 � u0 < v0. It follows that

un � rγ0
n

vn (n = 0,1,2, . . .),
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and for any natural numberp we have

0� un+p − un � vn − un, 0� vn − vn+p � vn − un. (3.7)

Further

vn − un � vn − rγ0
n

vn = (
1− rγ0

n)
vn �

(
1− rγ0

n)
v0.

SinceP is normal, we have

‖vn − un‖ � N
(
1− rγ0

n)‖v0‖ → 0 (asn → ∞). (3.8)

HereN is the normal constant. So (3.7) and (3.8) together implies that{un} and{vn} are
Cauchy sequences. BecauseE is complete, there existu∗, v∗ ∈ [u0, v0] such thatun → u∗,
vn → v∗ asn → ∞. By (3.8), we know thatu∗ = v∗. Evidently,

0� Bun = un+1 � Bu∗ � Bvn = vn+1. (3.9)

Passing the limit in (3.9), we haveBu∗ = u∗, which impliesu∗ is a fixed point ofB, and
it is unique in[u0, v0]. In fact, supposēu is a fixed point ofB in [u0, v0] with ū �= u∗,
thenu0 � ū � v0. By the monotonicity ofB, we haveun � ū � vn, letting n → ∞ yields
ū = u∗. This is a contradiction. Therefore,B has a unique fixed pointx∗ in [u0, v0]. Obvi-
ously,Bx = x ⇔ Ax = x. Thus,A also has a unique fixed pointx∗ in [u0, v0]. �
Corollary 3.2. LetE be a real Banach space andP be a normal, solid cone, and letα > 1.

Suppose thatA :P → P is an increasingα-convex operator which satisfies the followi
assumptions:

(i) there existu0, v0 ∈ P̊ such thatθ � Au0 � u0 < v0 � Av0;
(ii) there existsM > 0 such that

Ay − Ax � M(y − x) for ∀y � x � θ.

ThenA has a unique fixed point in[u0, v0].

Proof. Put L = MI, whereI is the identity operator inE. Then we have thatL−1 =
1
M

I :E → E is increasing. Hence, the conclusion follows from Theorem 3.1.�
Remark 3.3. Up to now, we have not seen such results as discussed above in lite
available.

The following statements play a very important role in the proofs of Theorem
and 3.5.

ForC,B ⊂ E, we writeC �s B (C �s B) if c � b (c � b) for anyc ∈ C, b ∈ B. A set-
valued mapA :S(⊂ E) → 2E (here 2E denotes the family of nonempty subsets ofE) is
said to be increasing ifx � y implies Ax �s Ay. As a direct consequence, we have
C �s C, thenC is a singleton.

Theorem 3.4. LetE be a real Banach space andP be a normal cone inE. LetA :Ph → Ph

be an increasingα-convex operator(α > 1), i.e., A(tx) � tαAx for all x ∈ Ph and t ∈
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(0,1]. In addition, assume that there exists a nonempty, totally ordered setS ⊂ Ph such
that

(i) λS ⊂ S(λ ∈ (0,1)),AS = S;
(ii) Av0 � v0, for certainv0 ∈ S.

ThenA has exactly one positive fixed point inS.

Proof. We divide the proof into several steps.

Step 1. Consider operatorA :S → S. For ∀y ∈ S, setA−1y = {x ∈ S: Ax = y}. Then
A−1 : S → 2S is a set-valued mapping, and we have the following conclusions.

(a) A−1 is increasing in the sense of set-valued mappings.

In fact, if y1 > y2 for ∀y1, y2 ∈ S, thenA−1y1 �s A−1y2. Suppose that is not the cas
then we havex1 < x2 for ∀x1 ∈ A−1y1, x2 ∈ A−1y2. Using the monotonicity ofA, we have
Ax1 � Ax2. That is to say,y1 � y2. This is a contradiction.

(b) A−1(sy) �s s1/αA−1y for y ∈ S, s ∈ (0,1).

For x ∈ A−1y, then Ax = y and A(tx) � tαAx for t ∈ (0,1). Let s = tα, we have
A(s1/αx) � sAx. So (a) impliesA−1(A(s1/αx)) �s A−1(sAx). Thus{

s1/αx
}

�s A−1(sy), ∀x ∈ A−1y.

By the arbitrariness ofx, one obtains that{
s1/αx: x ∈ A−1y

}
�s A−1(sy),

namely,s1/αA−1y �s A−1(sy).

Step 2. For v0 ∈ S, t ∈ (0,1), we haveA(tv0) � tαAv0. SinceAv0 ∈ S ⊂ Ph, there exist
λ,µ > 0 such thatλv0 � Av0 � µv0. SoA(tv0) � tαAv0 � µtαv0, and we can chooset1
sufficiently small satisfyingµtα < t, thenA(t1v0) � t1v0, t1 ∈ (0,1).

Now we write u0 = t1v0, then Au0 � u0 and u0 < v0. Take λ0 = t2
1, then λ0 ∈

(0,1), u0 = t1v0 � t2
1v0 = λ0v0.

Step 3. By Step 2 and (ii), we know that

u0, v0 ∈ S, u0 < v0, u0 � λ0v0, Au0 � u0, Av0 � v0.

By Step 1, we haveA−1(Au0) �s A−1u0, then there existsu1 ∈ A−1u0 such that
u0 � u1, if u0 = u1 thenAu0 = Au1 = u0, i.e., u0 is a fixed point ofA. So without loss
of generality we can assumeu0 < u1, therefore,A−1u0 �s A−1u1, so there isu2 ∈ A−1u1
such thatu1 � u2, if u1 = u2, thenu1 is the fixed point ofA. Also, we can assume th
u1 < u2, repeating this process, we can obtain an increasing sequence as follows:

u0 � u1 � · · · � un � · · · .
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Similarly

v0 � v1 � · · · � vn � · · · .
Evidently,vn � un, whereun ∈ A−1un−1, vn ∈ A−1vn−1, n = 1,2, . . . .

Sinceu0 > λ0v0, we haveA−1u0 �s A−1(λ0v0) �s λ0
1/αA−1v0, which impliesu1 �

λ0
1/αv1. ThenA−1u1 �s λ0

1/α2
A−1v1. So we haveu2 � λ0

1/α2
v2. Repeating this proces

we can obtainun � λ0
1/αn

vn. Therefore

θ � vn − un � vn − λ0
1/αn

vn = (
1− λ0

1/αn)
vn <

(
1− λ0

1/αn)
v0.

By the normality of coneP , we have

‖vn − un‖ � N
(
1− λ0

1/αn)‖v0‖ → 0 (n → ∞),

hereN is the normal constant.
Further

θ � un+p − un � vn − un, θ � vn − vn+p � vn − un (p ∈ N).

Thus

‖un+p − un‖ � N‖vn − un‖ → 0 (n → ∞),

‖vn − vn+p‖ � N‖vn − un‖ → 0 (n → ∞).

So we can claim that{un} and{vn} are Cauchy sequences. Then there existsu∗ such that
un → u∗ asn → ∞ andvn → u∗ asn → ∞. It follows thatun � u∗ � vn. Thus

A−1un �s A−1u∗ �s A−1vn.

Sinceun+1 ∈ A−1un, vn+1 ∈ A−1vn, we haveun+1 � u � vn+1 for ∀u ∈ A−1u∗. Passing
the limit, we obtainu = u∗. That is,A−1u∗ = {u∗}, which impliesAu∗ = u∗. Thenu∗ is a
positive fixed point ofA.

Step 4. In the following we prove thatu∗ is the unique fixed point ofA in S.
In fact, supposēu ∈ S is a positive fixed point ofA with ū �= u∗. Evidently, ū, u∗ > θ.

SinceS is a totally ordered set, without loss of generality we assume thatū > u∗. Write
x1 = u∗, x2 = ū, thenx2 > x1. The fact thatx1, x2 ∈ Ph shows that there existsµ0 > 0
such thatx1 � µ0x2. Obviously,µ0 < 1.

If x1 = µ0x2, thenAx1 = A(µ0x2) � µ0
αAx2, i.e., x1 � µ0

αx2 < µ0x2, which is a
contradiction. Thusx1 > µ0x2, and soA−1x1 �s A−1(µ0x2) �s µ0

1/αA−1x2. This shows
x1 � µ0

1/αx2. If x1 = µ0
1/αx2, thenA(x1) = A(µ0

1/αx2) � µ0x2. This is a contradiction
Hencex1 > µ0

1/αx2. Repeating this process, we obtainx1 > µ0
1/αn

x2. Consequently

θ < x2 − x1 < x2 − µ0
1/αn

x2 = (
1− µ0

1/αn)
x2,

by the normality of coneP , we have

‖x2 − x1‖ � N
(
1− µ0

1/αn)‖x2‖ → 0 (n → ∞),

thusx1 = x2, which is a contradiction. This completes the proof.�
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Remark. The condition ofλ ∈ (0,1), λS ⊂ S is very important to prove our conclusio
and can assure that we discuss inS. If it were removed, we can not seek certainu0 ∈ S

such thatu0 < v0, Au0 � u0, with the result that neither the existence nor the unique
of fixed points could be obtained.

Theorem 3.5. LetE be a real Banach space andP be a normal cone inE. LetA :Ph → Ph

be an increasingα-convex operator(α > 1), i.e., A(tx) � tαAx for all x ∈ Ph and t ∈
(0,1]. In addition, assume that there exists a nonempty, totally ordered setS ⊂ Ph such
thatλS ⊂ S (λ > 0), AS = S. ThenA has exactly one positive fixed point inS.

Proof. FromλS ⊂ S for λ > 0, it follows thatλS ⊂ S for λ ∈ (0,1). Therefore, the con
dition (i) of Theorem 3.4 is satisfied.

In the following, we show the condition (ii) of Theorem 3.4 is also satisfied.
For∀x0 ∈ S, s > 1, we haveA(sx0) � sαAx0. SinceAx0 ∈ S ⊂ Ph, there existµ,λ > 0

such thatλx0 � Ax0 � µx0, thusA(sx0) � sαλx0. So we can chooses0 large enough suc
thatsα

0 λ � s0, hence,A(s0x0) � s0x0.

Now we writev0 = s0x0, thenv0 ∈ S, Av0 � v0. Thus, the conclusion follows from
Theorem 3.4. �
Remark 3.6.

(i) Under the hypotheses of this paper, the tool—Hilbert’s projective metric used in p
[1,2,7]—cannot be used.

(ii) By using the properties of inverse mapping (set-valued mapping), we give simil
sults toα-concave operators (0< α < 1), so our results compliment the theory
concave and convex operators. Moreover, the method is new and different from
ous ones.

4. Applications

Theorem 3.4 or Theorem 3.5 can be used to discuss the solution of the following s
integral equation:

x(t) =
1∫

0

k(t, s)xα(s) ds, α > 1. (∗)

Suppose thatk(t, s) = h(t)f (s), and h,f are nonnegative continuous functions w
f (t) > 0, h(t) > 0 for t ∈ [0,1].

Then Eq.(∗) has exactly one positive continuous solution.

Proof. First some notation. PutX = C[0,1] (the space of continuous functions defined
[0,1] endowed with supremum norm). LetP be the cone of nonnegative functions inX.
SoP is normal andP̊ is the set of positive functions inX. Note thatP is a closed solid
the norm is monotonic.
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Consider the integral operatorA : P̊ → X defined by

Ax(t) =
1∫

0

k(t, s)xα(s) ds, x ∈ P̊ .

Therefore

Ax(t) = h(t)

1∫

0

f (s)xα(s) ds = ah(t),

wherea = ∫ 1
0 f (s)xα(s) ds = xα(ξ)

∫ 1
0 f (s) ds, for certainξ ∈ (0,1).

Evidently,a > 0, ah ∈ P̊ , soA : P̊ → P̊ . Let S = {x: x(t) = ah(t), a ∈ R+}, then we
haveS ⊂ P̊ andS is a totally ordered set withλS ⊂ S(λ > 0).

In the following we proveAS = S.

For ∀y ∈ S, y = ah, there isx = (a/H)1/αh ∈ S such thatAx = y, where H =∫ 1
0 f (s)hα(s) ds. ThusAS = S.

SinceA is increasing inP̊ , Theorem 3.5 implies thatA has exactly one fixed pointx∗

in S. Further, x∗ = H
1

1−α h. In fact, let x∗ = a0h, then Ax∗ = A(a0h) = a0
αAh =

a0
αHh = a0h. So we obtaina0 = H

1
1−α , thus, Eq.(∗) has one positive solutionx∗(t) =

H
1

1−α h(t). �
Remark 4.1. For Eq.(∗), we can also use the following lemma generalized from [1,2
prove the results.

Lemma 4.2. Let the norm in Banach spaceX be monotonic on coneP , A : P̊ → P̊ be
positive homogenous of degreep, 0 < |p| < 1 (i.e., A(tx) = tpAx, ∀x ∈ P̊ , t > 0). In
addition,A is increasing(0 < p < 1) or decreasing(−1 < p < 0). ThenA has exactly
one positive fixed point in̊P .

Proof of Eq. (∗). As in the proof above,A :S → S, AS = S. Forx1, x2 ∈ S with x1 �= x2,

we will proveAx1 �= Ax2.

In fact, letx1 = a1h, x2 = a2h, a1 �= a2, a1, a2 > 0. ThenAx1 = A(a1h) = a1
αAh and

Ax2 = A(a2h) = a2
αAh, these together witha1

α �= a2
α implies the conclusion.

SoA is a one-to-one mapping, consequently,A−1 :S → S exists and further

A−1(tx) = t1/αA−1x, t ∈ (0,1).

SinceA is strictly increasing, we obtainA−1 is also increasing. Otherwise, fory1, y2 ∈ S,
y1 � y2, we haveA−1y1 > A−1y2, thus,AA−1y1 > AA−1y2, i.e.,y1 > y2. This is a con-
tradiction. An application of Lemma 4.2 implies thatA−1 has exactly one positive fixe
point inS. SinceAh = Hh, A−1(λx) = λ1/αA−1x, we haveA−1h = H−1/αh. Let u0 = h,
un = A−1un−1 (n = 1,2, . . .). Then

u1 = A−1u0 = A−1h = H−1/αh,
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u2 = A−1u1 = A−1(H−1/αh
) = (

H−1/α
)(1+ 1

α
)
h,

· · ·
un+1 = A−1un = (

H−1/α
)(1+ 1

α
+···+ 1

αn )
h = H

1− 1
αn

1−α h.

Thus, we have

∥∥un+1 − H
1

1−α h
∥∥ = ∣∣H 1− 1

αn

1−α − H
1

1−α

∣∣‖h‖ → 0 (n → ∞).

Consequently,un → H
1

1−α h (n → ∞). In addition,

A−1(H 1
1−α h

) = (
H

1
1−α

)1/α
H−1/αh = H

1
1−α h.

This implies thatH
1

1−α h is a fixed point ofA−1. Hence,A has exactly one positive fixe

pointH
1

1−α h in S. �
Remark 4.3. For the uniqueness of the solution of Eq.(∗), we can also prove it by usin
the following method.

Proof. Let x1, x2 are the solutions of Eq.(∗). Note thatx1 = a1h, x2 = a2h, thenx1 =
a1
a2

x2 = ax2, wherea = a1
a2

. Evidently, 0< a < ∞.

Whena > 1, we haveAx1 = A(ax2) = aαAx2 = aαx2 > ax2, i.e., x1 > ax2. This is
a contradiction. Whena < 1, we haveAx1 = A(ax2) = aαAx2 = aαx2 < ax2, i.e., x1 <

ax2. This is a contradiction.
Soa = 1, we obtainx1 = x2. This completes the proof.�
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