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Abstract

In this paper we consider the Green’s functions for a second-order linear ordinary differential equation with some three-point
boundary conditions. We give exact expressions of the unique solutions for the linear three-point boundary problems by the Green’s
functions. As applications, we study the iterative solutions for some nonlinear singular second-order three-point boundary value
problems.
© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

The Green’s function plays an important role in solving boundary value problems of ordinary differential equations.
The solutions of some boundary value problems for linear ordinary differential equations can be denoted by its Green’s
function, see [1-4]. Some boundary value problems for nonlinear differential equations can be transformed into
the nonlinear integral equations the kernel of which are the Green’s functions of corresponding linear differential
equations. The integral equations can be solved to investigate the property of the Green’s functions (see [5-9]). The
concept, the significance and the development of Green’s functions can be seen in [10]. The other study of second-
order three-point boundary value problems can be seen in [11-18]. The solutions of the Green’s functions diffuse
in the literature, there is a lack of uniform method. The undetermined parametric method we use in this paper is a
universal method, the Green’s functions of many boundary value problems for ordinary differential equations can be
obtained by the similar method.

We study respectively the Green’s function for the second-order linear differential equation

W'+ f@) =0, tela,bl, (1.1)
satisfying the boundary conditions

u(a) = ku(n), u(b) = 0; (1.2)
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u(a) =0, u(b) = ku(n); (1.3)
u(a) = ku'(n), u(b) =0;
u(a) =0, u(b) = ku'(n);

where £ is a given number and 1 € (a, b) is a given point. In the above-mentioned literature, the boundary conditions
all are of one kind (1.3), the boundary conditions of the other kind appear very little.

This paper is organized as follows. In Section 2, we study the Green’s function for Eq. (1.1) satisfying the
three-point boundary condition (1.2) and give the expression of the unique solution by the Green’s function, that
incarnate the general method of deriving the Green’s function for a class of boundary problems. In Section 3, for
some interrelated boundary conditions, we give the Green’s function of the problems directly, omitting the particulars
of derivation. The correctness of the Green’s function needs only direct verification. As applications, in Section 4, we
study the uniqueness of the solutions, the iterative methods and the rate of convergence by the iteration for a nonlinear
singular second-order three-point boundary value problem.

2. The Green’s function of Eq. (1.1) with the boundary condition (1.2)
We have the following conclusions.

Theorem 2.1. Assume k(b — n) # b — a. Then the Green’s function for the second-order three-point linear boundary
value problem (1.1), (1.2) is given by

k(b —1)

Gi(1:) = K(1,8) =K (0.9, @.1)
where
-a)b-b i <b
K(t,s) = ([_lzl)—(ba_s)’ T 2.2)

, a<t<s<h.

b—a

Proof. It is well known that the Green’s function is K (¢, s) as in (2.2) for the second-order two-point linear boundary
value problem

o 20 s
and the solution of (2.3) is given by

w(t) = /b K(t,5) f(s)ds, (2.4)
and i

w(a) =0, w(b) =0, w(n) = /j K(n,s)f(s)ds. (2.5)

The three-point boundary value problem (1.1), (1.2) can be obtained from replacing u(a) = 0 by u(a) = ku(n) in
(2.3). Thus, we suppose the solution of the three-point boundary value problem (1.1), (1.2) can be expressed by

u(t) =w(t) + (c +dt) w(n), (2.6)

where ¢ and d are constants that will be determined.
From (2.5), (2.6) we know that

u(a) = (¢ +da)w(n),
u(b) = (c +dbyw(n),
u(m) = (c+dn+ DHw(mn).
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Putting these into (1.2) yields

C+da =k(6+dn+ 1)7
c+db=0.
Since k(b — 1) # b — a, solving the system of linear equations on the unknown numbers ¢, d, we obtain
_ kb
T b—a—kb-n)
—k

T b—a—kb-n)’
hence, ¢ +dt = %. Putting this into (2.6), we obtain the solutions of (1.1) with the boundary condition (1.2)
as
=)+ — LD
T kb=

This together with (2.4) implies that

k(b —1) b
m/ﬂ K(n,s)f(s)ds.

Consequently, the Green’s function G (¢, s) for the boundary value problem (1.1), (1.2) is as described in (2.1). O

b
u(t):/ K(t,s) f(s)ds +

From Theorem 2.1 we obtain the following corollary.

Corollary 2.1. If k(b — n) # b — a, then the second-order three-point linear boundary value problem

W)+ f@) =0, tela,bl
u(a) = ku(n), u) =0

has an unique solution
b
ui(t) = / Gi(t,s) f(s)ds,
a

where G1(t, s) as in (2.1).

Proof. we need only prove the uniqueness. Obviously, u (¢) satisfies

{u/l/(t) + f() =0, tela,b] @7
uy(a) = kui(n), uy(b) =0.
Assume that v(7) is also a solution of the three-point boundary value problem (1.1), (1.2), that is

{v”(t) +f@®) =0, t¢€la,b], 2.8)

v(a) = kv(n), v(b) = 0.

Let

z2(t) = v(@) —u1(t), te€la,b] (2.9)
That combine with (2.7) and (2.8) implies

@) =v"(t) —u{(t) =0, t€]la,b],
therefore

z(t) = Cit + (o, (2.10)
where C|, C; are undetermined constants. From (2.7), (2.8) and (2.9) we have

z(a) = v(a) — uy(a) = kz(n), (2.11)

z2(b) = v(b) —ui(b) =0. (2.12)
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Using (2.10) we obtain

z(a) = Cra + C2, (2.13)

z(b) = C1b + C2, (2.14)

z(n) = Cin + C,. (2.15)
From (2.11), (2.13) and (2.15) we know that

Cia+ Cr =k(Cin+ Cr), (2.16)
and from (2.12) and (2.14) we know that

Cib+C,=0. (2.17)

Since k(b — n) # b — a, we know that the system (2.16), (2.17) of linear equations on the unknown numbers Cy, C»,
has exactly one solution {C; = 0, C; = 0}, therefore z(t) = 0,¢ € [a,b], so v(t) = uy(t),t € [a,b], that is
uniqueness of the solution. [

Corollary 2.2. Suppose the nonlinear function g(t, u) is continuous on [a, b] X R, then if k(b —n) # b — a, the
nonlinear three-point boundary value problem

u' 4+ gt,u)=0, tela,b],
u(a) = ku(n), ub) =0

is equivalent to the nonlinear integral equation
b
u(t) = / Gi(t,5)8(s, u(s))ds
a

with G(t, s) as in (2.1).

If the endpoints of the interval are a = 0, b = 1 in the boundary condition, From Theorem 2.1, Corollaries 2.1 and
2.2 we obtain the following corollary.

Corollary 2.3. If k(1 — n) # 1, then the Green’s function for the second-order three-point boundary value problem

W'+ f@) =0, tel0,1],

{u«)) — ku().  u(1)=0 @19
is

G(t,s) = B(t, s) + MB(n 5) (2.19)

’ k=T '
where
s =1, O0=<s=<t=1
B(t,s) = {t(l—s), 0<t<s<l. (220)

Hence the problem (2.18) has an unique solution

1
u(t) :/ G(t,s)f(s)ds.
0

If g(t, u) is continuous in [0, 1] X R, then the nonlinear boundary value problem

u’ + gt,u)y=0, rel0,1],
u(0) = ku(n), u(l) =0

is equivalent to the integral equation

1
u(t) :/ G(t,s)g(s, u(s))ds.
0
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Fig. 1. Image of uq(¢).

Example 1. The second-order three-point linear boundary value problem

u”(t) +sin(r) =0, te][0,]1],

u(0) = —%u (%) , u(l) =0

has an unique solution

5 3 1 1 3 1
ui(t) =sin(t) — Zt sin (1) — 7 sin <§> + 1 sin (1) + Zt sin <§> , O0<t<l. (2.21)

It can be obtained by letting n = %, k= —%, f () = sin(¢) in Corollary 2.3 that

1 1
ui(t) = [ B(t, s) sin(s)ds — E(1 — t)/ B (l s) sin(s)ds,
0 4 0 3

where B(t, s) as in (2.20). Therefore, (2.21) is obtained by direct computation. Some properties of u(#) are shown in
the image (Fig. 1).

3. The related results for other boundary conditions

In this section, we give the Green’s function and the conclusion for some boundary value problems, omitting the
particular of derivation, since the proof is similar to that of Theorem 2.1.

Theorem 3.1. If k(n—a) # b—a, then the Green’s function for the second-order three-point boundary value problem

{M”(l) + f@®) =0, te€la,b] 3.1
u(a) =0, u(b) = ku(n) ’
is
Ga(t,s) = K Ki—a)
2(t, ) = (f,S)-Fm m,s),

hence linear boundary value problem (3.1) has an unique solution

b
u(r) =/ Ga(1, 5) f(s)ds,

where K (t, s) as in (2.2).



Z. Zhao / Computers and Mathematics with Applications 56 (2008) 104-113 109

If g2(t, u) is continuous on [a, b] X R, then the nonlinear boundary value problem

u" 4+ g(t,uv) =0, t¢€la,b],
u(a) =0, u(b) = ku(n)

is equivalent to the integral equation

b
u(t) :/ Go(t, s)ga(s, u(s))ds.

Remark 1. The expression of the Green’s function in Theorem 3.1 is simpler, see [3,4,13—15], so that the unique
solution of the linear problem is denoted easily, the format of the equivalent nonlinear integral equation is dapper and
its property can be discussed conveniently.

Theorem 3.2. If b — a + k # 0, then the Green’s function for second-order three-point boundary value problem

W'+ f(t) =0, tela,b],
{u(a) = ku'(n), u®) =0 (3.2)

Gs(t,s) = K(t ko —0D
3(t,s) = (J)+m t(n, ),

therefore, linear boundary value problem (3.2) has an unique solution

b
u(t) =/ Gs(t,5) f(s)ds,

where K (t, s) as in (2.2) and

a—s
p T, 4ss<m
Kl(nvs): b_s (33)
, n<s<bhb.
b—a

If g3(t, u) is continuous on [a, b] x R, then the nonlinear boundary value problem

u' + g3, u)=0, tela,bl,
u(a) = ku'(n), u) =0

is equivalent to the integral equation

b
u(t) :/ Ga(t,s)g3(s, u(s))ds.

Theorem 3.3. If k £ b — a, then the Green’s function for second-order three-point boundary value problem

u"(t)+ f(t) =0, t€la,bl,
{u(a) =0, u(b) = ku'(n) (3.4)

k(t —a)
Gy(t,s) =K(t,s) + ———K;(n, 5),
b—a—k

therefore, linear boundary value problem (3.4) has an unique solution
b
u(t) = / Gay(t,s) f(s)ds,
a

where K (t, s) as in (2.2), K;(n, s) as in (3.3).
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If g4(¢, u) is continuous on [a, b] x R, then the nonlinear boundary value problem

u” +ga(t,u) =0, t¢€la,bl,
u(a) =0, u(b) = ku'(n)

is equivalent to the integral equation

b
u(r) =[ Ga(1,5)84(s, u(s))ds.

Remark 2. The Green’s functions in Theorems 3.2 and 3.3 are new results.
4. Applications in nonlinear singular boundary value problems
In this section, we study the iterative solutions for the following nonlinear three-point boundary value problem

4.1)

W'+ Ftu) =0, te(0,1),
u(0) = ku(n), u(l) =0,

withn € (0,1), k(1 —n) < 1.
Let J = (0,1), I =[0, 1], R* = [0, +00),

D = {x € C()|3M, > my > 0, such that my(1 — ) < x(t) < My(1 —1),t € I}.

Concerning the function f we impose the following hypotheses:

f(t, u) is nonnegative continuous on J x RT,

f(t, u) is monotone increasing on u, for fixed ¢ € J,
there exist ¢ € (0, 1) such that

f(t,ru)y>rif(t,u), YOo<r<1, (t,u)eJ x RT.

4.2)

Obviously, from (4.2) we obtain
f(t, au) <A4f(t,u), VYa>1, (t,u) e J x RT. “4.3)

It is easy to see that if 0 < «; < 1, a;(t) are nonnegative continuous on J, for i = 0,1,2,...,m, then
ft,u) =31 a;(r)u® satisfy the condition (4.2).
Concerning the boundary value problem (4.1), we have following conclusions.

Theorem 4.1. Suppose the function f (¢, u) satisfy the condition (4.2), it may be singular att = 0 and/or t = 1, and

1
0< / f@, 1 —1)dt < oo. “4.4)
0

Then nonlinear singular boundary value problem (4.1) has an unique solution w(t) in C(1) (| C 2(J). Constructing
successively the sequence of functions

1
h,(t) = / G(t,s)f(s,hy—1(s))ds, n=1,2,..., 4.5)
0

for any initial function ho(t) > 0 (£ 0),t € I, then {h, (t)} must converge to w(t) uniformly on I and the rate of
convergence is

max |, (1) — w(t)| = O (1 _ fo”) , (4.6)
tel

where 0 < N < 1, which depends on the initial function ho(t), G(t, s) as in (2.19).
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Proof. Let
P ={x@®|x() e C),x(t) =0},

1
Fx(t):/ G(t,s)f(s, x(s))ds, Vx(t) € D. 4.7
0

It is easy to see that the operator F': D — P is increasing; From Corollary 2.3 we know that if # € D satisfies
u(t) = Fu(t), tel, (4.8)

then u € C'(I) () C?(J) is a solution of (4.1).
For any x € D, there exist positive numbers 0 < m, < 1 < M, such that

my(1—s)<x(s) <My (1—-5s), sel,
(m)f(s,1=5) < fs,x(5)) < (M) f(s,1—5), sel. 4.9)
By (2.19), (2.20) we have

Gitos) = Bty + —0=D = —n— X By (4.10)
’ k- T L—k(—m 77 '
Gty <t(l—t)+ —9=D ooy <a—n (1 P S s)) @11
T L—k(l—mp) 77~ L—k(l—mp) 77 )" '

Using (4.7), (4.3) and (4.9)—(4.11) and the conditions (4.2), we obtain
1
Fx(t)z(l—t)(mx)q#/ B(n,s)f(s,(1—s)ds, tel, 4.12)
1-k(1-mn)Jo
1
Fx(t) =/ G(t,s)f(s,x(s))ds
0
1 k
_ q - _
< (1 —1)(M,) /O <1 + 1 o n)B(n,s)) f(s,1—s)ds, tel. (4.13)

By (4.4), (4.12) and (4.13) we obtain
F:D — D.
For any hg € D, we let

Iy = sup{l > 0| lho(t) = (Fho)(1),t € I},

Ly, = inf(L > O | (Fho)(r) < Lho(t), 1 € I}, (4.14)
m:min{],(lho)ﬁ}, M:max[],(Lho)ﬁ},
uo(t) = mho(1), un(t) = Fup—1(1), “15)
vo(t) = Mho(t), v, (t) = Fvy,_1(t), n=0,1,2,....
Since the operator F is increasing, from (4.2), (4.14) and (4.15) we know that
up(t) <ur@) < - <up@)--- <vy(t) <--- <) <vo(t), tel (4.16)
For tgo = m/M, from (4.2), (4.7) and (4.15), it can obtained by induction that
un(t) = (1) va(t), te€ln=012,.... @.17)

From (4.16) and (4.17) we know that

0=t p(6) = n(0) = va(0) = n(0) = (1= 0)*") Mho (1), Vi, p (4.18)
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so that there exist function w(¢) € D such that

u,(t) = w(t), v, (t) — w(t), (uniformly on 7), 4.19)
and

u,(t) <w@) <v,(t), tel,n=0,1,2,.... (4.20)
From the operator F is increasing and (4.15) we have

Up+1() = Fuu(t) < Fw(t) < Fv,(t) = vy1(t), n=0,1,2,....

This together with (4.19) and uniqueness of the limit imply that w(¢) satisfy (4.8), hence w(¢) € C L N Ci(J)isa
solution of (4.1).
From (4.5) and (4.15) and the operator F is increasing, we obtain

u,(t) < h,@t) <v,(t), tel,n=0,1,2,..., “4.21)
thus, from (4.18), (4.20) and (4.21) we know

|hn () —w@)| < |hn(t) — up(@©)] + |un () — w(@)]
200, (0) = 0] = (1= (10)"") Mlo(0)],

A

IA

so that
max [, (1) — w(t)| < (1 - (to)q") M max [ho(0)).
tel tel

So that (4.6) holds. [

From h¢(¢) which is arbitrary in D we know that w(¢) is the unique solution of the Eq. (4.8) in D. Suppose w;(¢)
isaCl(D N C2(J) solution of boundary value problem (4.1). Let

zt) =w () — Fw(@®), tel.

Similar to the proof of (2.9) in Section 2 we obtain w;(t) = w(¢), hence w(¢) is the unique solution of Eq. (4.1) in
cliHNCW).

Remark 3. If £(¢, u) is continuous on I x R™, then it is quite evident that the condition (4.4) holds. Hence the unique
solution w(t) € C2(I).
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