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#### Abstract

Alfsen, Shultz, and Størmer have defined a class of normed Jordan algebras called $J B$-algebras, which are closely related to Jordan algebras of self-adjoint operators. We show that the enveloping algebra of a $J B$-algebra can be identified with its bidual. This is used to show that a $J B$-algebra is a dual space iff it is monotone complete and admits a separating set of normal states; in this case the predual is unique and consists of all normal linear functionals. Such $J B$ algebras (" $J B W$-algebras") admit a unique decomposition into special and purely exceptional summands. The special part is isomorphic to a weakly closed Jordan algebra of self-adjoint operators. The purely exceptional part is isomorphic to $C\left(X, M_{3}{ }^{8}\right)$ (the continuous functions from $X$ into $\left.M_{3}{ }^{8}\right)$.


## Introduction

In [3] a $J B$-algebra $A$ is defined as a real Banach space $A$ with product $\circ$ such that $(A, \circ)$ is a Jordan algebra with identity satisfying the norm axioms $\left\|a^{2}\right\|==$ $\|a\|^{2}$ and $\left\|a^{2}\right\| \leqslant\left\|a^{2}+b^{2}\right\|$ for all $a, b \in A$. (In [3] there is a third axiom, $\|a \circ b\| \leqslant\|a\|\|b\|$, which can be shown to be redundant by modifying the proof of the analogous result for $C^{*}$-algebras in [4].)

The example which motivates this definition is the class of $J C$-algebras: norm closed linear spaces of self-adjoint operators on a Hilbert space closed under the Jordan product $a \circ b=\frac{1}{2}(a b+b a)$. (In the sequel we will often refer to a $J C$-algebra with identity as a Jordan operator algebra). Clearly such an algebra is a $J B$-algebra.

Another example of a $J B$-algebra is $M_{3}{ }^{8}$ : the $3 \times 3$ hermitian matrices over the Cayley numbers. It is known that $M_{3}{ }^{8}$ is not isomorphic to any Jordan operator algebra. The main results of [3] show that every $J B$-algebra can be constructed from these two examples in the manner now to be described. The " $J B$-factors" are either isomorphic to $M_{3}{ }^{8}$ or to a Jordan operator algebra. For every $J B$-algebra $A$ there exists a unique Jordan ideal $J$ such that $A / J$ is (isometrically) isomorphic to a Jordan operator algebra and every factor representation of $A$ not annihilating $J$ is onto $M_{3}{ }^{8}$. Thus $A$ will be isomorphic to a Jordan
operator algebra iff this ideal $J$ is $\{0\}$; this is equivalent to requiring that $A$ satisfy a certain polynomial identity.

One might hope that the ideal $J$ would be a direct summand, so that $A$ could be written as a sum of a Jordan operator algebra and a purely exceptional part. However, this is in general not true, as shown by an example in [3]. By analogy with associative operator algebras ( $C^{*}$-algebras), this is not surprising: in general a norm-closed algebra will not split apart with respect to a given property. Howevcr, such desirable behavior is common if instead one works with weakly closed algebras (von Neumann algebras). This it is natural to investigate the corresponding class of $J B$-algebras.
Since a $J B$-algebra cannot in general be represented as an algebra of operators on a Hilbert space, the notion of "weakly closed $J B$-algebra" makes no sense. However, recall that non-spatial characterizations of von Neumann algebras are known. Kadison [15] showed that an abstract $C^{*}$-algebra $\mathscr{A}$ admits a faithful representation as a weakly closed *-algebra of operators iff the self-adjoint part of $\mathscr{A}$ is monotone complete and there exists a separating set of normal states for $\mathscr{A}$. Another characterization is that of Sakai [19] who showed that a $C^{*}$-algebra admits such a representation iff it is a Banach dual space.

Both of these characterizations are possible candidates for the notion of a $J B$-algebra of "weakly closed" character. In $\S 2$ below it is shown that fortunately these conditions are equivalent for $J B$-algebras; a $J B$-algebra satisfying these equivalent conditions is called a $J B W$-algebra in the sequel. In the case of a Jordan operator algebra, these properties are equivalent to the existence of a faithful representation as a weakly closed Jordan operator algebra (a so-called " $J W$-algebra").

The main result of this paper can now be stated. Every $J B W$-algebra $A$ admits a unique decomposition $A=A_{s p} \oplus A_{e x}$ into special and "purely exceptional" parts. Here $A_{\text {sp }}$ will be isomorphic to a $J W$-algebra, and $A_{e x}$ will be isomorphic to $C\left(X, M_{3}{ }^{8}\right)$ : the continuous functions from $X$ into $M_{3}{ }^{8}$, where $X$ is hyperstonean. We remark that $J W$-algebras have been studied extensively by Topping [25, 26] and Stormer [23, 24].
We now briefly will summarize the contents of this paper. In Section 1 the rclationship of the enveloping algebra and bidual of a JB-algebra is investigated, and it is shown that the enveloping algebra (as defined in [3]) can be identified with the bidual. This result is used in $\S 2$ to show that a $J B$-algebra is a Banach dual space iff it is monotone complete and admits a separating set of normal states; in this case the predual is unique. In $\S 3$ the decomposition $A=A_{\mathrm{sp}} \oplus A_{e x}$ is established for $J B W$-algebras. The key result needed to prove this is that if $\varphi: A \rightarrow M_{3}{ }^{8}$ is a surjective homomorphism of a $J B W$-algebra $A$ onto $M_{3}{ }^{8}$ then $A$ contains a copy of $M_{3}{ }^{8}$ as a subalgebra. As a corollary along the way, it is shown that matrix units can always be lifted from the quotient of a von Neumann algebra by a norm closed two-sided ideal. (If the quotient is finite dimensional, this follows from [17]).

## 1. The Enveloping Algebra and Bidual of a JB-Algebra

We will begin by showing that if $A$ is a $J B$-algebra then $A^{* *}$ is also a $J B$ algebra when equipped with the Arens [5] product. A special case of this is already known: if $A$ is a $J C$-algebra then $A^{* *}$ is isomorphic to a $J C$-algebra and thus is a $J B$-algebra [9].

Lemma 1.1. For each $\alpha$ in an index set $I$ let $M_{a}$ be a copy of $M_{3}{ }^{8}$. Then $\left(\sum_{\alpha \in I} M_{\alpha}\right)^{* *}$ is a JB-algebra for the Arens product.

Proof. By $\sum M_{\alpha}$ we mean the $l^{\infty}$-direct sum of the spaces $M_{\alpha}$, i.e., the space of bounded functions from $I$ into $M_{3}{ }^{8}$ with supremum norm and pointwise operations. If $X$ is the Stone-Cech compactification of the discrete space $I$, then $\sum M_{\alpha}$ will be isomorphic to the space $C\left(X, M_{3}{ }^{8}\right)$ of continuous functions from $X$ into $M_{3}{ }^{8}$.

To calculate the bidual of $C\left(X, M_{3}{ }^{8}\right)$ we first represent this space as a tensor product. (See [21] for background. If $E_{1}$ and $E_{2}$ are Banach spaces, $E_{1} \otimes E_{2}$ will denote their algebraic tensor product. The least cross norm whose dual norm is a cross norm will be denoted by $\lambda$; the greatest cross norm by $\gamma$. The completion of $E_{1} \otimes E_{2}$ for a norm $\alpha$ will be written $E_{1} \otimes_{\alpha} E_{2}$.)

If $g=\sum_{1}^{n} f_{i} \otimes m_{i} \in C(X) \otimes M_{3}{ }^{8}$, define $\bar{g} \in C\left(X, M_{3}{ }^{8}\right)$ by $\bar{g}(x)=\sum f_{i}(x) m_{i}$. Then since $M_{3}{ }^{8}$ is finite dimensional, the map $g \rightarrow \bar{g}$ is an algebraic and isometric isomorphism from $C(X) \otimes M_{3}{ }^{8}=C(X) \otimes \otimes_{\lambda} M_{3}{ }^{8}$ onto $C\left(X, M_{3}{ }^{8}\right.$ ) (see [22: p. 355] and [12: p. 90]).

Since $M_{3}{ }^{8}$ is finite dimensional, by a result of Gil de Lamadrid [11: Cor. 5.1], $\left(C(X) \otimes_{\lambda} M_{3}{ }^{8}\right)^{*} \cong C(X)^{*} \otimes_{\gamma}\left(M_{3}{ }^{8}\right)^{*}$ isometrically. Since the dual norm $\gamma^{*}$ of $\gamma$ is $\lambda$, again using finite dimensionality of $M_{3}{ }^{8}$ gives

$$
\left(C(X) \otimes_{\lambda} M_{3}^{8}\right)^{* *} \cong C(X)^{* *} \otimes_{\gamma^{*}}\left(M_{3}^{8}\right)^{* *}=C(X)^{* *} \otimes_{\lambda} M_{3}^{8}
$$

isometrically, and the last expression coincides with the algebraic tensor product $C(X)^{* *} \otimes M_{3}{ }^{8}$. An easy calculation shows that the Arens product on $C(X)^{* *} \otimes$ $M_{3}{ }^{8}$ is the tensor product of the Arens product on each factor, and thus we've established so far that

$$
\left(\sum M_{\alpha}\right)^{* *} \cong\left(C\left(X, M_{3}^{8}\right)\right)^{* *} \cong\left(C(X) \otimes_{\lambda} M_{3}^{8}\right)^{* *} \cong C(X)^{* *} \otimes_{\lambda} M_{3}^{8}
$$

Finally, it is folklore that the bidual of $C(X)$ is algebraically and isometrically isomorphic to $C(Y)$ for some compact Hausdorff space $Y$. (One way to verify this is to note that $C(X)$ is isomorphic to a $J C$-algebra, so $C(X)^{* *}$ is a $J B$-algebra by [9]. Furthermore, since $C(X)$ is associative then $C(X)^{* *}$ is also associative [5: p. 839], and an associative $J B$-algebra is isomorphic to some $C(Y)$ [3:

Prop. 2.3]. Alternatively, this could be derived from the relationship of a $C^{*}$ algebra and its bidual, e.g., [2, pp. 98-99]). Thus

$$
\left(\sum M_{\alpha}\right)^{* *} \cong C(Y) \otimes_{\lambda} M_{3}^{8} \cong C\left(Y, M_{3}^{8}\right)
$$

which completes the proof that $\left(\sum M_{\alpha}\right)^{* *}$ is a $J B$-algebra.
Theorem 1.2. If $A$ is a $J B$-algebra then $A^{* *}$ is a JB-algebra for the Arens product.

Proof. We first note that if the theorem holds for certain $J B$-algebras then it holds for their $J B$-subalgebras and (finite) direct sums. To verify the former, suppose the theorem holds for a $J B$-algebra $A$ and $B$ is a $J B$-subalgebra of $A$ (i.e., a norm closed subalgebra containing an identity). Let $T: B \rightarrow A$ be the injection of $B$ in $A$; then $T^{* *}: B^{* *} \rightarrow A^{* *}$ is isometric and preserves the Arens product [7: Thm. 6.1], so $B^{* *}$ is isomorphic to a $J B$-subalgebra of $A^{* *}$. For direct sums, $\left(A_{1} \oplus A_{2}\right)^{* *} \cong A_{1}{ }^{* *} \oplus A_{2}^{* *}$ (algebraically and isometrically) which establishes the claim above.

Now let $A$ be any $J B$-algebra. By [3: Cor. 5.7, Thm. 8.6], $A$ can be imbedded as a $J B$-subalgebra of $\sum B_{s}\left(H_{\alpha}\right) \oplus M_{\beta}$ where $B_{s}\left(H_{\alpha}\right)$ is all self-adjoint operators on the Hilbert space $H_{\alpha}$ and each $M_{\beta}$ is a copy of $M_{3}{ }^{8}$. In turn $\sum B_{s}\left(H_{\alpha}\right)$ can be imbedded in $B_{s}\left(\Sigma H_{\alpha}\right)$, which is a $J C$-algebra. By [9], the theorem holds for $B_{s}\left(\sum H_{\alpha}\right)$, and by Lemma 1.1 it holds for $\sum M_{B}$. By the remarks above, this proves the theorem holds for the arbitrary $J B$-algebra $A$.

Recall from [3] that the strong topology on $A^{* *}$ is the topology determined by the seminorms $a \mapsto\left\langle a^{2}, \rho\right\rangle^{1 / 2}$ for $0 \leqslant \rho \in A^{*}$. The next lemma shows that weak* and strongly continuous linear functionals on $A^{* *}$ coincide; the argument is that in [20: Thm. 1.8.9] adapted to the present context.

We first make some observations which will be useful in the proof of the lemma. Since the Arens product on $A^{* *}$ is commutative (Theorem 1.2) then multiplication on $A^{* *}$ is weak*-continuous in each variable separately [5]. Thus for each $a \in A^{* *}$ and $\rho \in A^{*}$ there exists a functional in $A^{*}$ which we denote $a \circ \rho$ such that $\langle a \circ b, \rho\rangle=\langle b, a \circ \rho\rangle$ for all $b \in A^{* *}$. Note in particular that the map $a \mapsto a \circ \rho$ will be continuous for the respective weak topologies $w\left(A^{* *}, A^{*}\right)$ and $v\left(A^{*}, A^{* *}\right)$ and so $\left\{a \circ \rho \mid a \in A^{* *},\|a\| \leqslant 1\right\}$ will be a $w\left(A^{*}, A^{* *}\right)$ compact convex circled subset of $A^{*}$ for each $p \in A^{*}$.

Lemma 1.3 A linear functional $\rho$ on the bidual $A^{* *}$ of a $J B$-algebra $A$ is weak*-continuous iff it is strongly continuous.

Proof. If $\rho$ is weak*-continuous then $\rho$ can be identified with an element of $A^{*}$. Therefore, there will exist positive functionals $\rho_{1}$ and $\rho_{2}$ in $A^{*}$ such that $\rho=\rho_{1}-\rho_{2}$ (see, e.g., [1: Prop. II. 1.7]). Now by Schwartz' inequality $\left\langle a, \rho_{i}\right\rangle^{2} \leqslant$
$\left\langle a^{2}, \rho_{i}\right\rangle\left\langle 1, \rho_{i}\right\rangle$ for $i=1,2$ so each $\rho_{i}$ and $\rho=\rho_{1}-\rho_{2}$ are strongly continuous.
Now let $\rho$ be any strongly continuous linear functional on $A^{* *}$. Let $\tau$ denote the Mackey topology on $A^{* *}$ for the duality of $A^{* *}$ and $A^{*}$. We claim $\rho$ is $\tau$-continuous on bounded subsets of $A^{* *}$. Suppose $\left\|a_{\alpha}\right\| \leqslant 1$ and $a_{\alpha} \rightarrow 0$ in the $\tau$-topology. Then for each $\omega \in A^{*},\left\{a_{\alpha} \circ \omega\right\} \subset\{a \circ \omega \mid\|a\| \leqslant 1\}$ and so by definition of the $\tau$-topology,

$$
\left\langle a_{\alpha}^{2}, \omega\right\rangle=\left\langle a_{\alpha}, a_{\alpha} \circ \omega\right\rangle \rightarrow 0 .
$$

Thus $\left\{a_{\alpha}\right\}$ converges strongly to zero, showing that $\left\langle a_{\alpha}, \rho\right\rangle \rightarrow 0$ so $\rho$ is $\tau$-continuous on bounded subsets of $A^{* *}$.

In particular, $\rho^{-1}(0)$ will meet the unit ball in a $\tau$-closed (therefore weak*closed) set, and so by the Krein-Smulian theorem $\rho^{-1}(0)$ is weak ${ }^{*}$-closed. Thus $\rho$ is weak*-continuous.

Theorem 1.4. The enveloping algebra $\tilde{A}$ of a JB-algebra $A$ coincides with the bidual $A^{* *}$.

Proof. By construction (cf. [3]) $\tilde{A}$ is a subspace of $A^{* *}$ containing $A$, with the inherited Arens product. By the bipolar theorem, the unit ball of $A$ is weak*dense (for the natural imbedding) in the unit ball of $A^{* *}$, and so the same is true for the unit ball of $\tilde{A} \supseteq A$. Furthermore, by [3, proof of Thm. 3.10] the unit ball of $\tilde{A}$ is strongly complete, and thus in particular is strongly closed in $A^{* *}$. By Lemma 1.3 it will also be weak*-closed, and so by weak*-density will coincide with the unit ball of $A^{* * *}$. This shows $\tilde{A}=A^{* *}$.

## 2. JB-Algebra Which Are Dual Spaces (JBW-Algebras)

As discussed in the Introduction, our purpose in this section is to establish the equivalence for $J B$-algebras of two properties used by Kadison and Sakai to abstractly characterize von Neumann algebras.

Below $L_{a}$ denotes the map $b \mapsto a \cap b$ and $U_{a}$ denotes the "triple product" map $b \mapsto\{a b a\}=2 a \circ(a \circ b)-a^{2} \circ b$. Recall that in a Jordan algebra an ideal is a subspace invariant under all multiplication maps $L_{a}$.

Lemma 2.1. If $A$ is a JB-algebra then every weak*-closed ideal $J$ of $A^{* *}$ is of the form $U_{c}\left(A^{* *}\right)$ for a central idempotent $c \in A^{* *}$.

Proof. By [3: Lemma 9.1] $J$ will contain an increasing approximate identity $\left\{u_{\alpha}\right\}$, i.e., $0 \leqslant u_{\alpha} \leqslant 1, \alpha \leqslant \beta$ implies $u_{\alpha} \leqslant u_{\beta}$, and $\left\|u_{\alpha} \circ a-a\right\| \rightarrow 0$ for all $a \in J$. Since $A^{* *}=\tilde{A}, A^{* *}$ is monotone complete; let $c$ be the least upper bound of $\left\{u_{\alpha}\right\}$ in $A^{* *}$. Then by [3: Thm. 3.10] $u_{\alpha} \rightarrow c$ strongly. It follows that $c$
is in $J$ and $c^{2}=c$ is an identity for $J$, and thus is also the greatest idempotent in $J$. Since $J$ is an ideal, then

$$
U_{c}\left(A^{* *}\right) \subseteq J=U_{c}(J) \subseteq U_{c}\left(A^{* *}\right)
$$

which shows $J=U_{c}\left(A^{* *}\right)$. Furthermore, if $s^{2}=1, s \in A^{* *}$, then $U_{s}(c)$ is an idempotent in $J$ and so $U_{s}(c) \leqslant c$. Since $U_{s}{ }^{2}=I$, then by positivity of the map $U_{s}$ we have $c=U_{s}{ }^{2}(c) \leqslant U_{s}(c) \leqslant c$ so $U_{s} c=c$. Since this holds for every symmetry $s$, by [3: Lemma 5.3] $c$ is central.

Recall that a $J B$-algebra $A$ is monotone-complete if whenever $\left\{a_{\alpha}\right\} \subseteq A$ is an increasing net bounded above then $a=$ l.u.b. $\left\{a_{\alpha}\right\}$ exists in $A$. (We then write $a_{\alpha} \uparrow$ a.) If $A$ is a monotone complete $J B$-algebra we say $\rho \in A^{*}$ is normal if whenever $a_{\alpha} \uparrow a$ then $\langle a, \rho\rangle=\lim \left\langle a_{\alpha}, \rho\right\rangle$. Note that the subspace of normal linear functionals in $A^{*}$ is norm closed.

Lemma 2.2. Let $A$ be a monotone complete $J B$-algebra, and $N$ the space of normal linear functionals in $A^{*}$. Then for each $a \in A, L_{a}^{*}(N) \subseteq N$.

Proof. By virtue of the easily verified identity $L_{a}=\frac{1}{2}\left(U_{1+a}-U_{a}-I\right)$ it suffices to show $U_{a}^{*}(N) \subseteq N$ for each $a \in A$. Suppose $\left\{b_{\alpha}\right\} \subseteq A$ and $b_{\alpha} \uparrow b$; we must show that for each $\rho \in N\left\langle b, U_{a}^{*} \rho\right\rangle=\lim \left\langle b_{\alpha}, U_{a}^{*} \rho\right\rangle$. Clearly it suffices to show $U_{a} b_{\alpha} \uparrow U_{a} b$.

If $a$ is invertible then by [3: Prop. 2.5, Prop. 2.7] $U_{a}$ and $U_{a}^{-1}=U_{a^{-1}}$ are positive so $U_{\mathfrak{a}}$ is an order automorphism of $A$ and the result follows. Now for arbitrary $a \in A$ choose $\lambda>0$ in $\mathbb{R}$ such that both $\lambda 1+a$ and $\lambda 1-a$ are invertible; then

$$
\begin{equation*}
U_{\lambda 1+a} b_{\alpha} \uparrow U_{\lambda 1+a} b, \quad \text { and } \quad U_{\lambda 1-a} b_{\alpha} \uparrow U_{\lambda 1-a} b \tag{*}
\end{equation*}
$$

Now for each $c \in A$ from the definition of $U_{\lambda 1+c}$ it easily follows that $U_{\lambda 1+c}=$ $\lambda^{2} I+2 \lambda L_{c}+U_{c}$. Using this identity and adding the expressions in (*) gives

$$
2 \lambda^{2} b_{\alpha}+2 U_{a} b_{\alpha} \uparrow 2 \lambda^{2} b+2 U_{a} b
$$

(Note that in general $c_{\alpha} \uparrow c, d_{\alpha} \uparrow d$ implies $\left(c_{\alpha}+d_{\alpha}\right) \uparrow(c+d)$.) Since by assumption $b_{\alpha} \uparrow b$, then $U_{a} b_{\alpha} \uparrow U_{a} b$ follows, completing the proof.

Theorem 2.3. Let $A$ be a JB-algebra. Then $A$ is isometrically isomorphic to a Banach dual space iff $A$ is monotone complete and admits a separating set of normal states. If one of these equivalent conditions holds, then the predual of $A$ is unique and consists of the space $N$ of normal linear functionals in $A^{*}$ (for the natural pairing of $A$ and $N$ ).

Proof. (1) Assume first that $A$ is a dual space with predual $A_{*}$; we will show $A$ is monotone complete. Observe first that the positive cone $A^{+}$is weak*-
closed. (By the Krein-Smulian theorem it suffices to show the order interval $[0,1]=A^{+} \cap A_{1}$ is weak*-closed; this follows from weak*-compactness of $A_{1}=[-1,1]$ and the fact that $a \mapsto \frac{1}{2}(a+1)$ is a homomorphism of $[-1,1]$ onto $[0,1]$.) Now $A$ is an order unit space with weak*-closed positive cone, so by [10: Thm. 8] $A_{*}$ is positively generated, i.e., $A_{*}=\left(A_{*}\right)^{+}-\left(A_{*}\right)^{+}$.

Now suppose $\left\{a_{\alpha}\right\}$ is a bounded increasing net in $A$. Then for $0 \leqslant \rho \in A_{*}$, the net $\left\langle a_{\alpha}, \rho\right\rangle$ converges so $\left\{a_{\alpha}\right\}$ is weak*-Cauchy. Assume without loss of generality that $\left\|a_{\alpha}\right\| \leqslant 1$ for all $\alpha$. Since $A_{1}$ is weak*-compact and thus complete, $a_{\alpha}$ converges weak* to say $a \in A$. Since $A^{+}$is weak*-closed, it follows that the order in $A$ is determined by the functionals in $\left(A_{*}\right)^{+}$. Thus $a=$ l.u.b. $\left\{a_{\alpha}\right\}$, and each functional in $\left(A_{*}\right)^{+}$is normal. This shows $A$ is monotone complete with a separating set of normal states.
(2) Conversely, suppose $A$ is monotone complete with a separating set of normal states; we will show $A=N^{*}$ for the natural pairing. By Lemma 2.2 $L_{a}^{*}(N) \subseteq N$ for each $a \in A$. Let $J=N^{0}$ (the polar of $N$ in $A^{* *}$ ); then $L_{a}(J) \subseteq J$ for each $a \in A \subseteq A^{* *}$. Now by separate weak*-continuity of multiplication on $A^{* *}$, weak*-density of $A$ in $A^{* *}$, and the fact that $J$ is weak*-closed, we can conclude that $L_{a}(J) \subseteq J$ holds for all $a \in A^{* *}$, so $J$ is an ideal in $A^{* *}$. By Lemma 2.1 there exists a central idempotent $d \in J$ such that $J=U_{d}\left(A^{* *}\right)$. Let $c=$ $1-d$; we will show that $U_{c}$ is an isomorphism from $A$ onto $U_{c}\left(A^{* *}\right)$, and that the latter can be identified with $N^{*}$.

The argument in the proof of [3: Prop. 5.6] shows that $U_{c}$ is a Jordan homomorphism. Since $c$ is central then $U_{c}+U_{1-c}=I$, so ker $U_{c}=\operatorname{im} U_{1-c}=J=$ $N^{\circ}$. Since by assumption the normal states on $A$ separate elements of $A$, then $A \cap N^{\circ}=\{0\}$, so $U_{c}$ is one-to-one on $A$. By [3: Lemma 9.3] $U_{c}$ is an isometry of $A$ into $U_{c}\left(A^{* *}\right)$. We will now show that $U_{c}(A)-U_{c}\left(A^{* *}\right)$.

We first show that the image $U_{c}(A)$ is monotone closed in $A^{* *}$, i.e., if $\left\{b_{\alpha}\right\} \subseteq$ $U_{c}(A)$ and $b_{\alpha} \uparrow b \in A^{* *}$ then $b \in U_{c}(A)$. Since $U_{c}$ is an isometry, it suffices to show that if $\left\{a_{\alpha}\right\} \subseteq A$ and $a_{\alpha} \uparrow a$ (l.u.b. in $A$ ) then $U_{\mathrm{c}} a_{\alpha} \uparrow U_{\mathrm{c}} a$ in $A^{* *}$. Let $b$ be the l.u.b. of $\left\{U_{c} a_{\alpha}\right\}$ in $A^{* *}$. Let $U_{c}^{*}$ denote the dual map of $U_{c}$ for the pairing of $A^{* *}$ and $A^{*}$. Then $\operatorname{im} U_{c}^{*}=\left(\operatorname{ker} U_{c}\right)^{\circ}=N^{\circ \circ}=N$. Thus for each $\rho \in A^{*}$, we have $U_{c}^{*} \rho \in N$ and so

$$
\left\langle U_{c} a_{\alpha}, \rho\right\rangle=\left\langle a_{\alpha}, U_{c}^{*} \rho\right\rangle \rightarrow\left\langle a, U_{c}^{*} \rho\right\rangle=\left\langle U_{c} a, \rho\right\rangle
$$

which shows $U_{c} a_{\alpha} \rightarrow U_{c} a$ weak*. Now $U_{c} a_{\alpha} \uparrow b$ implies $U_{c} a_{\alpha} \rightarrow b$ weak* [3: Thm. 3.10] which shows $U_{c} a_{\alpha} \uparrow U_{c} a=b$, proving $U_{c}(A)$ is monotone closed in $A^{* *}$.

It now follows that $\left\{b \in A^{* *} \mid U_{c} b \in U_{c}(A)\right\}$ is monotone closed in $A^{* *}$, and clearly contains $A$. Now as observed in [3, end of §3] the argument in [18: Lemma 1] can be Jordanized to show that the monotone closure of $A$ in $A^{* *}$ is $\tilde{A}\left(=A^{* *}\right.$ by Theorem 1.4). Thus $U_{c}\left(A^{* *}\right)=U_{c}(A)$ as claimed.

Finally, the restriction map is an isometric isomorphism from $U_{c}\left(A^{* *}\right)$ onto $\left(U_{c}^{*}\left(A^{*}\right)\right)^{*}=N^{*}$, so $\left.a \mapsto U_{\mathrm{c}} a \mapsto U_{\mathrm{c}} a\right|_{N}$ is an isometry of $A$ onto $N^{*}$. Furthermore, for $\rho \in N, U_{c}^{*} \rho=\rho$ implies $\left\langle U_{c} a, \rho\right\rangle=\left\langle a, U_{c}^{*} \rho\right\rangle=\langle a, \rho\rangle$, so $A$ is the dual space of $N$ for the natural pairing.
(3) To complete the proof of the theorem, suppose $A$ satisfies one of the equivalent conditions above. Let $A_{*}$ be any predual of $A$ and let $\varphi$ be the natural imbedding of $A_{*}$ in $\left(A_{*}\right)^{* *}=A^{*}$. The argument in (1) shows each functional in $A_{*}$ is normal so $\varphi\left(A_{*}\right) \subseteq N$. In (2) we showed that $A=N^{*}$. Since $\varphi\left(A_{*}\right)$ is norm closed in $A^{*}$, by the Hahn-Banach theorem $\varphi\left(A_{*}\right)=N$ follows.

Remark. Note that (1) of the proof above shows that if a $J B$-algebra $A$ is a dual space (i.e., $A$ is a $J B W$-algebra) then every normal linear functional in $A^{*}$ is the difference of normal positive linear functionals.

Corollary 2.4. Let $A$ be a JC-algebra; then the following are equivalent:
(i) $A$ is monotone complete and admits a separating set of normal states;
(ii) $A$ is a Banach dual space;
(iii) A can be faithfully represented as a weakly closed Jordan algebra of self-adjoint operators (" $J W$-algebra").
Proof. (i) implies (ii) follows from Theorem 2.3. (ii) implies (iii): By [9] there exists an isometric isomorphism of $A^{* *}$ onto a weakly closed $J C$-algebra which is a homeomorphism for the weak* and weak operator topologies, respectively. Now in part (2) of the proof of Theorem 2.3, it was shown that there exists a central idempotent $c$ in $A^{* *}$ such that $A \cong U_{c}\left(A^{* *}\right)$. The latter is weak*closed (thus weak operator closed in the representation mentioned above), and this shows (ii) implies (iii).

Finally, (iii) implies (i) follows at once from the fact that $B_{s}(H)$ is monotone complete and admits a separating set of normal states.

## 3. Decomposition of a JBW-Algebra into Special and Exceptional Summands

We are going to show that every $J B W$-algebra $A$ admits a unique decomposition $A=A_{s p} \oplus A_{e x}$ into special and "purely exceptional" summands. We will also classify purely exceptional JBW-algebras. The key result used in proving these results is Proposition 3.8, which shows that every homomorphism from a $J B W$-algebra onto $M_{3}{ }^{8}$ splits. That is, if $\varphi: A \rightarrow M_{3}{ }^{8}$ is a homomorphism from $A$ onto $M_{3}{ }^{8}$ then there is a subalgebra $A_{0} \subseteq A$ such that $\varphi$ restricted to $A_{0}$ is an isomorphism of $A_{0}$ onto $M_{3}{ }^{8}$.
We will need to establish that Jordan matrix units can be lifted from any quotient of a $J B W$-algebra. We begin with several results on lifting symmetries.

Recall that an element $s$ of a $J B$-algebra is a symmetry if $s^{2}=1$. We say $s$ is a partial symmetry if $s^{2}$ is an idempotent; more specifically, if $s$ is a partial symmetry with $s^{2}=e$ then we say $s$ is an $e$-symmetry. Note that in this case $s$ and $s^{2}=e$ are compatible (cf. [3: §4]) and so representing the norm closed associative subalgebra generated by $s, e, 1$ as $C(X)$ [3: Prop. 2.3, Lemma 5.2] $e \circ s=s$ follows, and so $s$ will lie in the subalgebra $\{e A e\}$. Note also that if $A$ is a $J B W$ algebra and $e^{2}=e \in A$ then by [3: Prop. 4.11] $A_{e}=\{e A e\}$ is a $J B$-algebra which is monotone complete and admits a separating set of normal states. Thus by Theorem 2.3, $A_{e}$ will be a $J B W$-algebra.

We will say elements $a, b$ in a $J B$-algebra are orthogonal when $a \circ b=0$. Lemmas 3.1, 3.2, 3.3 give some elementary properties of this relation.

Lemma 3.1. Let $s, t$ be symmetries in a $J B$-algebra $A$ and let $x \in A$. Then
(i) $s \circ x=0$ iff $U_{s} x=-x$ iff $\frac{1}{2}\left(I-U_{s}\right) x=x$;
(ii) $s \circ x=0$ implies $x^{2}$ and $s$ are compatible;
(iii) $s \circ t=0$ implies $U_{s} U_{t}=U_{t} U_{s}$.

Proof. For (i) and (ii) recall that the subalgebra generated by $1, s, x$ is special (by the theorem of Shirshov-Cohn [13: p. 48]). Now (i) follows from the observation that in an associative algebra if $s^{2}=1$ then $s x+x s=0$ is equivalent to $s x s+x=0$. In the same associative context $s x+x s=0$ implies that $s$ and $x$ anti-commute so $s$ and $x^{2}$ commute. Define an idempotent $e$ by $e=\frac{1}{2}(s+1)$; then $e$ and $x^{2}$ commute so

$$
e x^{2} e+(1-e) x^{2}(1-e)=x^{2}
$$

By [3: Lemma 2.11] this implies $c$ and $x^{2}$ (thus $s$ and $x^{2}$ ) are compatible, which proves (ii).

To prove (iii), let $s \circ t=0$. Then using (i) and the identity

$$
\begin{equation*}
U_{a} U_{b} U_{a}=U_{\{a b a\}} \tag{3.1}
\end{equation*}
$$

([13: p. 52]), we get

$$
U_{s} U_{t} U_{s}=U_{(s t s)}=U_{-t}=U_{t}
$$

Since $U_{s}{ }^{2}=I, U_{s} U_{t}=U_{t} U_{s}$ follows.
Lemma 3.2. Let e and f be orthogonal idempotents in a JB-algebra and let se $a n(e+f)$-symmetry. Then $(e-f) \circ s=0$ iff $\{s e s\}=f$.

Proof. If $(e-f) \circ s=0$ then by Lemma 3.1, $\{s(e-f) s\}=-(e-f)$. Since $s$ is an $(e+f)$-symmetry then $\{s(e+f) s\}=s^{2}=e+f$. Adding gives $\{$ ses $\}=f$.

Conversely, assume $\{s e s\}=f$. Then subtracting $\{s(e+f) s\}=e+f$ from $2\{s e s\}=2 f$ gives $\{s(e-f) s\}=f-e$ which by Lemma 3.1 implies $(e-f) \circ s=$ 0 .

We will say a partial symmetry sexchanges idempotents $e$ and $f$ if $\{$ ses $\}=f$ and $\{s f s\}=e$. Note that if $s$ is a $g$-symmetry with $g \geqslant e$ and $g \geqslant f$, then $\{s e s\}=f$ is equivalent to $\{s f s\}=e\left(\right.$ since $U_{s}{ }^{2}=I$ on the subalgebra $\left.\{g A g\}\right)$.

Lemma 3.3. Let $e$ and $f$ be orthogonal idempotents in a JB-algebra, and let $s$ be an $(e+f)$-symmetry which exchanges $e$ and $f$. Let $e_{1} \leqslant e$ be an idempotent and define $f_{1}=\left\{s e_{1} s\right\}$ and $t=\left\{\left(e_{1}+f_{1}\right) s\left(e_{1}+f_{1}\right)\right\}$. Then $f_{1}$ is an idempotent with $f_{1} \leqslant f$ and $t$ is an $\left(e_{1}+f_{1}\right)$-symmetry which exchanges $e_{1}$ and $f_{1}$.

Proof. Straightforward calculation.
The next lemmas concern lifting symmetries and idempotents from a quotient of a $J B W$-algebra.

Lemma 3.4. Let $\varphi: A \rightarrow B$ be a homomorphism from a JBW-algebra $A$ onto a $J B$-algebra $B$. If $x \in B$ is an idempotent (or a symmetry) then there exists an idempotent (respectively, symmetry) $e \in A$ such that $\varphi(e)=x$.

Proof. Let $x^{2}=x \in B$ and choose $a \in A$ such that $\varphi(a)=x$. Choose bounded continuous functions $f$ and $g$ with $f(0)=g(0)=0, f(1)=g(1)=1$, and such that

$$
f \leqslant \chi_{[1 / 2,1]} \leqslant g
$$

(pointwise on $\mathbb{R}$ ). Note that $f(x)=g(x)=x$ since the spectrum of $x$ is $\{0,1\}$. Let $e=X_{[1 / 2,1]}(a)$, so that $e^{2}=e$. Then

$$
x=f(\varphi(a))=\varphi(f(a)) \leqslant \varphi(e) \leqslant \varphi(g(a))=g(\varphi(a))=x
$$

so $\varphi(e)=x$ as required.
The corresponding result for symmetries follows from the fact that $\varphi(1)=1$ and the one-to-one correspondence of idempotents and symmetries given by the map $e \mapsto 2 e-1$. 【

The following result is the key technical lemma.
Lemma 3.5. Let $\varphi: A \rightarrow B$ be as above. Let $u_{1}, u_{2}, \ldots, u_{n+1}(n \geqslant 1)$ be orthogonal symmetries in $B$ and $s_{1}, s_{2}, \ldots, s_{n}$ orthogonal symmetries in $A$ such that $\varphi\left(s_{i}\right)=u_{i}$ for $i \leqslant n$. Then there exists an idempotent $e \in A$ and orthogonal $e$ symmetries $t_{1}, t_{2}, \ldots, t_{n+1}$ such that
(i) $\varphi(e)=1$ and $\varphi\left(t_{i}\right)=u_{i}$ for $i \leqslant n+1$;
(ii) $e$ is compatible with $s_{1}, \ldots, s_{n}$ and $t_{i}=\left\{e s_{i} e\right\}$ for $i \leqslant n$.

Proof. We begin by choosing an element $b \in A$ such that $\varphi(b)=u_{n+1}$. We will modify $b$ to fit our needs, keeping the same image $u_{n+1}$ at each stage.

We first modify $b$ so that it becomes orthogonal to $s_{1}, \ldots, s_{n}$. Define

$$
c=\frac{1}{2}\left(I-U_{s_{1}}\right) \frac{1}{2}\left(I-U_{s_{2}}\right) \cdots \frac{1}{2}\left(I-U_{s_{n}}\right) b .
$$

Observe that each map $\frac{1}{2}\left(I-U_{s_{i}}\right)$ is idempotent and commutes with each $\frac{1}{2}\left(I-U_{s_{i}}\right)$; it follows that $\frac{1}{2}\left(I-U_{s_{i}}\right) c=c$ for $i \leqslant n$; by Lemma 3.1 this implies $s_{i} \circ c=0$ for $i \leqslant n$.

We next define $e=r\left(c^{2}\right)$. (Recall from [3: Prop. 4.7] that for $0 \leqslant a \in A, r(a)$ is the smallest idempotent $p$ such that $a \leqslant \lambda p$ for some $\lambda \in \mathbb{R}$. Also $r(a)=$ $\chi_{(0, \infty)}(a)$ so $r(a)$ is bicompatible with $a$ (that is, compatible with each $x$ compatible with $a$ ).)

We now define

$$
t_{i}=\left\{e s_{i} e\right\} \quad i \leqslant n ; \quad t_{n+\mathbf{1}}=r_{e}\left(c^{+}\right)-r_{\ell}\left(c^{-}\right)
$$

where the subscript $e$ denotes that $r\left(c^{ \pm}\right)$is to be calculated in the $J B W$-subalgebra $A_{e}$. (Note $e=\chi_{\mathbb{R} \backslash\{0\}}(c)$ so $e \circ c=c$; thus $c \in A_{e}$ so that $r_{e}\left(c^{ \pm}\right)$is defined.)

We now verify that $e, t_{1}, \ldots, t_{n+1}$ satisfy the requirements of the lemma. First observe that $s_{i} \circ c=0$ implies that $c^{2}$ and $s_{i}$ are compatible for $i \leqslant n$ by Lemma 3.1. Therefore, $e=r\left(c^{2}\right)$ and $s_{i}$ are compatible. Calculating in the associative algebra gencrated by $e$ and a fixed $s_{i}$ (cf. [3: Lemma 5.2]) we find $t_{i}{ }^{2}=\left\{e s_{i} e\right\}^{2}=e$ so that each $t_{i}$ is an $e$-symmetry for $i \leqslant n$. For $i=n+1$ we have (calculating in $A_{e}$ )

$$
t_{n+1}^{2}=\left(\chi_{(0, \infty)}-\chi_{(-\infty, 0}\right)^{2}(c)=\chi_{\mathbb{R} \backslash\{0\}}(c)=\chi_{(0, \infty)}\left(c^{2}\right)=r_{e}\left(c^{2}\right)=e
$$

showing that $t_{n+1}$ is also an $e$-symmetry.
To verify that $t_{1}, \ldots, t_{n}$ are orthogonal, note that by the identity (3.1) for $i, j \leqslant n$

$$
U_{t_{i}} t_{j}=U_{\left\{e s_{i} e\right.} t_{j}=U_{e} U_{s_{i}} U_{e}\left(U_{e} s_{j}\right)
$$

Since $e$ and $s_{i}$ are compatible, then by definition $e$ and $s_{i}$ operator commute (i.e., left multiplication by $e$ and $s_{i}$ commute) and so $U_{e}$ and $U_{s_{i}}$ commute. Combining this fact with $U_{e}{ }^{2}=U_{e}$ we have $U_{t_{i}} t_{j}=U_{e} U_{s_{i}} s_{j}$. By hypothesis $s_{i} \circ s_{j}=0$, and so by Lemma 3.1 for $i=j$ :

$$
U_{t_{i}} t_{j}=U_{e} U_{s_{i}} s_{j}=-U_{e} s_{j}=-t_{j}
$$

By Lemma 3.1 again we conclude $t_{i} \circ t_{j}=0$ for $i \neq j, i, j \leqslant n$.
To show $t_{n+1}$ is orthogonal to $t_{1}, \ldots, t_{n}$, note first that $t_{i}(i \leqslant n)$ and $c$ are orthogonal since (using $c \circ s_{i}=0$ ):

$$
U_{t_{i}} c=U_{e} U_{s_{i}} U_{e} c=U_{e} U_{s_{i}} c=-U_{e} c=-c .
$$

Since each $t_{i}$ is an $e$-symmetry then each map $U_{t_{i}}(i \leqslant n)$ is an automorphism of $A_{e}$. Thus for $i \leqslant n$

$$
\begin{aligned}
U_{t_{i}} t_{n+1} & =U_{t_{i}}\left(r_{e}\left(c^{+}\right)-r_{e}\left(c^{-}\right)\right)=r_{e}\left(U_{t_{i}}\left(c^{+}\right)\right)-r_{e}\left(U_{t_{i}}\left(c^{-}\right)\right) \\
& =r_{e}\left(c^{-}\right)-r_{e}\left(c^{+}\right)=-t_{n+1} .
\end{aligned}
$$

By Lemma 3.1 this proves $t_{i} \circ t_{n+1}=0$ for $i \leqslant n$.
There remains only to show $e, t_{1}, \ldots, t_{n+1}$ have the appropriate images in $B$. It is easily verified that $\varphi(c)=u_{n+1}$. Since by [3: Lemma 4.6] $c^{2} \leqslant\left\|c^{2}\right\| r\left(c^{2}\right)=$ $\left\|c^{2}\right\| e$ then

$$
\left\|c^{2}\right\| \varphi(e) \geqslant \varphi\left(c^{2}\right)=u_{n+1}^{2}=1
$$

Since $\varphi(e)$ is an idempotent, this implies $\varphi(e)=1$. Therefore, for $i \leqslant n \varphi\left(t_{i}\right)=$ $\left\{\varphi(e) \varphi\left(s_{i}\right) \varphi(e)\right\}=u_{i}$. We will thus be finished if we show that $\varphi\left(t_{n+1}\right)=u_{n+1}$.

Observe that $t_{n+1}=r_{e}\left(c^{+}\right)-r_{e}\left(c^{-}\right)$is compatible with $c$ and satisfies $t_{n+1} \circ|c|=c$. Since by [3: Lemma 5.2] $c,|c|, t_{n+1}$ generate an associative subalgebra the same is true for their images in $B$, and so $\varphi\left(t_{n+1}\right), \varphi(|c|)$, and $\varphi(c)=$ $u_{n+1}$ are compatible. Also $t_{n+1}=e$ implies $p\left(t_{n+1}\right)^{2}=\varphi(e)^{2}=1$, so $\varphi\left(t_{n+1}\right)$ is a symmetry in $B$. Now

$$
u_{n \mid 1}=\varphi(c)=\varphi\left(t_{n+1} \circ|c|\right)=\varphi\left(t_{n+1}\right) \circ \varphi(|c|) .
$$

Since the elements lie in an associative subalgebra of $B$ and $\varphi\left(t_{n+1}\right)^{2}=1$ then

$$
\varphi(|c|)=u_{n+1} \circ \varphi\left(t_{n+1}\right) .
$$

The right side is the product of compatible symmetries, and so is itself a symmetry. The left side has positive spectrum and so both sides must equal 1 . This implies $u_{n+1}=\varphi\left(t_{n+1}\right)$ which finishes the proof.

The following result is not much more than a reformulation of Lemma 3.5.
Lemma 3.6. Let $\varphi: A \rightarrow B$ be as above. Let $x$ and $y$ be orthogonal idempotents in $B$ and $x-y, u_{1}, u_{2}, \ldots, u_{n}$ orthogonal $(x+y)$-symmetries. Let $e_{0}$ and $f_{0}$ be orthogonal idempotents in $A$ with $\varphi\left(e_{0}\right)=x, \varphi\left(f_{0}\right)=y$. Then there exist idempotents $e \leqslant e_{0}, f \leqslant f_{0}$ and orthogonal ( $e+f$ )-symmetries $e-f, t_{1}, \ldots, t_{n}$ such that $\varphi(e)=x, \varphi(f)=y, \varphi\left(t_{i}\right)=u_{i}$ for $i \leqslant n$.

Proof. We proceed by induction on the number $n$ of symmetries. The result is trivial if $n=0$. Now assume the lemma holds for a certain value of $n \geqslant 0$; we will show it holds for $n+1$.
Thus let $x, y, u_{1}, \ldots, u_{n+1}, e_{0}, f_{0}$ be given as above. By the induction hypothesis there will exist idempotents $e^{\prime} \leqslant e_{0}, f^{\prime} \leqslant f_{0}$ and orthogonal $\left(e^{\prime}+f^{\prime}\right)$-symmetries $e^{\prime}-f^{\prime}, s_{1}, \ldots, s_{n}$ such that $\varphi\left(e^{\prime}\right)=x, \varphi\left(f^{\prime}\right)=y, \varphi\left(s_{i}\right)=u_{i}$ for $i \leqslant n$.

We now apply Lemma 3.5 to the $J B W$-algebra $A_{0}=\left\{\left(e^{\prime}+f^{\prime}\right) A\left(e^{\prime}+f^{\prime}\right)\right\}$ and the $J B$-algebra $B_{0}=\{(x+y) B(x+y)\}$. Note that $e^{\prime}-f^{\prime}, s_{1}, \ldots, s_{n}$ and $x-y, u_{1}, \ldots, u_{n+1}$ are orthogonal symmetries in $A_{0}$ and $B_{0}$, respectively. Thus there will exist an idempotent $d \in A_{0}$ compatible with $x-y, s_{1}, \ldots, s_{n}$ and orthogonal $d$-symmetries $t_{0}, t_{1}, \ldots, t_{n+1}$ such that $t_{0}=\left\{d\left(e^{\prime}-f^{\prime}\right) d\right\}, t_{i}=\left\{d s_{i} d\right\}$ for $1 \leqslant i \leqslant n, \varphi\left(t_{0}\right)=x-y, \varphi\left(t_{i}\right)=u_{i}$ for $1 \leqslant i \leqslant n+1$, and $\varphi(d)=x+y$.

Now define $e=\left\{d e^{\prime} d\right\}, f=\left\{d f^{\prime} d\right\}$; note $e+f=d$. Since $d \in A_{0}=A_{e^{\prime}+f^{\prime}}$ then $d$ is compatible with $e^{\prime}+f^{\prime}$ as well as with $e^{\prime}-f^{\prime}$, and so is compatible with $e^{\prime}$ and $f^{\prime}$. It follows that $e$ and $f$ are idempotents with $e \leqslant e^{\prime} \leqslant e_{0}$ and $f \leqslant f^{\prime} \leqslant f_{0}$. Note $t_{0}=e-f$, so $e-f, t_{1}, \ldots, t_{n+1}$ are the desired orthogonal $(e+f)$-symmetries.

The following result will not be needed in the sequel but seems of interest in its own right. Recall that a set $\left\{e_{i j}\right\}_{i, j-1}^{n}$ of elements in a $C^{*}$-algebra is a set of matrix units if $e_{i j}^{*}=e_{i j}$ and $e_{i j} e_{k l}=\delta_{j k} e_{i l}$ for all $i, j, k, l$. (We do not require $\sum e_{i i}=1$.) The following corollary shows that matrix units can always be lifted from a quotient of a von Neumann algebra by a norm-closed two-sided ideal.

Corollary 3.7. Let $\varphi: \mathscr{A} \rightarrow \mathscr{B}$ be $a^{*}$-homomorphism from a von Neumann algebra $\mathscr{A}$ onto a $C^{*}$-algebra $\mathscr{B}$. If $\left\{x_{i j}\right\}_{i, j=1}$ is a set of matrix units in $\mathscr{B}$ then there exists a set $\left\{e_{i j}\right\}_{i, j=1}$ of matrix units in $\mathscr{A}$ such that $\varphi\left(e_{i j}\right)=x_{i j}$ for all $i, j$.

Proof. Let $A$ and $B$ be the self-adjoint parts of $\mathscr{A}$ and $\mathscr{B}$, respectively. (Note that $A$ is a $J B W$-algebra, $B$ is a $J B$-algebra, and $\varphi: A \rightarrow B$ is a Jordan homomorphism of $A$ onto $B$.) Define $u_{j}=x_{1 j}+x_{j 1}$ for $2 \leqslant j \leqslant n$. Observe that $x_{\mathbf{1 1}}-x_{j j}$ and $u_{j}$ are orthogonal $\left(x_{11}+x_{j j}\right)$-symmetries for each $j$.

Our immediate goal to to find orthogonal idempotents $e_{11}, \ldots, e_{n n}$ and $\left(e_{11}+e_{j j}\right)$-symmetries $s_{j}$ which exchange $e_{11}$ and $e_{j j}$ and such that $\varphi\left(e_{j j}\right)=x_{j j}$, $\varphi\left(s_{j}\right)=u_{j}$ for all $j$. We will do this in three steps.

Step 1. Choose orthogonal idempotents $f_{1}, \ldots, f_{n}$ mapping onto $x_{11}, \ldots, x_{n n}$ respectively. (To do this, begin by using Lemma 3.4 to choose an idempotent $f_{1}$ mapping onto $x_{11}$. Having chosen $f_{1}, \ldots, f_{k}$ choose an idempotent $f_{k+1}$ in $\left(1-f_{1}-\cdots-f_{k}\right) A\left(1-f_{1}-\cdots-f_{k}\right)$ which maps onto $x_{k+1, k+1} \in\left(1-x_{11}-\right.$ $\left.\cdots-x_{k k}\right) A\left(1-x_{11}-\cdots-x_{k k}\right)$; then $f_{k+1}$ is orthogonal to $f_{1}, \ldots, f_{k}$ and thus inductively we can find $f_{1}, \ldots, f_{n}$ ).

Step 2. For each $j \geqslant 2$ note that since $x_{11}-x_{j j}$ and $u_{j}$ are $\left(x_{11}+x_{j j}\right)$ symmetries and are orthogonal, by Lemma 3.6 we can choose idempotents $g_{j} \leqslant f_{1}, h_{j} \leqslant f_{j}$ and a $\left(g_{j}+h_{j}\right)$-symmetry $t_{j}$ orthogonal to $g_{j}-h_{j}$ with $\varphi\left(g_{j}\right)=$ $\varphi\left(f_{1}\right)=x_{11}, \varphi\left(h_{j}\right)=\varphi\left(f_{j}\right)=x_{j j}, \varphi\left(t_{j}\right)=u_{j}$. By making these choices in succession we can also arrange that $g_{2} \geqslant g_{3} \geqslant \cdots \geqslant g_{n}$.

Step 3. We now define $e_{11}=g_{n}, e_{j j}=\left\{t_{j} e_{11} t_{j}\right\}$ for $j \geqslant 2$, and $s_{j}=$ $\left\{\left(e_{11}+e_{j j}\right) t_{j}\left(e_{11}+e_{j j}\right)\right\}$. By Lemma 3.3, $e_{11}, \ldots, e_{n n}$ and $s_{2}, \ldots, s_{n}$ satisfy the conditions described above.

We define in addition $s_{1}=e_{11}$. Then for all $j \geqslant 1, s_{j}$ is a partial symmetry which exchanges $e_{11}$ and $e_{j j}$.

Finally, for $i \neq j$ we define

$$
e_{i j}=e_{i i} s_{i} e_{11} s_{j} e_{j j} \in \mathscr{A}
$$

Note that the same equation holds when $i=j$. It is now easily verified that $\left\{e_{i j}\right\}$ is a set of matrix units which $\varphi$ maps onto $\left\{x_{i j}\right\}$.
The following is the main result needed to achieve the decomposition we are after.

Proposition 3.8. Let $A$ be a $J B W$-algebra and $\varphi$ a homomorphism from $A$ onto $M_{3}{ }^{8}$. Then there exists a subalgebra $A^{\prime}$ of $A$ such that $\left.\varphi\right|_{A^{\prime}}$ is an isomorphism of $A^{\prime}$ onto $M_{3}{ }^{8}$.

Proof. Recall that $M_{3}{ }^{8}$ is the self-adjoint part of the matrix algebra $M_{3}(\mathcal{O})$, where $\mathcal{O}=$ Cayley numbers. Let $\left\{E_{i j}\right\}_{i, j=1}$ be the usual matrix units of $M_{s}(\mathcal{O})$.
Now choose orthogonal idempotents $f_{2}$ and $f_{3}$ in $A$ and an $\left(f_{2}+f_{3}\right)$-symmetry $t$ exchanging $f_{2}$ and $f_{3}$ such that $\varphi\left(f_{2}\right)=E_{22}, \varphi\left(f_{3}\right)=E_{33}$ and $\varphi(t)=E_{23}+E_{32}$. (For details see steps 1 and 2 of the proof of Corollary 3.7.) Define $f_{1}=1-f_{2}-$ $f_{3}$ so that $f_{1}$ is an idempotent orthogonal to $f_{2}$ and $f_{3}$ and satisfies $\varphi\left(f_{1}\right)=E_{11}$.

Now let $1, a_{1}, \ldots, a_{7}$ be a basis of $\mathcal{O}$ such that $\vec{a}_{i}=-a_{i}, \frac{1}{2}\left(a_{i} a_{j}+a_{j} a_{i}\right)=$ $-\delta_{i j}$, for $1 \leqslant i, j \leqslant 7$ (cf. [16]). Define $u_{1}, \ldots, u_{3} \in M_{3}{ }^{8}$ by $u_{1}=E_{12}+E_{21}$, $u_{i+1}=a_{i} E_{12}-a_{i} E_{21}$ for $1 \leqslant i \leqslant 7$. Observe that $E_{11}-E_{22}, u_{1}, \ldots, u_{3}$ are orthogonal ( $E_{11}+E_{22}$ )-symmetries.
Now by Lemma 3.6 we choose idempotents $e_{1} \leqslant f_{1}, e_{2} \leqslant f_{2}$ and orthogonal ( $e_{1}+e_{2}$ )-symmetries $e_{1}-e_{2}, s_{1}, \ldots, s_{3}$ such that $\varphi\left(e_{1}\right)=E_{11}, \varphi\left(e_{2}\right)=E_{22}$, $\varphi\left(s_{i}\right)=u_{i}$ for $1 \leqslant i \leqslant 8$. Define $e_{3}=\left\{t e_{2} t\right\}$ and $s_{23}=\left\{\left(e_{2}+e_{3}\right) t\left(e_{2}+e_{3}\right)\right\}$. By Lemma $3.3 e_{3}$ is an idempotent $\leqslant f_{3}$ and $s_{23}$ is an ( $e_{2}+e_{3}$ )-symmetry which exchanges $e_{2}$ and $e_{3}$. Note also that $\varphi\left(e_{3}\right)=E_{33}, \varphi\left(s_{23}\right)=E_{23}+E_{32}$.
Let $e=e_{1}+e_{2}+e_{3}$ and $A_{e}=\{e A e\}$. Then $e_{1}, e_{2}, e_{3}$ are strongly connected idempotents with sum $e$. Thus by [13: Thm. 5, p. 133] there exists an alternative algebra $\mathscr{A}$ with involution $\alpha \rightarrow \bar{\alpha}$ such that $A_{e}$ is isomorphic with the self-adjoint part of $M_{3}(\mathscr{A})$. If $\left\{F_{i j}\right\}_{i, j=1}$ are the standard matrix units in $M_{3}(\mathscr{A})$ then this isomorphism can be chosen so that $e_{1}, e_{2}, e_{3}$ correspond to $F_{11}, F_{22}, F_{33}$, respectively, and $s_{1}, s_{23}$ correspond to $F_{12}+F_{21}$ and $F_{23}+F_{32}$, respectively. We will now identify $A_{e}$ and $M_{3}(\mathscr{A})$.
Each $s_{i}(i=2, \ldots, 8)$ can then be expressed in the form $s_{i}=\alpha_{i} F_{11}+\beta_{i} F_{12}+$ $\widehat{\beta}_{i} F_{21}+\gamma_{i} F_{22}$. Using the fact that each $s_{i}$ is an $\left(F_{11}+F_{22}\right)$-symmetry, orthogonal to $F_{11}-F_{22}$ and to $s_{j}$ for $i \neq j$, calculation gives $\alpha_{i}=\gamma_{i}=0, \bar{\beta}_{i}=-\beta_{i}$, $\frac{1}{2}\left(\beta_{i} \beta_{j}+\beta_{j} \beta_{i}\right)=-\delta_{i j}$ for $i, j=2, \ldots, 8$.
Now let $\mathscr{A}_{0}$ be the subalgebra of $\mathscr{A}$ generated by $\beta_{2}, \ldots, \beta_{3}$. Since the $\beta_{i}$ 's anticommute and have squares equal to $-1, \mathscr{A}_{0}$ will be the linear span of 1 and all products of distinct $\beta_{i}$ 's; in particular $\mathscr{A}_{0}$ will be finite dimensional.

Now let $A_{0}$ be the self-adjoint part of $M_{3}\left(\mathscr{A}_{0}\right)$. Then $A_{0}$ is a finite dimensional subalgebra of $A_{e}$, and contains $s_{1}, \ldots, s_{8}, e_{1}, e_{2}, e_{3}, s_{23}$. Thus $\varphi\left(A_{0}\right)$ will contain $E_{11}, E_{22}, E_{33}, E_{12}+E_{21}, E_{23}+E_{32}$, and $u_{i}=a_{i} E_{1 i}+\bar{a}_{i} E_{i 1}$. It is straightforward to verify that these elements generate all of $M_{3}{ }^{8}$ and thus $\varphi\left(A_{0}\right)=M_{3}{ }^{8}$.

Since $A_{0}$ is finite dimensional by Lemma 2.1 the ideal $\operatorname{ker}\left(\left.\varphi\right|_{A_{0}}\right)$ will be of the form $A_{0} z$ for some central idempotent $z$ of $A_{0}$. Defining $A^{\prime}=A_{0}(e-z)$ then $A^{\prime}$ is a subalgebra of $A$ and $\left.\varphi\right|_{A^{\prime}}$ is an isomorphism of $A^{\prime}$ onto $M_{3}{ }^{8}$, completing the proof.

We will say a $J B$-algebra $A$ is purely exceptional if every factor representation of $A$ is onto $M_{3}{ }^{8}$. (Recall from [3] that a factor representation of $A$ is a homomorphism $\varphi: A \rightarrow M$ where $M$ is a $J B$-factor and $\varphi(A)$ is strongly dense in $M$.) Recall also that a compact Hausdorff space $X$ is hyperstonean iff $C(X)$ is a dual space [8].

Theorem 3.9. Every JBW-algehra $A$ admits a unique decomposition $A=$ $A_{s p} \oplus A_{e x}$ where $A_{s p}$ is special (and therefore isomorphic to a JW-algebra) and $A_{e x}$ is purely exceptional. $A_{\text {ex }}$ is isomorphic to $C\left(X, M_{3}{ }^{8}\right)$ where $X$ is hyperstonean, and conversely $C\left(X, M_{3}{ }^{8}\right)($ for $X$ hyperstonean) is a purely exceptional $J B W$. algebra.

Proof. Wc first prove uniqueness. Suppose $z_{1}$ and $z_{2}$ are central idempotents such that $A=A z_{i} \oplus A\left(1-z_{i}\right)$ is a decomposition as described above for $i=1,2$. Then every factor representation of $A z_{1} \cap A\left(1-z_{2}\right)=A z_{1}\left(1-z_{2}\right)$ must be into a factor which is both special and exceptional. This implies $z_{1}\left(1-z_{2}\right)=0$ so $z_{1}=z_{1} z_{2}$ and similarly $z_{2}=z_{1} z_{2}$, which proves uniqueness.

We next establish the existence of such a decomposition. Let $\left\{z_{\alpha}\right\}$ be a maximal orthogonal set of central idempotents such that $A z_{\alpha} \cong C\left(X_{\alpha}, M_{3}{ }^{8}\right)$ for some compact Hausdorff space $X_{\alpha}$. Define $z_{e x}=\sum z_{\alpha}$ and $z_{s p}=1-z_{e x}$. We will show $A=A z_{s p} \oplus A z_{e x}$ is the desired decomposition.

We first verify that $A z_{s p}$ is special. Suppose not; then by [3: Thm. 9.5] there will exist a factor representation of $A z_{s p}$ onto $M_{3}{ }^{8}$. By Proposition 3.8, $A z_{s p}$ will contain a subalgebra isomorphic to $M_{3}{ }^{8}$. By a result of Jacobson [14: Thm. 4] there will exist a decomposition $A z_{s p}=A_{0} \oplus A_{1}$ where $A_{1} \cong M_{3}{ }^{8} \otimes Z$ where $Z$ is the center of $A_{1}$. Thus we can choose a central idempotent $z_{0} \neq 0$ such that $A_{1}=A z_{0}$ with $z_{0} \leqslant z_{s p}$. Then $A z_{0} \cong M_{3}{ }^{8} \otimes Z \cong M_{3}{ }^{8} \otimes C(Y) \cong$ $C\left(Y, M_{3}{ }^{8}\right)$ where $Z \cong C(Y)$. (The existence of $Y$ follows from [3: Prop. 2.3].) But now $z_{0}$ will be orthogonal to $z_{e x}=1-z_{s p}$, contrary to the construction of $z_{e x}$, and this contradiction shows that $A z_{s p}$ is special. (Thus by [3: Lemma 9.4] and Cor. 2.4, $A z_{s p}$ will be isometrically isomorphic to a $J W$-algebra.)

We next show that $A z_{e x x}$ is isomorphic to $C\left(X, M_{3}{ }^{8}\right)$. First observe that $A z_{e x}$ is the $l^{\infty}$-direct sum of the algebras $A z_{\alpha} \cong C\left(X_{\alpha}, M_{3}{ }^{8}\right)$. Now let $X_{0}$ be the topological direct sum of the spaces $X_{\alpha}$ (cf. Bourbaki [6: I.2.4]). Then if
$C_{\alpha}\left(X_{0}, M_{3}{ }^{8}\right)$ denotes the bounded continuous functions from $X_{0}$ into $M_{3}^{8}$ then

$$
A z_{e x} \cong \sum A z_{\alpha} \cong \sum C\left(X_{\alpha}, M_{3}{ }^{8}\right) \cong C_{b}\left(X_{0}, M_{3}{ }^{8}\right) .
$$

Finally, let $X=\beta X_{0}$ be the Stone-Cech compactification of $X_{0}$. Since the unit ball of $M_{3}{ }^{8}$ is compact, then $C_{b}\left(X_{0}, M_{3}{ }^{8}\right)$ is isomorphic to $C\left(X, M_{3}{ }^{8}\right)$ and so we've shown $A z_{e x} \cong C\left(X, M_{3}{ }^{8}\right)$.

Note that the center of $C\left(X, M_{3}{ }^{8}\right)$ will be the scalar functions, and so can be identified with $C(X)$. The center of the $J B W$-algebra $A z_{e x}$ will be monotone complete with a separating set of normal states and so $C(X)$ will be a dual space and $X$ will be hyperstonean.

We next show $A z_{e x}$ is purely exceptional. Note that the constant functions in $C\left(X, M_{3}{ }^{8}\right)$ are a subalgebra isomorphic to $M_{3}{ }^{8}$. Thus if $\varphi: A z_{e x} \rightarrow M$ is any factor representation of $M$, since $M_{3}{ }^{8}$ is simple and $\varphi(1) \neq 0$ then $\varphi\left(A z_{e x}\right) \subseteq M$ will contain a subalgebra isomorphic to $M_{3}{ }^{8}$. Since every $J B$-factor except $M_{3}{ }^{8}$ is special [3: Thm. 8.6] then $M=M_{3}{ }^{8}$ and so $\varphi\left(A z_{e x}\right)=M_{3}{ }^{8}$, proving that $A z_{e x}$ is purely exceptional.

Finally, let $X$ be hyperstonean and let $B$ be the predual of $C(X)$. Then as shown in the proof of Lemma 1.1,

$$
\left(B \otimes_{\gamma} M_{3}^{8}\right)^{*} \cong B^{*} \otimes_{\lambda} M_{3}^{8}=C(X) \otimes_{\lambda} M_{3}^{8} \cong C\left(X, M_{3}^{8}\right)
$$

so $C\left(X, M_{3}{ }^{8}\right)$ is a dual space and therefore is a $J B W$-algebra which (as shown above) is purely exceptional.
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