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1. Introduction

Let Λ be an artin algebra. It is shown in [4] that the module category modΛ has prepro-
jective and preinjective partitions and thatΛ is of finite representation type if and only
either all indecomposableΛ-modules are preprojective or all indecomposableΛ-modules
are preinjective. Further, in [5] it is proved that for a finite-dimensional algebra ov
infinite perfect field of infinite representation type there always exists an indecompo
module which is neither preprojective nor preinjective. More generally, Skowronsk
Smalø [16] proved thatΛ is of finite representation type if and only if eachΛ-module is
either preprojective or preinjective.

In the study of a quasi-hereditary algebraΛ, instead of the complete module catego
modΛ, one is mainly interested in the∆-good module categoryF(∆) which consists of
Λ-modules which have a filtration by standard modules. It is proved by Ringel [14
F(∆) is functorially finite in modΛ. Thus, from [3] it follows thatF(∆) has both pre-
projective and preinjective partitions. The main purpose of the present paper is to
the finiteness ofF(∆) in terms of preprojective and preinjective partitions ofF(∆). More
precisely, by defining the degree of a relative irreducible map inF(∆) in a similar way as
in [10], we prove that, ifΛ is quasi-hereditary and each module inF(∆) is either prepro-
jective or preinjective, thenF(∆) does not satisfy the second Brauer–Thrall conject
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In view of Ringel’s work [13], this implies particularly that, ifΛ is a finite-dimensiona
quasi-hereditary algebra over an infinite field, thenF(∆) is finite, that is, up to isomor
phism, there are only finitely many indecomposable modules inF(∆), if and only if each
module inF(∆) is either preprojective or preinjective.

2. Preprojective and preinjective partitions

Let Λ be an artin algebra over a commutative artin ringR. By modΛ we denote the
category of finitely generated leftΛ-modules and by indΛ a full subcategory of modΛ
of the chosen representatives of the isomorphism class of the indecomposableΛ-modules.
Similarly, for a subcategoryC of modΛ, by indC we denote a full subcategory of th
chosen representatives of the isomorphism class of the indecomposable modules inC.

Definition 2.1. The preprojective partition of indC is a partitionPi , i ∈ N∪{∞}, of objects
of indC satisfying the following properties:

(i) Pi is finite for eachi < ∞,
(ii) settingP i = ⋃

j<i Pj for i ∈ N ∪ {∞} andPi = ∐
X∈Pi

X for i ∈ N, we have tha

for eachi < ∞ and eachX ∈ indC \P i , the induced map Hom(Pi,X) ⊗ Pi → X is
surjective, and

(iii) eachPi is minimal with the property in (ii).

The preinjective partitionIi , i ∈ N ∪ {∞}, is defined dually. The modules inP∞ are
called preprojective and those inI∞ are called preinjective. In [4, Theorems 1.2, 1.3] i
proved that both preprojective and preinjective partitions are unique.

In this paper, we always assume thatΛ is quasi-hereditary with a fixed orde
ing E(1), . . . ,E(n) of the isomorphism classes of the simpleΛ-modules and wher
∆(1), . . . ,∆(n) are the corresponding standard modules, andT (1), . . . , T (n) are the char-
acteristic modules (see [14]). LetF(∆) be the∆-good module category ofΛ which
by definition consists of modules having a∆-good filtration. It is proved in [14] tha
F(∆) is functorially finite (i.e., everyΛ-module has a rightF(∆)-approximation and
a left F(∆)-approximation). So it follows from [3, Theorem 3.3] thatF(∆) admits
both preprojective and preinjective partitions, denoted byP0,P1, . . . ,Pn, . . . ,P∞ and
I0,I1, . . . ,In, . . . ,I∞, respectively. From the definition, we have the following pro
sition.

Proposition 2.1. P0 consists of all indecomposable projective modules, andI0 con-
sists of all indecomposableExt-injective modules, that is, the characteristic modu
T (1), . . . , T (n).

For two modulesA,B in F(∆), we define

Hom∆(A,B) = HomΛ(A,B),
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�∆(A,B) = {
f ∈ Hom∆(A,B) | for every moduleX ∈ F(∆), g : X → A,

h :B → X, hfg is not an isomorphism
}
,

�n
∆(A,B) = {

f ∈ Hom∆(A,B) | there existX ∈ F(∆), g ∈ �∆(A,X),

andh ∈ �n−1
∆ (X,B) such thatf = hg

}
,

wheren � 1. Thus, we get a chain

Hom∆(A,B) ⊇ �∆(A,B) ⊇ �2
∆(A,B) ⊇ · · · ⊇ �n

∆(A,B) ⊇ · · · .

GivenΛ-modulesA,B in F(∆), a morphismf :A → B is to said to be relative irre
ducible inF(∆) if f is neither a split monomorphism nor a split epimorphism, and for
factorizationf = f2f1 in F(∆), then eitherf1 is a split monomorphism, orf2 is a split
epimorphism. In caseA,B are indecomposable, we get a bimodule of relative irreduc
maps IrrF(∆)(A,B) = �∆(A,B)/�2

∆(A,B).
By [14], F(∆) has relative almost split sequence, that is, for any non-projective

composable moduleA in F(∆), there exists a relative almost split sequence

0→ B → M → A → 0.

In this case, we defineB asτ∆A, andA asτ∆
−1B. We denote byO(A) theτ∆-orbit of a

moduleA in F(∆).
The Auslander–Reiten quiverΓF(∆) of F(∆) is a valued translation quiver defined

follows [15]: its vertices are the isomorphism classes[A] of indecomposableΛ-modules
A in F(∆) (sometimes we useA directly for the corresponding vertex). There is an
row [A] → [B] provided there exists a relative irreducible mapA → B in F(∆), that is,
IrrF(∆)(A,B) 	= 0.

3. Relative irreducible maps and their degrees

Lemma 3.1.

(a) A mapf :X → Y in F(∆) is irreducible if and only if there exists a mapf ′ :X → Y ′
in F(∆) such that(f,f ′)t :X → Y ⊕ Y ′ is a minimal left almost split map inF(∆),
where(f,f ′)t denotes the transpose of(f,f ′).

(b) Dually, a mapf :X → Y in F(∆) is irreducible if and only if there exists a ma
f ′ :X′ → Y in F(∆) such that(f,f ′) :X ⊕ X′ → Y is a minimal right almost spli
mapF(∆).

The proof of the lemma is a complete analogue of [2, V, Theorem 5.3].
By [15, Theorem 4.3],F(∆) is resolving (i.e.,F(∆) contains all the projective

Λ-modules, is closed under extension and closed under kernels of surjective maps
fact gives the following lemma (see [1, Proposition 3.7]).
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Proposition 3.2. Let 0 → X → B → Y → 0 be an exact sequence inmodΛ. If AX,AY

are minimal rightF(∆)-approximations ofX andY , respectively. Then the minimal rig
F(∆)-approximation ofB is a summand of an extension ofAY byAX.

For eachΛ-moduleA, by l(A) we denote the length ofA as anR-module. LetD(i) →
E(i) be the minimal rightF(∆)-approximation ofE(i) for 1� i � n.

Corollary 3.3. If AB is the minimal rightF(∆)-approximation ofB, then l(AB) � N ·
l(B), whereN = max{l(D(i)) | 1� i � n}.

Lemma 3.4 [8, Proposition 9.10]. For A ∈ F(∆), let 0 → τA → M → A → 0 be the
almost split sequence inmodΛ, andX → τA be the minimal rightF(∆)-approximation
of τA. ThenX ∼= τ∆A ⊕ TX, whereTX ∈ addT .

Theorem 3.5. There exists a constantb, depending only onΛ, such that iff :X → Y is a
relative irreducible morphism inF(∆) between indecomposable modulesX andY , then
l(X) � b · l(Y ).

Proof. According to [12, Lemma 2.1], there exists a constantb1, which only depends
onΛ, such that for any indecomposableΛ-modulesA,B and an irreducible mapf :A →
B, we havel(A) � b1 · l(B). In particular, if the indecomposable moduleB is non-
projective, thenl(τΛB) � b2

1 · l(B).
Let X andY be indecomposable modules inF(∆) andf :X → Y be a relative irre-

ducible map. IfY is non-projective, we getl(τ∆Y ) � N · b2
1 · l(Y ) from Proposition 3.2

and Corollary 3.3. IfY is indecomposable projective module, thenX is the minimal right
F(∆)-approximation of a summand of radical ofY , andl(X) � N · l(radY) � N · l(Y ).
Finally, letb = max{N,N · b2

1}, we conclude thatl(X) � b · l(Y ). �
Theorem 3.6.

(a) LetA be an indecomposable preprojective module inF(∆). Then there exist indecom
posable modulesA = M1,M2, . . . ,Mk , and relative irreducible mapsMi+1 → Mi in
F(∆), i = 1,2, . . . , k − 1, whereMi , i = 2, . . . , k − 1, are preprojective, andMk is
projective.

(b) Let A be an indecomposable preinjective module inF(∆). Then there exist indecom
posable modulesA = M1,M2, . . . ,Mk , and relative irreducible mapsMi → Mi+1 in
F(∆), i = 1,2, . . . , k − 1, whereMi , i = 2, . . . , k − 1, are preinjective, andMk is
Ext-injective.

Proof. (a) LetA ∈Pi . We proceed by induction oni. If i = 0, that is,A is projective, this is
clear. LetA ∈ P1 and consider the relative almost split sequence 0→ τ∆A → Y → A → 0.
If Y does not contain an indecomposable projective summand, then 0→ τ∆A → Y →
A → 0 is split sinceA ∈ P1. This is a contradiction. Hence,Y admits an indecomposab
projective summandP ′ and with an irreducible mapP ′ → A according to Lemma 3.1
Let m > 1 and suppose that the statement holds for each moduleB ∈ Pm−1. Now let
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A ∈ Pm. We then have a right almost split mapC → A which is an epimorphism, but no
a split epimorphism. ThenC admits a summand inPm = ⋃m−1

i=1 Pi , that is, there is an
irreducible mapB → A with B ∈ Pm. By induction hypothesis, we have indecomposa
modulesB = M ′

1, . . . ,M
′
k and irreducible mapsM ′

j+1 → M ′
j , j = 1, . . . , k − 1, with M ′

k

is projective andM ′
i , i = 2, . . . , k − 1, are preprojective. SetM1 = A andMj = M ′

j−1 for
j = 2, . . . , k + 1, as required.

(b) It is the dual of (a). �
The following theorem will be useful. However, we omit its proof since it is simila

that of [5, Lemma 3.1].

Theorem 3.7. LetX be an indecomposable module inF(∆).

(a) If X is preprojective, then there exists a sectional path

P = X0 → X1 → ·· · → Xt = τ∆
nX, n � 0

from an indecomposable projective moduleP to a positive power of the relative tran
late ofX such that
(1) Xi is left stable for alli > 0, and
(2) if Xi ∈O(Xj ) for j < i, thenXi = τ∆

lXj for somel > 0.
(b) If X is preinjective, then there exists a sectional path

τ∆
nX = Xt → Xt−1 → ·· · → X0 = I, n � 0

from a negative power of the relative translate ofX to an indecomposableExt-injective
moduleI such that
(1) Xi is right stable for alli > 0, and
(2) if Xi ∈O(Xj ) for j < i thenXi = τ∆

lXj for somel < 0.

In order to study the properties of stable components ofΓF(∆), we now define the
degrees of relative irreducible maps inF(∆) as Liu has done in [10, Definition 1.1].

Definition 3.1. Let f :X → Y be a relative irreducible map inF(∆). It then induces a
natural transformation for eachn � 0

ln(f ) :�n
∆(−,X)/�n+1

∆ (−,X) → �n+1
∆ (−, Y )/�n+2

∆ (−, Y ).

We defined the left degreedl(f ) of f to be∞ if all ln(f ), n � 0, are monomorphisms
otherwise, to be the least integerm such thatlm(f ) is not a monomorphism.

Remark 3.8. Note thatdl(f ) = m, wheref :X → Y is a relative irreducible map inF(∆),
means that there existsp /∈ �m+1

∆ (Z,X) such thatfp ∈ �m+2
∆ . If the composition of some

relative irreducible maps is zero, then at least one of these maps has finite left degre
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Proposition 3.9. Letf :Y → Z be a relative irreducible map withZ indecomposable non
projective anddl(f ) = m. Let further

0→ τ∆Z
(g,g′)t−−−−−−→ Y ⊕ Y ′ (f,f ′)−−−−−−→ Z → 0

be the relative almost split sequence. If there existsp :X → Y /∈ �m+1
∆ such thatfp ∈

�m+2
∆ , then there exist a mapq :X → τ∆Z /∈ �m

∆ satisfyingp + gq ∈ �m+1
∆ and g′q ∈

�m+1
∆ .

Proof. Since fp ∈ �m+2
∆ , we have a factorizationfp = ts with s :X → W ∈ �m+1

∆ ,

t :W → Z ∈ �∆. Thent factors through(f,f ′), sayt = (f,f ′)
(

u
u′
)
, then(f,f ′)

(us−p
u′s

) =
0. This implies

Im

(
us − p

u′s

)
⊆ Im

(
g

g′

)
= Ker

(
f,f ′).

So there exists aq : X → τ∆Z such that
(
us−p
u′s

) = (
g
g′
) · q, i.e.,

(
us

u′s

)
=

(
p + gq

g′q

)
∈ �m+1

∆ .

Fromp /∈ �m+1
∆ we conclude thatq /∈ �m

∆. �
Corollary 3.10. Assume a relative irreducible mapf :Y → Z satisfiesdl(f ) = m < ∞
with Z indecomposable non-projective. IfY ⊕ Y ′ is a summand of the whole middle te
of the relative almost split sequence ending atZ andY ′ 	= 0. Then there is an irreducibl
mapg′ : τ∆Z → Y ′ with dl(g

′) < dl(f ). Consequently, ifdl(f ) = 1, thenf is a surjective
map.

Proof. According to Proposition 3.9, there existsq :X → τ∆Z /∈ �m
∆ such thatg′q ∈

�m+1
∆ , sodl(g

′) � m − 1 < dl(f ) = m. If dl(f ) = 1 andY ′ 	= 0, theng′ : τ∆Z → Y ′ has
left degree 0. This implies that there exists an isomorphismt such thatg′t ∈ �2

∆. This is a
contradiction. Hence,Y ′ = 0 andf is a surjective map. �
Proposition 3.11. Letf :X → Y be a relative irreducible map of finite left degree inF(∆)

with Y indecomposable. Assume that

Ym → Ym−1 → ·· · → Y1 → Y0 = Y

is a sectional path in a left stable connected component withm � 0. If X⊕Y1 is a summand
of the whole middle term of the relative almost split sequence ending atY , then for each1�
i � m, there is a relative irreducible mapfi : τ∆Yi−1 → Yi such thatdl(fm) < dl(fm−1) <

· · · < dl(f1) < dl(f ). In particular,dl(f ) > m.
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Proof. From Corollary 3.10, we havedl(f1) < dl(f ), thus

dl(fk+1) < dl(fk), 1� k � m − 1

by an inductive argument. Therefore,

dl(fm) < dl(fm−1) < · · · < dl(f1) < dl(f )

anddl(f ) > m. �
Corollary 3.12. Letf :Y → X be a relative irreducible map withX indecomposable non
projective. Assume that there is an infinite sectional path

· · · → Xn → Xn−1 → ·· · → X1 → X0 = X

in a left stable component ofΓF(∆) such thatY ⊕ X1 is a summand of the whole midd
term of the relative almost split sequence ending atX, thendl(f ) = ∞.

The proof follows directly from Proposition 3.11.
The following proposition and corollary will be used to define the degree of an arro

ΓF(∆). The result follows from those of [10, Lemma 1.7] and its corollary.

Proposition 3.13. Let [X] → [Y ] be an arrow inΓF(∆) with valuation(αX,Y ,α′
X,Y ), and

with Y not projective. If a relative irreducible mapf :X → Y has finite left degree, then a
least one ofαX,Y andα′

X,Y is equal to1.

Corollary 3.14. Let [X] → [Y ] be an arrow inΓF(∆), withY non-projective. Iff :X → Y ,
g :X → Y are both relative irreducible maps inF(∆), thendl(f ) = dl(g).

So in a left stable component ofΓF(∆), we may define the left degree of an arro
[X] → [Y ] to be the left degree of a relative irreducible mapX → Y .

Lemma 3.15. Let f = (f1, f2) :X → Y = Y1 ⊕ Y2 be a relative irreducible map inF(∆)

with Y1, Y2 indecomposable non-projective. Let

0→ τ∆Yi

(gi ,g
′
i )

t

−−−−−−→ X ⊕ X′ (fi ,f
′
i )−−−−−−→ Yi → 0

be relative almost split sequences inF(∆), i = 1,2. Thendl(g) < dl(f ), whereg =
(g1, g2)

t : τ∆Y1 ⊕ τ∆Y2 → X.

Proof. Sincedl(f ) = m < ∞, there exists a mapp :M → X ∈ �m
∆ with p /∈ �m+1

∆ such
thatfp ∈ �m+2

∆ . This impliesfip ∈ �m+2
∆ , i = 1,2. Then there exist relative almost sp

sequences inF(∆)

0→ τ∆Yi

(gi ,g
′
i )

t

−−−−−−→ X ⊕ X′ (fi ,f
′
i )−−−−−−→ Yi → 0, i = 1,2.
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According to Proposition 3.9, there existqi :M → τ∆Yi /∈ �m
∆ such thatgiqi + p ∈ �m+1

∆ ,
i = 1,2. So

(
q1−q2

)
/∈ �m

∆ and(g1, g2)
(

q1−q2

) ∈ �m+1
∆ . Thus,dl((g1, g2)) � m − 1< m. �

Theorem 3.16. Let X0 → X1 → ·· · → Xm−1 → Xm be a sectional path in a left stab
component ofΓF(∆). Then there are relative irreducible mapsfi :Xi−1 → Xi in F(∆)

such that the compositefmfm−1 · · ·f1 is not in�m+1
∆ . In particular,fmfm−1 · · ·f1 	= 0.

Proof. It is sufficient to prove that for every 1� j � m there exists a relative irreducib
map(fj , gj ) :Xj−1 ⊕ τ∆Xj+1 → Xj such that for everypj−1 :X0 → τ∆Xj−1, we have

fjfj−1 · · ·f1 + gjpj−1 /∈ �j+1
∆ (τ∆Xm+1 = 0 by convention).

Let (f1, g1) :X0 ⊕ τ∆X2 → X1 be a relative irreducible map, then for any m
p0 :X0 → τ∆X2, we havef1 + g1p0 /∈ �2

∆ sinceg1 ∈ �∆ andp0 ∈ �∆. We make an in-
duction onj . Let 1< j < m and suppose that we have a relative irreducible map(fj , gj )

satisfying that for everypj−1 :X0 → τ∆Xj+1, it holdsfj · · ·f1 + gjpj−1 /∈ �j+1
∆ . Thus

fj · · ·f1 /∈ �j+1
∆ by takingpj−1 = 0.

If τ∆Xj+1 	= 0, andXj ⊕ τ∆Xj+2 is a summand of the middle term of the re
tive almost split sequence ending atXj+1, we get irreducible maps

( gj

hj

)
: τ∆Xj+1 →

Xj ⊕τ∆Xj+2 and(fj+1, gj+1) :Xj ⊕τ∆Xj+2 → Xj−1. If there existspj :X0 → τ∆Xj+2

such thatfj+1fj · · ·f1 + gj+1pj = (fj+1, gj+1)
(
fj fj−1···f1

pj

) ∈ �j+2
∆ , then there exist

pj−1 :X0 → τ∆Xj−1 satisfying
(
fj fj−1···f1

pj

) + ( gj

hj

)
pj−1 ∈ �j+1

∆ by Proposition 3.9, so

fjfj−1· · ·f1+gjpj−1 ∈ �j+1
∆ , which contradicts the induction hypothesis. Ifτ∆Xj+1=0,

thenj = m because the component is left stable. This impliesfm · · ·f1 ∈ �m+1
∆ . By Propo-

sition 3.9, there existpm−2 : X0 → τXm such thatfm−1 · · ·f1 + gm−1pm−2 ∈ �m
∆. This

also contradicts the induction hypothesis. Hence,fmfm−1 · · ·f1 /∈ �m+1
∆ . �

4. Left-stable and stable components

In this section, we include some useful lemmas and theorems concerning left
and stable components inΓF(∆). The proofs are similar to those in the Auslander–Re
quiverΓΛ of Λ.

Lemma 4.1 [11, Lemma 2.1]. LetΓ be a left stable component ofΓF(∆). If there is a path
from X to Y in Γ , then eitherX = τ∆

rY for somer > 0 or there is a sectional path inΓ
fromX to τ∆

rY for somer � 0.

Lemma 4.2 [10, Proposition 1.13]. Let

· · · → Xn → Xn−1 → ·· · → X1 → X0 = X (1)

be an infinite sectional path inΓF(∆) with all Xi left stable. If the path(1) contains infi-
nitely many arrows with finite left degree, then the relative almost split sequence end
Xn has at most two left stable summands as middle terms.



616 Z. Zeng / Journal of Algebra 285 (2005) 608–622

y

com-

l

ule.

ed
Theorem 4.3 [11, Theorem 2.3]. Let Γ be a stable component ofΓF(∆), containing no
τ∆-periodic module. If there is an oriented cycle inΓ , thenΓ contains only finitely man
τ∆-orbits.

Proposition 4.4. Suppose there exists a relative irreducible map between two inde
posable modulesX and Y in F(∆). If Y is τ∆-periodic, then eitherX is τ∆ periodic
or there are non-negative integersn and m such thatτ∆

nX is projective andτ∆
−mX is

Ext-injective.

Proof. SinceY is τ∆-periodic, we getτ∆
kY ∼= Y for somek > 0. Let f :X → Y be a

relative irreducible map. IfX is not in theτ∆-orbit of a projective, thenτ∆
nX exist for

all n > 0. So there are relative irreducible mapsτ∆
kX → τ∆

kY ∼= Y . This implies that
there exist relative irreducible maps fromX,τ∆

kX, . . . , τ∆
mkX, . . . to Y . BecauseΓF(∆)

is locally finite, there is anl > 1 such thatτ∆
lkX ∼= τ∆

kX, thus,τ∆
lk−kX ∼= X, i.e.,X is

τ∆-periodic. In a similar way, we can show that, ifX is not in aτ∆-orbit of an Ext-injective
module, thenX is τ∆-periodic. �
Corollary 4.5. Assume thatC is a left or right stable component inΓF(∆). If there is a
τ∆-periodic module inC, then all modules inC are τ∆-periodic(such a componentC will
be called periodic).

In the following, we consider the stable partΓ
(s)

F(∆)
of ΓF(∆), that is, the maximal ful

sub-quiver ofΓF(∆) by deleting allτ∆-orbits of projective and Ext-injective modules.

Theorem 4.6 [9,15,17]. A periodic component ofΓ (s)

F(∆)
is of the formZQ/G, whereQ is

Dynkin quiver or a quiver of the formA∞, andG is a non-trivial group of automorphism
of ZQ. A non-periodic component ofΓF(∆) is of the formZQ, whereQ is a connected
valued quiver without cyclic paths.

Definition 4.1. Let Γ be a connected component ofΓ
(s)

F(∆)
, andY,Z ∈F(∆) be indecom-

posable modules withY /∈ Γ , Z ∈ Γ . If there is a relative irreducible mapf :Y → Z or
Z → Y , we callZ a frontier ofΓ .

A frontier Y of a component must lie in the orbit of a projective or Ext-injective mod
Thus, there are only finitely many indecomposable moduleZ1,Z2, . . . ,Zq ∈ Γ , such that
all the frontiers inΓ lie in the orbits ofZ1,Z2, . . . ,Zq , that is, in

⋃q

i=1O(Zi).

Lemma 4.7 [5, Lemma 3.2]. Let Γ be a non-periodic connected component ofΓ
(s)

F(∆)
.

AssumeΓ is of the formZQ, whereQ is an infinite connect valued quiver without orient
cycles, andZ1,Z2, . . . ,Zq are chosen as above, then

(a) for each1 � i � q, there exists a non-negative integerni such thatτ∆
jZi belongs to

P∞ for all j > ni ,
(b) for each1 � i � q, there exists a non-negative integermi such thatτ∆

−jZi belongs
to I∞ for all j > mi .
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Lemma 4.8 [5, Lemma 3.3]. LetΓ be as above, andD a module inΓ . Then

(a) there exists a non-negative integerr such that ifX is a preprojective module inΓ , then
there exists a path inΓ from τ∆

rD to X,
(b) there exists a non-negative integers such that ifX is a preinjective module inΓ , then

there exists a path inΓ fromX to τ∆
−sD.

Theorem 4.9. LetΓ be a non-periodic connected component ofΓ
(s)

F(∆)
. If Γ is of the form

ZQ, withQ being an infinite quiver without oriented cycles, then there are infinitely m
modules inΓ which are neither preprojectives nor preinjectives.

Proof. LetQ= (Q0,Q1) be such thatQ0 = {ai : i ∈ N} and that there is a path froma0 to
every point inQ. Clearly,(ZQ)0 = {(ai, j): i ∈ N, j ∈ Z}.

Let D be the module corresponding to(a0,0) andr ands be chosen as in Lemma 4.
Then we have the set of irreducible successors ofτ∆

rD in Λ is

Sc
(
τ∆

rD
)
Γ

= {
(ai, j), j � r

}

and the set of irreducible predecessors ofτ∆
−sD in Γ is

Pr
(
τ∆

−sD
)
Γ

={
(ai, j), j � −s + n(ai)

}
,

wheren(ai) denotes the length of the shortest path from(a0,0) to (ai,0). SinceQ0 is
infinite, for eachm � 0 there exists a vertexbm such thatn(bm) � m, that is, there are infi
nitely manyci, i ∈ N such thatn(ci) > s + r + 1 for everyi ∈ N . Consider now for eachi
the moduleCi in Γ corresponding to the vertex(ci, r + 1). Note thatCi /∈ Sc(τ rD) and
thenCi is not preprojective according to Lemma 4.8. On the other hand,Ci /∈ Pr(τ−sD)

since−s +n(ci) > −s + (s + r +1) = r +1. This implies thatCi is not preinjective either
Therefore, for eachi ∈ N , Ci ∈ P∞ ∩ I∞. �
Proposition 4.10 [5, Proposition 4.2]. Let X1, . . . ,Xn be indecomposable modules in
connected componentΓ of ΓF(∆). LetΓ ′ be the full sub-quiver ofΓ without the vertices
corresponding to the modules in the union

⊔n
i=1O(Xi). ThenΓ ′ contains only finitely

many non-trivial connected components. Moreover, all the trivial components ofΓ ′, if
any, belong to a finite number ofτ∆-orbits.

5. Components containing finitely many τ∆-orbits only

Definition 5.1. Let Γ be a sub-quiver ofΓ (s)

F(∆)
. We say thatΓ satisfies Brauer–Thrall-I

or, shorter, BT-II, if there are infinitely many natural numbers{di}i∈N such that for each
i ∈ N there are infinitely many modules inΓ of dimensiondi .

Theorem 5.1. LetΓ be a connected component ofΓF(∆) with only finitely manyτ∆-orbits.
ThenΓ does not satisfyBT-II .
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In order to prove the theorem we need the following definition and lemmas.

Definition 5.2 [10]. Let Ω be a connected value quiver without oriented cycles. A secti
subgraphΣ of typeΩ in ΓF(∆) is a value quiver with a value quiver isomorphismφ :Ω →
Σ such that the following conditions hold:

(1) For each vertexi of Ω , Xi := φ(i) is a vertex ofΓF(∆).
(2) If i → j andj → k are arrows inΩ , thenXi 	= τ∆Xj .
(3) If i → j is an arrow with valuation(β,β ′) in Ω , thenXi → Xj is an arrow with

valuation(α,α′) in ΓF(∆) satisfying(α,α′) � (β,β ′).
(4) If i andj are different immediate predecessors or successors of a vertex ofΩ , thenXi

andXj are different vertices ofΓF(∆).

If, moreover, for all arrows inΩ , we have(α,α′) = (β,β ′), then we say thatΣ is fully
valued.

Lemma 5.2 [10, Lemma 3.4]. LetΩ be a Euclidean quiver andΣ a sectional subgraph o
typeΩ in ΓF(∆). If Σ contains only left stable modules, thenl(τ∆

mX) → ∞ asm → ∞
for each vertexX ∈ Σ . Dually, if Σ contains only right stable modules, thenl(τ∆

−mX) →
∞ asm → ∞ for each vertexX ∈ Σ .

Lemma 5.3 [10, Lemma 3.3]. Let Ω be a Dynkin quiver andΣ a sectional subgraph
of typeΩ in ΓF(∆). If Σ contains only left stable modules, then eitherΣ consists of
τ∆-periodic modules or there is some integerm � 0 such thatτ∆

mΣ is properly contained
in a sectional subgraph inΓF(∆) which contains only left stable modules.

Lemma 5.4. LetΓ be a left stable sub-quiver ofΓF(∆). Assume that there exists a mod
X in Γ such thatl(τ∆

mX) does not tend to infinity asm tending to infinity. Then there i
no sectional subgraph of Euclidean type inΓ .

Proof. Suppose there is an arrowY → X or X → Y in Γ , so there existsb > 0 such
that l(Y ) � bl(X) or l(Y ) � bl(τ∆X) according to Theorem 3.5. Becausel(τ∆

mX) does
not tend to infinity whenm tends to infinity, there existsbX such thatl(τ∆

mX) < bX for
infinitely manym’s. Then l(τ∆

sY ) < b · bX , for s = m or m + 1, that is,l(τ∆
sX) does

not tend to infinity ass tends to infinity. SinceΓ is connected, every module inΓ has the
same property. Hence, there is no sectional subgraph of Euclidean type inΓ according to
Lemma 5.2. �
Lemma 5.5. Let Γ be a connected left stable sub-quiver ofΓF(∆). Assume that there is
moduleX in Γ such thatl(τ∆

mX) does not tend to infinity asm tends to infinity. If there is
a sectional path inΓ which meets aτ∆-orbit twice, thenΓ containsτ∆-periodic modules

Proof. According to Lemma 5.4, for every moduleY in Γ , there is a constantbY such
that l(τ∆

mY ) � bY for infinitely manym’s. If there is an arrowZ → Z′ in F(∆), then
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l(Z) � b · l(Z′) because of Theorem 3.5. Hence, for a given positive integerr , there are
infinitely manym’s such thatl(τ∆

m·rY ) � br · bY . If there is a sectional path

τ∆
rY0 = Yt → Yt−1 → ·· · → Y1 → Y0

in Γ , we may supposeYt−1 and Y1 are not in the sameτ∆-orbit. SinceΓF(∆) has no
sectional cyclic paths [12, Theorem 2], we haver 	= 0. Now assumet > 2. If r > 0, then
there exists an infinite path

· · · → τ∆
2rY0 → τ∆

rYt−1 → ·· · → τ∆
rY1 → τ∆

rY0 → Yt−1 → ·· · → Y1 → Y0. (∗)

Since l(τ∆
srY0) � br · bY0 holds for infinitely manys, and in a left stable sub-quive

the composition of the sectional path is not zero (Theorem 3.16), (∗) is not a sectiona
path. Thus, 1� t � 2. In caset = 1, τ∆

2r−1Y0 = Y0. In caset = 2, r > 1, Y1 = τ∆
r−1Y1.

So there is aτ∆-periodic module inΓ . BecauseΓ is a left stable connected sub-quiv
Γ contains onlyτ∆-periodic modules. The caser < 0 can be treated in a similar way.�
Lemma 5.6 [10, Lemma 3.5]. Let Γ be a maximal connected left stable sub-quive
ΓF(∆). Assume that there is no sectional subgraph of Euclidean type inΓ and that each
sectional path inΓ meets eachτ∆-orbit in Γ at most once. Then eitherΓ consists of
τ∆-periodic modules or, for each moduleX, there is an infinite sectional path inΓ which
ends atτ∆

mX for somem � 0.

Proof of Theorem 5.1. If, for someb, there are infinitely many modules with the lengthb,
then there must exist aτ∆-orbit of a moduleX such thatl(τ∆

mX) = b for infinitely many
m’s. Hence,l(τ∆

nX) does not tend to infinity (asm → ∞). Therefore, there exists anr > 0
such thatτ∆

rX is in Γ ′, the maximal left stable connected sub-quiver ofΓ . SinceX is not
τ∆-periodic,Γ ′ is not periodic. According to Lemmas 5.5 and 5.6,Γ ′ has infinitely many
orbits. This is a contradiction.�
Definition 5.3. A quasi-periodic component is a connected component ofΓF(∆) with infi-
nitely manyτ∆-orbits such that at most finitely many of them do not contain aτ∆-period
module.

Theorem 5.7. A quasi-periodic component ofΓF(∆) does not satisfyBT-II .

Proof. Let Γ be a quasi-periodic component ofΓF(∆), andΓ ′ the full sub-quiver ofΓ
without the vertices corresponding to theτ∆-orbits of non-periodic modules. It follow
from Proposition 4.9 thatΓ ′ is a finite union of non-trivial connected sub-quivers ofΓ and
by construction each of them contains onlyτ∆-periodic modules, that is, they are period

Let C be a connected sub-quiver ofΓ ′. If C is a finite sub-quiver ofΓF(∆), then it does
not satisfy BT-II. On the other hand, ifC is not finite, then it is a stable tube and does
satisfy BT-II, either.

If Γ satisfies BT-II, then so isΓ/Γ ′. SinceΓ/Γ ′ has only finitely manyτ∆-orbits,
at least one of them should satisfy BT-II. BecauseΓ ′ is a finite union of periodic sub
quivers ofΓ , there existsm > 0 such that Pr(τ∆

mM) ⊆ Γ/Γ ′, where Pr(τ∆
mM) should
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be maximal left stable. So according to Theorem 5.1, Pr(τ∆
mM) has only finite many

τ∆-orbits, which does not satisfy BT-II. This is a contradiction and finishes the proof.�

6. Proof of the main result

In this section we use a relation between the categoryF(∆) and the subspace catego
given in [6] to prove the main theorem.

Lemma 6.1 [5, Lemma 6.1]. Let C be a connected component ofΓF(∆) with infinitely
manyτ∆-orbits. Suppose thatC has no connected sub-quiver of the formZQ with Q an
infinite quiver without oriented cycles. ThenC is quasi-periodic.

Theorem 6.2. If P∞ ∩ I∞ = ∅ in F(∆), thenF(∆) does not satisfyBT-II .

Proof. Let P∞ ∩ I∞ = ∅. Then any indecomposable module inF(∆) is either a prepro
jective or a preinjective module. It follows from Theorems 3.6 and 3.7 that any conn
component ofΓF(∆) contains either a projective or an Ext-injective. In particularly,ΓF(∆)

has only finitely many connected components, sayΓ1,Γ2, . . . ,Γm. SinceP∞ ∩ I∞ = ∅,
it follows from Theorem 4.9 that for each 1� i � m, Γi contains no connected sub-quiv
of the formZQ with Q an infinite quiver without oriented cycles. Therefore, accordin
Lemma 6.1 all the componentsΓi containing infinitely manyτ∆-orbits are quasi-periodic
To summarize, for each 1� i � m, eitherΓi is a quasi-periodic component orΓi has only
finitely manyτ∆-orbits. By Theorems 5.1 and 5.7,Γi does not satisfy BT-II. Thus,ΓF(∆)

does not satisfy BT-II. �
Definition 6.1 [6]. LetK be a Krull–Schmidt category over a commutative artin ringR, D

a division ring overR which is finitely generated as anR-module, and| · | :K → modD an
additive functor. We call the pair(K, | · |) a vector space category and denote byU(K,

| · |) =: X , called a subspace category of(K, | · |), the category of all triplesV =
(V0,Vω, γV ), whereVω ∈ modD,V0 ∈ K, andγV :Vω → |V0| is aD-linear map. A mor-
phism fromV to V ′ by definition is a pair(f0, fω), wheref0 :V0 → V ′

0, fω :Vω → V ′
ω,

such thatfωγV ′ = γω|f0|.

Since∆(n) = P(n), D = EndΛ(P (n)) is a division ring. LetΛ0 = Λ/ΛenΛ, whereen

is the idempotent corresponding to the indecomposable projective moduleP(n) = Λen.
ThenΛ0 is a quasi-hereditary algebra andF(∆Λ0) = F(∆(1), . . . ,∆(n − 1)). Now we
get a functor

Ext1Λ
(−,P (n)

)
:F(∆Λ0)

op → modD,

whereF(∆Λ0)
op is the opposite category ofF(∆Λ0). So we have a vector space categ

(F(∆Λ0)
op,Ext(−,P (n))) and the subspace categoryU(F(∆

op
,Ext(−,P (n))).
Λ0



Z. Zeng / Journal of Algebra 285 (2005) 608–622 621

.
in
ry

y
i-

an
Lemma 6.3 [7, Proposition 2.2]. There is a full and dense functor

η :F(∆)op → U
(
F(∆Λ0)

op,Ext1Λ
(−,P (n)

))
,

such that the kernel ofη is contained in the radical ofF(∆)op. Soη induces a bijec-
tion between the isomorphism classes of indecomposable objects inF(∆) and those in
U(F(∆Λ0)

op,Ext1Λ(−,P (n))).

Let D be a finite dimension division ring over a fieldk andK a k-additive category
Assume that the number of the isomorphism classes of indecomposable objectsK is
finite. Moreover, let| · | :K → modD be a functor andU(DK) denote the subspace catego
U(K, | · |).

Proposition 6.4 [13, Proposition 3.1]. AssumeDK is infinite, that is, there are infinitel
many isomorphism classes of indecomposable objects inU(DK), then there exists a b
moduleF MG such thatdimF M · dimMG � 4 and thatmod

(
FF MG

0 G

)
is equivalent to a

full subcategory ofU(DK), whereF , G are finite-dimensional division rings overk.

From now on, we assumeΛ is a finite-dimensional quasi-hereditary algebra over
infinite field k.

Theorem 6.5. If F(∆) is infinite, thenF(∆) satisfiesBT-II .

Proof. According to Lemma 6.3, there exists a functor

η :F(∆)op → U
(
F(∆Λ0)

op,Ext1Λ
(−,P (n)

))
.

By an inductive argument, we may assume thatF(∆)(∆Λ0) is finite. SinceF(∆)

is infinite, so is the vector space category(F(∆)(∆Λ0),Ext1Λ(−,P (n))). It follows
from Proposition 6.4 that there is a bimoduleF MG such that a full subcategoryV of
U(F(∆)(∆Λ0),Ext1Λ(−,P (n))) is equivalent to mod

(
F F MG

0 G

)
. Sincek is an infinite field,

the category mod
(

F F MG

0 G

)
satisfies BT-II (see [13, Example 2.6]). Hence,F(∆) satisfies

BT-II. �
Theorem 6.6. F(∆) is finite if and only ifP∞ ∩ I∞ = ∅.

Proof. If F(∆) is finite, then from the definition we haveP∞ = I∞ = ∅, thusP∞ ∩ I∞ =
∅. Conversely, letP∞ ∩ I∞ = ∅. By Theorem 6.2,F(∆) does not satisfy BT-II. The
finiteness ofF(∆) follows from Theorem 6.5. �
Corollary 6.7. F(∆) is finite if and only if either all indecomposable modules inF(∆) are
preprojective, or all indecomposable modules inF(∆) are preinjective.

Corollary 6.8. F(∆) is finite if and only ifΓF(∆) has only finitely manyτ∆-orbits.
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Proof. LetF(∆) be finite. Then, obviously,ΓF(∆) has only finitely manyτ∆-orbits. Con-
versely, assume thatΓF(∆) has only finitely manyτ∆-orbits. ThenF(∆) does not satisfy
BT-II according to Theorem 4.1. By Theorem 6.5,F(∆) is finite. �
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