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#### Abstract

The method of connecting logics has gained a lot of attention in the knowledge representation and ontology communities because of its intuitive semantics and natural support for modular KR , its generality, and its robustness concerning decidability preservation. However, so far no dedicated automated reasoning solutions have been developed, and the only reasoning available was via translation into sufficiently expressive logics. In this paper, we present a simple modalised version of basic $\mathcal{E}$-connections, and develop a sound, complete, and terminating resolution-based reasoning procedure. The approach is modular and can be extended to more expressive versions of $\mathcal{E}$-connections.
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## 1 Introduction

Modal and other non-classical logics have been developed in a great variety to address various modelling requirements, be it spatial, temporal, deontic, etc. However, special purpose formalisms are often difficult to extend, and methodologies for combining logics into many dimensional formalisms have therefore been studied

[^0]extensively, in particular techniques such as products [8], fusions [12], or fibrings [5], as well as structuring techniques for heterogeneous logical theories [16].

The method of connecting, or $\mathcal{E}$-connecting logics, in particular, has gained a lot of attention in the knowledge representation and ontology communities because of its intuitive semantics (being closely related to counterpart theory [11]) and natural support for modular KR [7], its generality, and its robustness concerning decidability preservation $[1,14]$. However, so far no dedicated automated reasoning solutions have been developed, and the only reasoning available was via translation into sufficiently expressive logics $[6,16]$. The $\mathcal{E}$-connection method is closely related to Distributed Description Logics (DDLs) [4], for which a method of distributed tableaux has been developed [23]. Nevertheless, the standard DDL language is strictly less expressive than $\mathcal{E}$-connections, as shown in [14]. The main difference, in a nutshell, is that whilst DDLs only provide atomic formulae for linking two logics, $\mathcal{E}$-connections allow to build new 'complex concepts' in the components, using DL terminology. In modal logic terms, it means they allow to construct new formulae using modalities from foreign logics along bridge modalities. Here, bridge modalities belong to neither of the component logics, but are interpreted with the help of new accessibility relations that are two-sorted in nature, i.e. go across respective models interpreting the component languages. This also explains the generality of the approach compared to DDLs, as the logic of these bridge modalities can be freely varied.

Compared to other combination methodologies, an interesting aspect of $\mathcal{E}$-connections is that, unlike products, no so-called bridge principles are introduced by the combination method itself. An example would be $\square$-commutativity or ChurchRosser properties automatically being validated in products, see [5]. This is avoided in $\mathcal{E}$-connections because the languages are kept disjoint, and are being connected only via the bridge modalities-bridge principles therefore only arise explicitly when added as new axioms.

In this paper, we present a simple modalised version of basic $\mathcal{E}$-connections and a sound, complete, and terminating resolution-based reasoning procedure for dealing with this kind of combination. We note that $\mathcal{E}$-connections have been widely applied to combining Description Logics [13,7] and that experimental evaluation shows that resolution performs well for such logics [10,20]. The reasoning procedure we introduce here is very simple in its structure, keeping the calculi for the component logics disjoint, and introducing a set of resolution-based inference rules that extend the method in [19] to solve the satisfiability problem in logics connecting K-components via K-bridge modalities. The approach is modular and can be extended to more expressive versions of $\mathcal{E}$-connections.

The paper is structured as follows. In Section 2, we present the syntax and semantics of the multi-modal logic $\mathrm{K}_{(n)}$. In Section 3, a basic modalised version of $\mathcal{E}$-connections is defined. Section 4 introduces the resolution method for connected logics, together with examples, and Section 5 sketches the correctness proofs. Results and related work are discussed in Section 6.

## 2 The Normal Modal Logic $\mathrm{K}_{(n)}$

The weakest of the normal modal systems, known as $\mathrm{K}_{(n)}$, is an extension of the classical propositional logic with the operators $\boxed{a}, 1 \leq a \leq n$, where the axioms $\mathbf{K}_{a}$, that is, $a(\varphi \rightarrow \psi) \rightarrow(\square \varphi \rightarrow \square \psi)$, hold. There is no restriction on the accessibility relation over worlds. As the subscript in $\mathrm{K}_{(n)}$ indicates, we consider the multi-agent version, that is, the fusion of several copies of $\mathrm{K}_{(1)}$.

Formulae are constructed from a denumerable set of propositional symbols (or variables), $\mathcal{P}=\left\{p, q, p^{\prime}, q^{\prime}, p_{1}, q_{1}, \ldots\right\}$. The finite set of agents is defined as $\mathcal{A}=\{1, \ldots, n\}, n \in \mathbb{N}$. Besides the propositional connectives (true, $\neg, \wedge$ ), we introduce a set of unary modal operators $\mathcal{M}=\{\boxed{1}, \ldots, n\}$, where $a \varphi$ is read as "agent $a$ considers $\varphi$ necessary". When $n=1$, we may omit the index, that is, $\square \varphi=1 \varphi$. The fact that agent $a$ considers $\varphi$ possible is denoted by $\langle a\rangle$. The language $\mathcal{L}$ of $\mathrm{K}_{(n)}$ is given by $\mathcal{L}=\mathcal{P} \cup \mathcal{M} \cup\{$ true $, \neg, \wedge\}$. Next, we define the set of well-formed formulae of $\mathrm{K}_{(n)}$ :

Definition 2.1 The set of well-formed formulae, $\mathcal{F}\left(\mathrm{K}_{(n)}\right)$, is given by:

- the propositional symbols are in $\mathcal{F}\left(\mathrm{K}_{(n)}\right)$;
- true is in $\mathcal{F}\left(\mathrm{K}_{(n)}\right)$;
- if $\varphi$ and $\psi$ are in $\mathcal{F}\left(\mathrm{K}_{(n)}\right)$, then so are $\neg \varphi,(\varphi \wedge \psi)$, and $a \varphi($ for all $a \in \mathcal{A})$.

A literal is either a proposition or its negation. Let $\mathcal{L}$ it be the set of all literals. A modal literal is either $\sqrt{a} l$ or $\neg a l$, where $l \in \mathcal{L}$ it and $a \in \mathcal{A}$.

Semantics of $\mathrm{K}_{(n)}$ is given, as usual, in terms of a Kripke structure.
Definition 2.2 A Kripke structure $\mathbb{M}$ for $n$ agents over $\mathcal{P}$ is a tuple $\mathbb{M}=$ $\left\langle\mathcal{W}, w_{0}, \pi, \mathcal{R}_{1}, \ldots, \mathcal{R}_{n}\right\rangle$, where $\mathcal{W}$ is a set of possible worlds (or states) with a distinguished world $w_{0}$; the function $\pi(w): \mathcal{P} \rightarrow\{$ true, false $\}, w \in \mathcal{W}$, is an interpretation that associates with each state in $\mathcal{W}$ a truth assignment to propositions; and each $\mathcal{R}_{a} \subseteq \mathcal{W} \times \mathcal{W}$ is a binary relation on $\mathcal{W}$.

The binary relation $\mathcal{R}_{a}$ captures the possibility relation according to agent $a$ : a pair $\left(w, w^{\prime}\right)$ is in $\mathcal{R}_{a}$ if agent $a$ considers world $w^{\prime}$ possible, given her information in world $w$. We write $(\mathbb{M}, w) \models \varphi$ to say that $\varphi$ is true at world $w$ in the Kripke structure $\mathbb{M}$.

Definition 2.3 Truth of a formula is given as follows:

- $(\mathbb{M}, w) \models$ true
- $(\mathbb{M}, w) \models p$ if, and only if, $\pi(w)(p)=$ true, where $p \in \mathcal{P}$
- $(\mathbb{M}, w) \models \neg \varphi$ if, and only if, $(\mathbb{M}, w) \not \models \varphi$
- $(\mathbb{M}, w) \models(\varphi \wedge \psi)$ if, and only if, $(\mathbb{M}, w) \models \varphi$ and $(\mathbb{M}, w) \models \psi$
- $(\mathbb{M}, w) \models a \varphi$ if, and only if, for all $w^{\prime}$, such that $\left(w, w^{\prime}\right) \in \mathcal{R}_{a},\left(\mathbb{M}, w^{\prime}\right) \models \varphi$.

The formulae false, $(\varphi \vee \psi),(\varphi \rightarrow \psi)$, and $\left\langle{ }^{\wedge}\right\rangle \varphi$ are introduced as the usual abbreviations for $\neg$ true, $\neg(\neg \varphi \wedge \neg \psi),(\neg \varphi \vee \psi)$, and $\neg \square \neg \varphi$, respectively. Formulae
are interpreted with respect to the distinguished world $w_{0}$. Intuitively, $w_{0}$ is the world from which we start reasoning. Let $\mathbb{M}=\left\langle\mathcal{W}, w_{0}, \pi, \mathcal{R}_{1}, \ldots, \mathcal{R}_{n}\right\rangle$ be a Kripke structure with a distinguished world $w_{0}$. Thus, a formula $\varphi$ is said to be satisfiable in $\mathbb{M}$ if $\left(\mathbb{M}, w_{0}\right) \models \varphi ; \varphi$ is said to be satisfiable if there is a model $\mathbb{M}$ such that $\left(\mathbb{M}, w_{0}\right) \models \varphi$; and $\varphi$ is said to be valid if for all models $\mathbb{M}$ then $\left(\mathbb{M}, w_{0}\right) \models \varphi$. Satisfiability of sets is defined as usual. A finite set $\Gamma \subset \mathcal{F}\left(\mathrm{K}_{(n)}\right)$ is satisfiable at the state $w$ in $\mathbb{M}$, denoted by $(\mathbb{M}, w) \models \Gamma$, if $(\mathbb{M}, w) \models \gamma_{0} \wedge \ldots \wedge \gamma_{n}$, for all $\gamma_{i} \in \Gamma$, $0 \leq i \leq n$; $\Gamma$ is satisfiable in a model $\mathbb{M}$, denoted by $\mathbb{M} \models \Gamma$, if $\left(\mathbb{M}, w_{0}\right) \models \Gamma$; and $\Gamma$ is satisfiable, if there is a model $\mathbb{M}$ such that $\mathbb{M} \models \Gamma$.

## 3 Modalising Connections

In this section, we present a basic modalised version of $\mathcal{E}$-connections. For the purpose of illustrating our resolution-based calculus, it will suffice to introduce connections of normal modal operators with K-like bridge operators.
$\mathcal{E}$-connections were originally conceived as a versatile and well-behaved technique for combining logics [14], but have been quickly adopted as a framework for the integration of ontologies and modular reasoning in the Semantic Web [7]. The general idea behind this combination method is that the interpretation domains of the connected logics are interpreted by disjoint vocabulary and interconnected by means of link relations. The language of the $\mathcal{E}$-connection is then the union of the original languages enriched with operators capable of talking about the link relations.

The most important feature of $\mathcal{E}$-connections is that they offer an appealing compromise between expressive power and computational complexity: although powerful enough to express many interesting concepts, the coupling between the combined logics is sufficiently loose for proving general results about the transfer of decidability. Such transfer results state that if the connected logics are decidable, then their connection (under certain restrictions) will also be decidable.

The generality of the transfer results for $\mathcal{E}$-connections obtained in [14] is due to the fact that $\mathcal{E}$-connections are defined and investigated using the framework of socalled abstract description systems (ADSs), a common generalisation of description logics, modal logics, logics of time and space, and many other logical formalisms [2]. Thus, we can connect not only DLs with DLs, but also, say, description logics with spatial logics (and in the general case $n$ ADSs for any $n \in \mathbb{N}$ ). A natural interpretation of link relations in this context would then be, for instance, to describe the spatial extension of abstract (DL) objects. Indeed, the idea of $\mathcal{E}$-connections was first described for this scenario in [17], and the ' $\mathcal{E}$ ' in $\mathcal{E}$-connections stems from the concept of 'spatial Extension'. Several extensions to the basic $\mathcal{E}$-connection language have been studied in [14], including Booleans on links, number restrictions on links, link operators on object names, and first-order link constraints.

Let $L_{1}$ and $L_{2}$ be two normal multi-modal logics that are to be connected. We assume that the languages $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$, i.e., the propositional variables and modal operators of $L_{1}$ and $L_{2}$, are pairwise disjoint; however, for simplicity of presentation
we here identify the (classical) Boolean operators of $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$. Note that separating propositional connectives only becomes relevant when connecting logics with a non-classical propositional base logic, e.g. when combining intuitionistic logic with classical or relevant logic, a topic which we intend to follow up on in future work.

To define the language of a modal connection, we need to fix additionally the sets of bridge modalities given by

$$
\mathcal{M}=\mathcal{M}_{1} \cup \mathcal{M}_{2}, \text { with } \mathcal{M}_{1}=\left\{\overleftrightarrow{\diamond}{ }^{1} \mid j \in \mathcal{I}_{1}\right\}, \quad \mathcal{M}_{2}=\left\{\widehat{\diamond}{ }^{2} \mid k \in \mathcal{I}_{2}\right\}
$$

where both $\mathcal{I}_{1}, \mathcal{I}_{2}$ are countable, non-empty index sets.
A similar language was sketched in [6], called one-way $\mathcal{E}$-connections, presenting a formulation of $\mathcal{E}$-connections in DL syntax and removing the build-in inverse relations of [14] in order to allow for a better comparison to DDLs [4].

The set of formulae of the basic modal connection language $\mathcal{C}^{\mathcal{M}}\left(\mathrm{L}_{1}, \mathrm{~L}_{2}\right)$ is a two-sorted language partitioned into a set of 1 -formulae and a set of 2 -formulae. In the following, we set $\overline{1}=2$ and $\overline{2}=1$ and denote by $|\mathcal{S}|$ the cardinality of a set $\mathcal{S}$. Intuitively, $i$-formulae are the formulae of $\mathcal{L}_{i}$ enriched with new modalities for talking about $\bar{i}$-formulae accessed via linking accessibility relations. We often refer to a connection $\mathcal{C}^{\mathcal{M}}\left(\mathrm{L}_{1}, \mathrm{~L}_{2}\right)$ simply as $\mathcal{C}^{\mathcal{M}}$ once the $\mathrm{L}_{i}$ have been fixed.

Definition 3.1 [Modal Connection Language] The sets of 1 -formulae and 2-formulae of $\mathcal{C}^{\mathcal{M}}\left(\mathrm{L}_{1}, \mathrm{~L}_{2}\right)$ are defined by simultaneous induction, for $i \in\{1,2\}$ :
(1) every propositional variable of $\mathcal{L}_{i}$ is an $i$-formula;
(2) $i$-formulae are closed under Boolean operators and the modalities of $\mathcal{L}_{i}$;
(3.1) if $\varphi$ is a 1 -formula and $k \in \mathcal{I}_{2}$, then $\widehat{\wedge}{ }^{2} \varphi$ is a 2 -formula.
(3.2) if $\psi$ is a 2 -formula and $j \in \mathcal{I}_{1}$, then $\widehat{\wedge}^{1} \psi$ is a 1 -formula.

The set of $i$-formulae of $\mathcal{C}^{\mathcal{M}}$ is denoted by $\mathcal{F}\left(\mathcal{C}^{\mathcal{M}}\right)^{i}, i=1,2$. The set of formulae of $\mathcal{C}^{\mathcal{M}}$ is $\mathcal{F}\left(\mathcal{C}^{\mathcal{M}}\right)^{1} \cup \mathcal{F}\left(\mathcal{C}^{\mathcal{M}}\right)^{2}$. A theory in $\mathcal{C}^{\mathcal{M}}$ is a pair $\Gamma=\left\langle\Gamma_{1}, \Gamma_{2}\right\rangle$, where $\Gamma_{i}$, $i=1,2$, are finite sets of $i$-formulae. $\mathcal{C}^{\mathcal{M}}$ is called finitely linked if $\left|\mathcal{I}_{1}\right|,\left|\mathcal{I}_{2}\right| \in \mathbb{N}$, and unarily linked if $\left|\mathcal{I}_{1}\right|=\left|\mathcal{I}_{2}\right|=1$.

Example 3.2 [Well-formed expressions] To illustrate the language just defined, we give a number of well-formed expressions. Let $\varphi_{1}, \varphi_{2}$ be formulae of $\mathbf{L}_{1}$, and $\psi_{1}, \psi_{2}$ formulae of $\mathrm{L}_{2}$. The following are well-formed

$$
\left.\left.\langle\widehat{\wedge})^{1} \neg \widehat{\diamond}\right\rangle^{2} \varphi_{1} \rightarrow \neg \widehat{\wedge}\right\rangle^{1} \psi_{1} \quad \varphi_{1} \wedge \neg\langle\widehat{\wedge}\rangle^{1}\left(\psi_{1} \vee \psi_{2} \vee \widehat{\wedge}^{2} \varphi_{2}\right)
$$

In contrast, the following expressions are ill-formed:

$$
\left\langle\wedge \wedge^{1} \neg\langle\widehat{\wedge}\rangle^{2} \varphi_{1} \rightarrow \neg<\widehat{«}^{2} \varphi_{1} \quad \varphi_{1} \wedge \neg \widehat{\wedge}^{1} \varphi_{1}\right.
$$

because, in the first case, we are forming a Boolean combination of a 1-formula with a 2 -formula, which is undefined, and in the second case, we apply a 1-modality to a 1-formula, which is undefined.

Given the language of a connection $\mathcal{C}^{\mathcal{M}}\left(\mathrm{L}_{1}, \mathrm{~L}_{2}\right)$ ，a connected Kripke model for a modal connection $\mathcal{C}^{\mathcal{M}}\left(\mathrm{L}_{1}, \mathrm{~L}_{2}\right)$ consists of a Kripke model for $\mathrm{L}_{1}$ ，a Kripke model for $\mathrm{L}_{2}$ ，and an interpretation of a set $\mathcal{E}$ of link relations associated with the bridge modalities．The details of the semantics are as follows：

Definition 3.3 ［Connected Kripke Models］A structure

$$
\mathbb{M}=\left\langle\mathbb{W}_{1}, \mathbb{W}_{2},\left(E_{j}^{1}\right)_{j \in \mathcal{I}_{1}},\left(E_{k}^{2}\right)_{k \in \mathcal{I}_{2}}\right\rangle
$$

where $\mathbb{W}_{i}=\left\langle\mathcal{W}_{i}, w_{0}^{i}, \pi_{i}, \mathcal{R}_{1}^{i}, \ldots, \mathcal{R}_{n}^{i}\right\rangle$（as defined in Def．2．2）is a Kripke model of $\mathrm{L}_{i}$ for $i \in\{1,2\}$ ，and $E_{j}^{1} \subseteq \mathcal{W}_{1} \times \mathcal{W}_{2}$ for each $j \in \mathcal{I}_{1}$ and $E_{k}^{2} \subseteq \mathcal{W}_{2} \times \mathcal{W}_{1}$ for each $k \in \mathcal{I}_{2}$ ，is called a connected Kripke model for $\mathcal{C}^{\mathcal{M}}\left(\mathrm{L}_{1}, \mathrm{~L}_{2}\right)$ ．The members of the set

$$
\mathcal{E}=\mathcal{E}_{1} \cup \mathcal{E}_{2}, \text { with } \mathcal{E}_{1}=\left\{E_{j}^{1} \mid j \in \mathcal{I}_{1}\right\}, \quad \mathcal{E}_{2}=\left\{E_{k}^{2} \mid k \in \mathcal{I}_{2}\right\}
$$

are called link relations．
Satisfaction of an $i$－formula $\chi$ at a world $w$ of $\mathrm{L}_{i}$ is defined by simultaneous induction．The Booleans and local modalities of logic $\mathrm{L}_{i}$ are defined in the standard way（as given earlier）．The remaining cases are as follows．Let $\varphi$ be a 1 －formula， and $\psi$ be a 2 －formula，$w_{1}$ a world in $\mathcal{W}_{1}, w_{2}$ a world in $\mathcal{W}_{2}$ ：

$$
\begin{aligned}
& \left(\mathbb{M}, w_{1}\right) \models \widehat{\diamond}^{1} \psi \Longleftrightarrow \exists w_{2} \in \mathcal{W}_{2} \text { such that } w_{1} E_{j}^{1} w_{2} \text { and }\left(\mathbb{M}, w_{2}\right) \models \psi \\
& \left(\mathbb{M}, w_{2}\right) \models \widehat{\diamond}^{2} \varphi \Longleftrightarrow \exists w_{1} \in \mathcal{W}_{1} \text { such that } w_{2} E_{k}^{2} w_{1} \text { and }\left(\mathbb{M}, w_{1}\right) \models \varphi
\end{aligned}
$$

Example 3.4 ［Normality and Bridge Logic］Define bridge boxes by setting：

$$
\text { 可 } \left.^{1}:=\neg \widehat{\wedge}\right)^{1} \neg \quad \text { 图 }^{2}:=\neg \widehat{\wedge}^{2} \neg
$$

Then，for any connected Kripke model $\mathbb{M}$ and any worlds $w_{1}, w_{2}$ ，we have

$$
\begin{aligned}
& \left(\mathbb{M}, w_{1}\right) \models \text { 司 }^{1}(\varphi \rightarrow \psi) \rightarrow\left(\text { 司 }^{1} \varphi \rightarrow \text { 司 }^{1} \psi\right) \\
& \left(\mathbb{M}, w_{2}\right) \models \text { 图 }^{2}(\chi \rightarrow \tau) \rightarrow\left(\text { 图 }^{2} \chi \rightarrow \text { 图 }^{2} \tau\right)
\end{aligned}
$$

The proof is given in Example 4．2．Moreover，it is easy to see that bridge modalities satisfy the rule of Necessitation．Indeed，this already gives a complete axiomatisa－ tion of the basic bridge modalities introduced in Def． 3.3 （as hinted at already in ［1］）and shows that they are $\mathbf{K}$－modalities，illustrating that the connection method does not，by itself，introduce additional bridge principles．

Example 3.5 ［Inverse Relations］In general connected Kripke structures，the re－ lations in $\mathcal{E}_{1}$ and $\mathcal{E}_{2}$ are completely independent．In DLs，inverse（or converse） relations are of great importance in modelling，and they were natively built into the（semantically given）standard definition of $\mathcal{E}$－connections．Here，$E^{1}$ is the in－ verse of $E^{2}$ if for all $x, y$ we have：$\langle x, y\rangle \in E^{1} \Longleftrightarrow\langle y, x\rangle \in E^{2}$ ．However，this is unnecessary：it is folklore in temporal logic that inverse modalities can be easily axiomatised（see［9］）．

Consider the following theory $T$ in $\mathcal{C}^{\mathcal{M}}\left(\mathrm{L}_{1}, \mathrm{~L}_{2}\right)$ ，where the $\mathrm{L}_{i}$ denote two arbitrary propositional modal logics，and $p$ is a 1 －variable，$j \in I_{1}$ ，and $q$ is a 2－variable，$k \in I_{2}$ ．

$$
T=\left\{p \rightarrow \text { 回 }^{1} \widehat{\widehat{\wedge}}{ }^{2} p, \quad q \rightarrow \widehat{⿴ 囗}^{2} \widehat{\bigotimes}^{1} q\right\}
$$

We claim that $T$ is valid in $\mathcal{C}^{\mathcal{M}}\left(\mathrm{L}_{1}, \mathrm{~L}_{2}\right)$ if，and only if，$E_{j}^{1}$ is the inverse of $E_{k}^{2}$ ．
A proof is obtained by mimicking the proof for monomodal logic given in［22， Theorem 1］．A sketch is as follows：（i）the validity of $T$ is immediate if we assume that $E_{j}^{1}$ is the inverse of $E_{k}^{2}$ ；（ii）conversely，assume that $T$ is valid in $\mathcal{C}^{\mathcal{M}}\left(\mathrm{L}_{1}, \mathrm{~L}_{2}\right)$ ． Assume $\left\langle w_{1}, w_{2}\right\rangle \in E_{j}^{1}$ for a model where $w_{1} \models p$ and $p$ is false everywhere else in $\mathcal{W}_{1}$ ．Since $w_{1} \models p \rightarrow$ 国 $\left.^{1}<\right\rangle^{2} p$ ，it follows that $w_{2} \models\left\langle\widehat{\wedge}{ }^{2} p\right.$ ，i．e．there is a $w_{3} \in \mathcal{W}_{1}$ such that $\left\langle w_{2}, w_{3}\right\rangle \in E_{k}^{2}$ and $w_{3} \vDash p$ ．But，by the definition of the model，it follows that $w_{1}=w_{3}$ ，which means that $E_{j}^{1} \subseteq\left(E_{k}^{2}\right)^{-1}$ ．The other inclusion is obtained in a similar way using the second axiom．

## 4 The Bridge Calculus

In this section we present the resolution－based calculus for $\mathcal{C}^{\mathcal{M}}, \mathrm{RES}_{\mathcal{E}}$ ．The approach is clausal：a formula to be tested for（un）satisfiability is firstly translated into a normal form，given in Section 4．1，and then the inference rules given in Section 4.2 are applied until either a contradiction is found or no new clauses can be generated． The calculus incorporates inference rules to deal with each of the component logics， which are syntactical variants of the inference rules given in［19］，and also inference rules to deal with the connections between these components．

In the following，let $L_{1}$ and $L_{2}$ be two normal multi－modal logics，where the set of propositional symbols and modal operators in $\mathcal{L}_{1}$ and $\mathcal{L}_{2}$ are pairwise disjoint． Let $\left\{\square^{a}{ }^{i} \mid a \in \mathcal{A}_{i}\right\}$ ，with $\mathcal{A}_{i}=\left\{1, \ldots, n_{i}\right\}, i=1,2, n_{i} \in \mathbb{N}$ ，be the set of modalities in the language of $L_{i}$ ．Let $\mathcal{C}^{\mathcal{M}}$ be the language of the connection between $L_{1}$ and $L_{2}$ ， where the set of connecting modalities is given by $\mathcal{M}=\mathcal{M}_{1} \cup \mathcal{M}_{2}$ with $\mathcal{M}_{1}=\left\{\left.\widehat{\mathcal{L}^{1}}\right|^{2} \mid\right.$ $\left.j \in \mathcal{I}_{1}\right\}$ and $\mathcal{M}_{2}=\left\{\langle\widehat{\wedge}\rangle^{2} \mid k \in \mathcal{I}_{2}\right\}$ ，where both $\mathcal{I}_{1}, \mathcal{I}_{2}$ are countable，non－empty index sets．Let $\mathbb{M}=\left\langle\mathbb{W}_{1}, \mathbb{W}_{2},\left(E_{j}^{1}\right)_{j \in \mathcal{I}_{1}},\left(E_{k}^{2}\right)_{k \in \mathcal{I}_{2}}\right\rangle$ be the connected Kripke model for $\mathcal{C}^{\mathcal{M}}\left(\mathrm{L}_{1}, \mathrm{~L}_{2}\right)$ ，where $\mathbb{W}_{i}=\left\langle W_{i}, w_{0}^{i}, \pi_{i}, \mathcal{R}_{1}^{i}, \ldots, \mathcal{R}_{n_{i}}^{i}\right\rangle$ is the underlying model for $\mathrm{L}_{i}$ and $w_{0}^{i}$ is the distinguished world in $W_{i}$ ．

## 4．1 The Normal Form for Connected Logics

Formulae in the language of $\mathcal{C}^{\mathcal{M}}$ can be transformed into a normal form called Separated Normal Form for Connected Logics， $\mathrm{SNF}_{\mathcal{E}}$ ．A formula to be tested for satisfiability is firstly translated into a $\mathcal{C}^{\mathcal{M}}$－problem，given by $\mathbb{C}=\left\langle\mathbb{C}_{1}, \mathbb{C}_{2}\right\rangle$ where each $\mathbb{C}_{i}, i=1,2$ ，is a tuple $\mathbb{C}_{i}=\left\langle\mathcal{S}_{i}, \mathcal{G}_{i}, \mathcal{K}_{i}\right\rangle$ ，where $\mathbb{M} \models \mathbb{C}_{i}$ if and only if $\left(\mathbb{M}, w_{0}^{i}\right) \models \mathcal{S}_{i}$ and $(\mathbb{M}, w) \models \mathcal{G}_{i} \cup \mathcal{K}_{i}$ ，for all $w \in W_{i}$ ．Also， $\mathbb{M} \models \mathbb{C}$ if and only if $\mathbb{M} \models \mathbb{C}_{i}, i=1,2$ ．Each $\mathbb{C}_{i}$ of a $\mathcal{C}^{\mathcal{M}}$－problem is called a $\mathbb{C}_{i}$－problem．Intuitively，a $\mathbb{C}_{i}$－problem contains formulae which are in $\mathcal{F}\left(\mathcal{C}^{\mathcal{M}}\right)^{i}$ ．As before，we set $\overline{1}=2$ and $\overline{2}=1$ ．Thus，in the following， $\mathbb{C}_{\overline{1}}\left(\right.$ resp． $\left.\mathbb{C}_{\overline{2}}\right)$ stands for $\mathbb{C}_{2}\left(\right.$ resp． $\left.\mathbb{C}_{1}\right)$ ．

Recall that the semantics in each component of the connected logic is given with respect to a pointed-model, that is, satisfiability is defined in terms of the distinguished world $w_{0}^{i}$ within each component logic. Therefore, in order to represent the world from which we start reasoning, we introduce the new constants start ${ }_{i}$, $i=1,2$, where $(\mathbb{M}, w) \models$ start $_{i}$ if, and only if, $w=w_{0}^{i}$.

In order to apply the resolution method to a problem, we further require that the formulae in $\mathcal{S}_{i}$ are initial clauses; the formulae in $\mathcal{G}_{i}$ are literal clauses; and the formulae in $\mathcal{K}_{i}$ are modal clauses. That is, they have the following syntactic form, for each component logic $L_{i}$ :

| Initial clause | $\operatorname{start}_{i} \rightarrow \bigvee_{b=1}^{r} l_{b}$ |
| :---: | :---: |
| Literal clause | true $\rightarrow \bigvee_{b=1}^{r} l_{b}$ |
| Positive $a$-clause | $l^{\prime} \rightarrow \square^{i} l$ |
| Negative $a$-clause $\quad l^{\prime} \rightarrow \neg \square^{i} l$ |  |
| Positive $\mathcal{E}_{i}^{k}$-clause $l^{\prime} \rightarrow$ 国 $^{i} l$ |  |
| Negative $\mathcal{E}_{i}^{k}$-clause $l^{\prime} \rightarrow \neg$ 国 ${ }^{i} l$ |  |

where $l, l^{\prime}$, and $l_{b}$ are literals; $a \in \mathcal{A}_{i}$; and $k \in \mathcal{I}_{i}$. Positive and negative $a$-clauses (resp. positive and negative $\mathcal{E}_{i}^{k}$-clauses) are together known as modal $a$-clauses (resp. modal $\mathcal{E}_{i}^{k}$-clauses); the index may be omitted if it is clear from the context. Modal $a$-clauses and $\mathcal{E}_{i}^{k}$-clauses are referred as modal clauses.

The translation into the $\mathrm{SNF}_{\mathcal{E}}$ uses the renaming technique [21], where complex subformulae are replaced by new propositional symbols and the truth of these new symbols is linked to the formulae that they replaced in all states within the model corresponding to the component language we are dealing with. Classical operators are removed by rewriting.

Assume that a given formula $\varphi$ to be tested for (un)satisfiability is an $i$-formula in Negated Normal Form (NNF), that is, a formula where implications are removed by classical rewriting and negations are applied to propositional symbols only. The transformation into the $\mathrm{SNF}_{\mathcal{E}}$, starts by taking the $\mathcal{C}^{\mathcal{M}}$-problem $\left\langle\mathbb{C}_{1}, \mathbb{C}_{2}\right\rangle$, where $\mathbb{C}_{i}=\left\langle\left\{\boldsymbol{s t a r t}_{i} \rightarrow t\right\},\{t \rightarrow \varphi\}, \emptyset\right\rangle$ and $\mathbb{C}_{\bar{i}}=\langle\emptyset, \emptyset, \emptyset\rangle$ where $t$ is a new propositional symbol in $\mathcal{L}_{i}$. The transformation proceeds by applying the following rewrite rules together with the usual simplification rules for classical logic (where $\varphi_{1}$ and $\varphi_{2}$ are formulae in $\mathcal{F}\left(\mathcal{C}^{\mathcal{M}}\right)^{i}$, $t$ is a literal, $t_{1}$ is a new propositional symbol in the language of $\mathrm{L}_{i}$, and $\left.\mathbb{C}_{i}=\left\langle\mathcal{S}_{i}, \mathcal{G}_{i}, \mathcal{K}_{i}\right\rangle\right)$ :

$$
\begin{aligned}
& \left\langle\mathcal{S}_{i}, \mathcal{G}_{i} \cup\left\{t \rightarrow \varphi_{1} \wedge \varphi_{2}\right\}, \mathcal{K}_{i}\right\rangle \longrightarrow\left\langle\mathcal{S}_{i}, \mathcal{G}_{i} \cup\left\{t \rightarrow \varphi_{1}, t \rightarrow \varphi_{2}\right\}, \mathcal{K}_{i}\right\rangle \\
& \left\langle\mathcal{S}_{i}, \mathcal{G}_{i} \cup\left\{t \rightarrow \varphi_{1} \vee \varphi_{2}\right\}, \mathcal{K}_{i}\right\rangle \longrightarrow\left\langle\mathcal{S}_{i}, \mathcal{G}_{i} \cup\left\{t \rightarrow \varphi_{1} \vee t_{1}, t_{1} \rightarrow \varphi_{2}\right\}, \mathcal{K}_{i}\right\rangle
\end{aligned}
$$

where $\varphi_{2}$ is not a disjunction of literals

$$
\left\langle\mathcal{S}_{i}, \mathcal{G}_{i} \cup\left\{t \rightarrow \varphi_{1}\right\}, \mathcal{K}_{i}\right\rangle \longrightarrow\left\langle\mathcal{S}_{i}, \mathcal{G}_{i} \cup\left\{\text { true } \rightarrow \neg t \vee \varphi_{1}\right\}, \mathcal{K}_{i}\right\rangle
$$

where $\varphi_{1}$ is a disjunction of literals or a constant

$$
\left\langle\mathcal{S}_{i}, \mathcal{G}_{i}, \mathcal{K}_{i} \cup\left\{t \rightarrow\langle a\rangle^{i} \varphi_{1}\right\}\right\rangle \longrightarrow\left\langle\mathcal{S}_{i}, \mathcal{G}_{i}, \mathcal{K}_{i} \cup\left\{t \rightarrow \neg^{i} \neg \varphi_{1}\right\}\right\rangle
$$

The next rule moves modal clauses to the appropriate set, where $\varphi_{1}$ is either of the form $\square^{a}{ }^{i} \psi, \neg \square^{i} \psi, \boxed{ }^{i} \psi, \neg{ }^{i}{ }^{i} \psi$, with $a \in \mathcal{A}_{i}$ and $k \in \mathcal{I}_{i}$ :

$$
\left\langle\mathcal{S}_{i}, \mathcal{G}_{i} \cup\left\{t \rightarrow \varphi_{1}\right\}, \mathcal{K}_{i}\right\rangle \longrightarrow\left\langle\mathcal{S}_{i}, \mathcal{G}_{i}, \mathcal{K}_{i} \cup\left\{t \rightarrow \varphi_{1}\right\}\right\rangle
$$

We rename complex subformulae enclosed in a modal operator as follows, where $t_{1}$ is a new propositional symbol in $\mathcal{L}_{i}$ and $\varphi_{1} \in \mathcal{F}\left(\mathcal{C}^{\mathcal{M}}\right)^{i}$ is not a literal.

$$
\begin{aligned}
\left\langle\mathcal{S}_{i}, \mathcal{G}_{i}, \mathcal{K}_{i} \cup\left\{t \rightarrow \square^{i} \varphi_{1}\right\}\right\rangle & \longrightarrow\left\langle\mathcal{S}_{i}, \mathcal{G}_{i} \cup\left\{t_{1} \rightarrow \varphi_{1}\right\}, \mathcal{K}_{i} \cup\left\{t \rightarrow \square^{i} t_{1}\right\}\right\rangle \\
\left\langle\mathcal{S}_{i}, \mathcal{G}_{i}, \mathcal{K}_{i} \cup\left\{t \rightarrow \square^{i} \varphi_{1}\right\}\right\rangle & \longrightarrow\left\langle\mathcal{S}_{i}, \mathcal{G}_{i} \cup\left\{t_{1} \rightarrow \neg \varphi_{1}\right\}, \mathcal{K}_{i} \cup\left\{t \rightarrow \neg^{i} \neg t_{1}\right\}\right\rangle
\end{aligned}
$$

We also rename complex subformulae enclosed in a connecting operator as follows, where $t_{1}$ is a new propositional symbol in the language of $\mathrm{L}_{\bar{i}}$ and $\varphi_{1} \in \mathcal{F}\left(\mathcal{C}^{\mathcal{M}}\right)^{\bar{i}}$.

$$
\begin{aligned}
& \tau_{\mathbf{1}}:\left\langle\begin{array}{c}
\left\langle\mathcal{S}_{i}, \mathcal{G}_{i}, \mathcal{K}_{i} \cup\left\{t \rightarrow \text { 国 }^{i} \varphi_{1}\right\}\right\rangle \\
\left\langle\mathcal{S}_{\bar{i}}, \mathcal{G}_{\bar{i}}, \mathcal{K}_{\bar{i}}\right\rangle
\end{array}\right\rangle \longrightarrow\left\langle\begin{array}{c}
\left\langle\mathcal{S}_{i}, \mathcal{G}_{i}, \mathcal{K}_{i} \cup\left\{t \rightarrow \text { 回 }^{i} t_{1}\right\}\right\rangle \\
\left\langle\mathcal{S}_{\bar{i}}, \mathcal{G}_{\bar{i}} \cup\left\{t_{1} \rightarrow \varphi_{1}\right\}, \mathcal{K}_{\bar{i}}\right\rangle
\end{array}\right\rangle \\
& \tau_{\mathbf{2}}:\left\langle\begin{array}{c}
\left\langle\mathcal{S}_{i}, \mathcal{G}_{i}, \mathcal{K}_{i} \cup\left\{t \rightarrow{\neg \square^{i}}^{i} \varphi_{1}\right\}\right\rangle \\
\left\langle\mathcal{S}_{\bar{i}}, \mathcal{G}_{\bar{i}}, \mathcal{K}_{\bar{i}}\right\rangle
\end{array}\right\rangle \longrightarrow\left\langle\begin{array}{c}
\left\langle\mathcal{S}_{i}, \mathcal{G}_{i}, \mathcal{K}_{i} \cup\left\{t \rightarrow \neg \square^{i} \neg t_{1}\right\}\right\rangle \\
\left\langle\mathcal{S}_{\bar{i}}, \mathcal{G}_{\bar{i}} \cup\left\{t_{1} \rightarrow \neg \varphi_{1}\right\}, \mathcal{K}_{\bar{i}}\right\rangle
\end{array}\right\rangle
\end{aligned}
$$

Some care needs to be taken when applying the preceding rewrite rules in order to ensure that the translation is terminating. This can be easily done by keeping track of which clauses have already been rewritten and, as so, preventing the procedure of applying these rules twice to any $\mathcal{E}_{i}^{k}$-clauses. The proof that $\varphi$, the original formula, is satisfiable if, and only if, the problem $\mathbb{C}$ resulting from applying the rewrite rules above is satisfiable is similar to that in [19] and sketched in Section 5. Note that, at the end of the translation, each $a$-modal clause and each $\mathcal{E}_{i}^{k}$-modal clause contains only one modal literal. As so, the different contexts belonging to different agents and to different connecting modalities are already separated at the end of the translation. Separating such contexts helps in the design and implementation of the resolution calculus given in Section 4.2.

Example 4.1 [Transformation] Consider the following 1-formula:

$$
\varphi=\square^{1} \square^{2}(p \rightarrow q) \wedge \square^{1} \square^{2} p \wedge \diamond^{1} \overleftrightarrow{囚}^{2} \neg q
$$

where $\{p, q\}$ is in $\mathrm{L}_{1}$. We start the transformation by taking $\mathbb{C}_{1}=\left\langle\left\{\right.\right.$ start $_{1} \rightarrow$ $\left.\left.t_{0}\right\},\left\{t_{0} \rightarrow \varphi\right\}, \emptyset\right\rangle$ and $\mathbb{C}_{2}=\langle\emptyset, \emptyset, \emptyset\rangle$. As $\varphi$ is a conjunction, we apply the transformation to formulae in $\mathcal{G}_{1}$, obtaining:

$$
\mathcal{G}_{1}=\left\{t_{0} \rightarrow \square^{1} \square^{2}(p \rightarrow q), t_{0} \rightarrow \square^{1} \square^{2} p, t_{0} \rightarrow \bigotimes^{1} \diamond^{2} \neg q\right\}
$$

where the underlined formula is a 2 -formula. Complex subformulae in the scope of modal operators are not allowed by the normal form. We introduce the propositional symbol $t_{1}$ and replace $\square^{2}(p \rightarrow q)$ in the scope of $\square^{1}$. That is, we have the set $\mathcal{G}_{1}$ rewritten as

$$
\mathcal{G}_{1}=\left\{t_{0} \rightarrow \square^{1} t_{1}, t_{0} \rightarrow \square^{1} \square^{2} p, t_{0} \rightarrow \bigotimes^{1} \diamond^{2} \neg q\right\}
$$

and the set $\mathcal{G}_{2}$ is now given by:

$$
\mathcal{G}_{2}=\left\{t_{1} \rightarrow \square^{2}(p \rightarrow q)\right\}
$$

As this is a modal formula, $\mathbb{C}_{2}$ is rewritten as:

$$
\mathcal{G}_{2}=\emptyset \text { and } \mathcal{K}_{2}=\left\{t_{1} \rightarrow \square^{2} \underline{(p \rightarrow q)}\right\}
$$

The underlined formula is a 1 -formula, therefore a new propositional symbol $t_{2}$ is introduced and linked to the formula $p \rightarrow q$. That is, the set of modal formulae in $\mathbb{C}_{2}$ is rewritten as:

$$
\mathcal{K}_{2}=\left\{t_{1} \rightarrow \square^{2} t_{2}\right\}
$$

and the corresponding 1 -formula is added to $\mathbb{C}_{1}$, that is, $\mathcal{G}_{1}$ is rewritten as:

$$
\mathcal{G}_{1}=\left\{t_{0} \rightarrow \square^{1} t_{1}, \underline{t}_{0} \rightarrow \square^{1} \square^{2} p, \underline{t_{0}} \rightarrow \bigotimes^{1} \widehat{ }^{2} \neg q, t_{2} \rightarrow(p \rightarrow q)\right\}
$$

Similar steps are taken to transform the underlined formulae above. After classical rewriting, the resulting problem is given by $\left\langle\mathbb{C}_{1}, \mathbb{C}_{2}\right\rangle$, where:

$$
\begin{aligned}
\mathbb{C}_{1}=\left\langle\mathcal{S}_{1}\right. & =\left\{\text { start }_{1} \rightarrow t_{0}\right\}, \\
\mathcal{G}_{1} & =\left\{\text { true } \rightarrow \neg t_{2} \vee \neg p \vee q, \text { true } \rightarrow \neg t_{4} \vee p, \text { true } \rightarrow \neg t_{6} \vee \neg q\right\}, \\
\mathcal{K}_{1} & \left.=\left\{t_{0} \rightarrow \square^{1} t_{1}, t_{0} \rightarrow \square^{1} t_{3}, t_{0} \rightarrow \neg \square^{1} \neg t_{5}\right\}\right\rangle
\end{aligned}
$$

and

$$
\begin{aligned}
\mathbb{C}_{2}=\left\langle\mathcal{S}_{2}\right. & =\{ \}, \\
\mathcal{G}_{2} & =\{ \}, \\
\mathcal{K}_{2} & \left.=\left\{t_{1} \rightarrow \square^{2} t_{2}, t_{3} \rightarrow \square^{2} t_{4}, t_{5} \rightarrow \neg \square^{2} \neg t_{6}\right\}\right\rangle
\end{aligned}
$$

### 4.2 Inference Rules

The resolution-based calculus for the connected $\operatorname{logics} \mathcal{C}^{\mathcal{M}}$, RES $_{\mathcal{E}}$, is applied to a $\mathcal{C}^{\mathcal{M}_{-}}$ problem until either a contradiction is found or no new clauses can be generated. Given a $\mathcal{C}^{\mathcal{M}}$-problem $\mathbb{C}=\left\langle\mathbb{C}_{1}=\left\langle\mathcal{S}_{1}, \mathcal{G}_{1}, \mathcal{K}_{1}\right\rangle, \mathbb{C}_{2}=\left\langle\mathcal{S}_{2}, \mathcal{G}_{2}, \mathcal{K}_{2}\right\rangle\right\rangle$, a contradiction is given by start $_{i} \rightarrow$ false $\in \mathcal{S}_{i}$ or true $\rightarrow$ false $\in \mathcal{G}_{i}$, for any $i=1,2$.

The (sets of) inference rules deal with the different contexts within each component logic. Therefore, there is a set of inference rules to deal with the propositional part of each component language; a set of inference rules to deal with the multimodal part within each language; and a set of inference rules to deal with the connection between the two languages. The first two set of rules, related to literal and modal resolution, are a syntactic variation of the calculus presented in [19].

In the following, $l, l^{\prime}, l_{b}, l_{b}^{\prime} \in \mathcal{L}$ it $(b \in \mathbb{N})$ and $D, D^{\prime}$ are disjunctions of literals.
The first set of inference rules correspond to classical resolution. Literal resolution (LRES) is classical resolution applied to the propositional portion of the multi-modal logic within each component logic. Also, an initial clause may be resolved with either a literal clause or an initial clause (IRES1 and IRES2). For those rules, both the parent clauses and the resolvent are in sets of the same $\mathbb{C}_{i^{-}}$ problem. Because clauses are in a specific form, all three rules are needed for completeness.

$$
\begin{array}{rrr}
{[\text { IRES1 }] \text { true } \rightarrow D \vee l} & {[\text { IRES2 }] \text { start } \rightarrow D \vee l} & {[\text { LRES }] \text { true } \rightarrow D \vee l} \\
\hline \text { start } \rightarrow D^{\prime} \vee \neg l \\
\text { start } \rightarrow D \vee D^{\prime} & \frac{\text { start } \rightarrow D^{\prime} \vee \neg l}{\text { start } \rightarrow D \vee D^{\prime}} & \frac{\text { true } \rightarrow D^{\prime} \vee \neg l}{\text { true } \rightarrow D \vee D^{\prime}}
\end{array}
$$

The modal resolution rules are applied between clauses which refer to the same context, that is, they must refer to the same agent, within the same component logic. For instance, we can resolve two or more $a^{1}$-clauses (MRES and GEN2); or several $\square^{i}$-clauses and a literal clause in $\mathcal{G}_{i}$ (GEN1 and GEN3). The modal inference rules are:

$$
\begin{aligned}
& \text { [MRES] } \quad l_{1} \rightarrow a^{i} l \\
& l_{2} \rightarrow \neg \square^{i} l \\
& \text { true } \rightarrow \neg l_{1} \vee \neg l_{2} \\
& \text { [GEN2] } l^{\prime}{ }_{1} \rightarrow \square^{i} l_{1} \\
& l^{\prime}{ }_{2} \rightarrow \boxed{a}^{i} \neg l_{1} \\
& l^{\prime}{ }_{3} \rightarrow \neg \sqrt{a}{ }^{i} \neg l_{2} \\
& \text { true } \rightarrow \neg l^{\prime}{ }_{1} \vee \neg l^{\prime}{ }_{2} \vee \neg l^{\prime}{ }_{3} \\
& \text { [GEN1] } \quad l^{\prime}{ }_{1} \rightarrow \boxed{a}^{i} \neg l_{1} \\
& \vdots \\
& l^{\prime}{ }_{m} \rightarrow \square^{i} \neg l_{m} \\
& l^{\prime} \rightarrow \neg \square^{i} \neg l \\
& \text { true } \rightarrow l_{1} \vee \ldots \vee l_{m} \vee \neg l \\
& \overline{\text { true } \rightarrow \neg l^{\prime}{ }_{1} \vee \ldots \vee \neg l^{\prime}{ }_{m} \vee \neg l^{\prime}} \\
& \text { [GEN3] } \quad l^{\prime}{ }_{1} \rightarrow a^{i} \neg l_{1} \\
& l_{m}^{\prime} \rightarrow \square^{i} \neg l_{m} \\
& l^{\prime} \rightarrow \neg \square^{i} \neg l \\
& \frac{\text { true } \rightarrow l_{1} \vee \ldots \vee l_{m}}{\text { true } \rightarrow \neg l^{\prime}{ }_{1} \vee \ldots \vee \neg l^{\prime}{ }_{m} \vee \neg l^{\prime}}
\end{aligned}
$$

The inference rule MRES is a syntactic variation of classical resolution, as a formula and its negation cannot be true at the same state. The rule GEN1 corresponds to generalisation and several applications of classical resolution in a particular state: as clauses in $\mathcal{G}_{i}$ are true at every state, the literal clause in the premises implies true $\rightarrow \square^{i}\left(l_{1} \vee \ldots \vee l_{m} \vee \neg l\right)$; by propositional reasoning and by the axiom $\mathbf{K}$, we have true $\rightarrow \neg \square^{i} \neg l_{1} \vee \ldots \vee \neg a \neg l_{m} \vee \square \neg l$; the modal literals in this formula can then be resolved with their complements in the other parent clauses. GEN2 is a special case of GEN1, as the parent clauses can be resolved with tautologies as true $\rightarrow l_{1} \vee \neg l_{1} \vee \neg l_{2}$. GEN3 is similar to GEN1 but the contradiction occurs between the right-hand side of the positive $a$-clauses and the literal clause. The resolvents in the inference rules GEN1, GEN2, and GEN3 impose that the literals on the left-hand side of the modal clauses in the premises are not all satisfied whenever their conjunction leads to a contradiction in a successor state. Given the syntactic forms of clauses, the three rules are needed for completeness [19].

The bridge resolution rules that deal with the connecting operators, that is, 回 ${ }^{i}$ and $\neg \square^{i}, a \in \mathcal{I}_{i}$, are similar to the modal inference rules given above. The inference rules $\mathcal{E}$-MRES and $\mathcal{E}$-GEN2 are, in fact, just syntactic variants of MRES and GEN2: reasoning can be applied in the component language $L_{i}$ even if there is no information about the other component, $\mathrm{L}_{\bar{i}}$. However, the inference rules $\mathcal{E}$-GEN1 and $\mathcal{E}$-GEN3 are different, in the sense that they implement the reasoning between the two different languages. Note that the modal clauses in the premises of these inference rules are in $\mathbb{C}_{i}$, but the literal clauses are in the other component, $\mathbb{C}_{\bar{i}}$, as
 Therefore, we use the propositional language of $L_{\bar{i}}$ to pass enough information from $\mathrm{L}_{\bar{i}}$ to $\mathrm{L}_{i}$, in order to apply the reasoning mechanism in the context of $\mathrm{L}_{i}$.

$$
\begin{aligned}
& \text { [ } \mathcal{E} \text {-GEN2] } \quad l^{\prime}{ }_{1} \rightarrow \text { 回 }^{i} l_{1} \\
& l^{\prime}{ }_{2} \rightarrow \text { 回 }^{i} \neg l_{1} \\
& \frac{l^{\prime}{ }_{3} \rightarrow \neg \text { 国 }^{i} \neg l_{2}}{\text { true } \rightarrow \neg l^{\prime}{ }_{1} \vee \neg l^{\prime}{ }_{2} \vee \neg l^{\prime}{ }_{3}} \\
& {\left[\mathcal{E} \text {-GEN1] } \quad l^{\prime}{ }_{1} \rightarrow \text { 回 }^{i} \neg l_{1}\right.} \\
& l^{\prime}{ }_{m} \rightarrow \text { 回 }^{i} \neg l_{m} \\
& l^{\prime} \rightarrow \neg \text { 回 }^{i} \neg l \\
& \text { true } \rightarrow l_{1} \vee \ldots \vee l_{m} \vee \neg l \\
& \overline{\text { true } \rightarrow \neg l^{\prime}{ }_{1} \vee \ldots \vee \neg l^{\prime}{ }_{m} \vee \neg l^{\prime}} \\
& \text { [ } \mathcal{E} \text {-GEN3] } \quad l^{\prime}{ }_{1} \rightarrow \text { 回 }^{i} \neg l_{1} \\
& l^{\prime}{ }_{m} \rightarrow \text { 回 }^{i} \neg l_{m} \\
& l^{\prime} \rightarrow \neg \square^{i} \neg l \\
& \text { true } \rightarrow l_{1} \vee \ldots \vee l_{m} \\
& \text { true } \rightarrow \neg l^{\prime}{ }_{1} \vee \ldots \vee \neg l^{\prime}{ }_{m} \vee \neg l^{\prime}
\end{aligned}
$$

The justification for the bridge inference rules are similar to the justification for the modal inference rules．We sketch the soundness proof for some of the bridge inference rules in Section 5．Completeness is sketched in the same section．

Simplification．We assume standard simplification from classical logic to keep the clauses as simple as possible．For example，$D \vee l \vee l$ on the right－hand side of an initial or literal clause would be rewritten as $D \vee l$ ．

Example 4．2 The schemata given in Example 3.4 is a valid formula in $\mathcal{C}^{\mathcal{M}}$ ．The following formula is a negated instance of such schema

$$
\varphi=\square^{1} \square^{2}(p \rightarrow q) \wedge \square^{1} \square^{2} p \wedge \neg \square^{1} \square^{2} q
$$

and we show that $\varphi$ is，in fact，unsatisfiable．The problem resulting from trans－ forming $\varphi$ into the $\mathrm{SNF}_{\mathcal{E}}$ was given in Example 4．1．Clauses 1－10 are resulting from the transformation of $\varphi$ into its normal form．

$$
\begin{aligned}
& \text { 1. } \text { start }_{1} \rightarrow t_{0} \quad\left[\mathcal{S}_{1}\right] \quad \text { 6. } t_{3} \rightarrow \square^{2} t_{4} \quad\left[\mathcal{K}_{2}\right] \\
& \text { 2. } \quad t_{0} \rightarrow \square^{1} t_{1} \quad\left[\mathcal{K}_{1}\right] \\
& \text { 3. } t_{1} \rightarrow \square^{2} t_{2} \quad\left[\mathcal{K}_{2}\right] \\
& \text { 4. true } \rightarrow \neg t_{2} \vee \neg p \vee q\left[\mathcal{G}_{1}\right] \\
& \text { 5. } \quad t_{0} \rightarrow \square^{1} t_{3} \quad\left[\mathcal{K}_{1}\right] \\
& \text { 7. true } \rightarrow \neg t_{4} \vee p \quad\left[\mathcal{G}_{1}\right] \\
& \text { 8. } \quad t_{0} \rightarrow \neg \square^{1} \neg t_{5}\left[\mathcal{K}_{1}\right] \\
& \text { 9. } \quad t_{5} \rightarrow \neg \square^{2} \neg t_{6}\left[\mathcal{K}_{2}\right] \\
& \text { 10. true } \rightarrow \neg t_{6} \vee \neg q\left[\mathcal{G}_{1}\right]
\end{aligned}
$$

The refutation proceeds as follows．Clauses 11 and 12 are obtained by applications of classical resolution．Clause 13 is resulting from an application of $\mathcal{E}$－GEN1 to 2－clauses in $\mathbb{C}_{2}$ and a literal clause in $\mathbb{C}_{1}$ ．Clause 14 is also resulting from an application of $\mathcal{E}$－GEN1，but to 1 －clauses in $\mathbb{C}_{1}$ and a literal clause in $\mathbb{C}_{2}$ ．As a contradiction was found，given by clause 15 ，which is obtained by an application of classical resolution，the $\mathcal{C}^{\mathcal{M}}$－problem is unsatisfiable and so is $\varphi$ ．

$$
\begin{aligned}
& \text { 11. true } \rightarrow \neg t_{2} \vee \neg p \vee \neg t_{6} \quad\left[\mathcal{G}_{1}, \text { LRES, } 10,4\right] \\
& \text { 12. } \text { true } \rightarrow \neg t_{2} \vee \neg t_{4} \vee \neg t_{6}\left[\mathcal{G}_{1}, \text { LRES, } 11,7\right] \\
& \text { 13. } \text { true } \rightarrow \neg t_{1} \vee \neg t_{3} \vee \neg t_{5}\left[\mathcal{G}_{2}, \mathcal{E} \text {-GEN1, } 12,9,6,3\right] \\
& \text { 14. } \text { true } \rightarrow \neg t_{0} \quad\left[\mathcal{G}_{1}, \mathcal{E} \text {-GEN1, } 13,8,5,2\right] \\
& \text { 15. start } \rightarrow \text { false } \quad\left[\mathcal{S}_{1}, \text { IRES2 }, 14,1\right]
\end{aligned}
$$

## 5 Correctness Results

In this section, we sketch the correctness results related to the resolution-based calculus for connected logics, $\mathrm{RES}_{\mathcal{E}}$, that is, soundness, termination, and completeness results for the method. The soundness proof shows that the transformation into $\mathrm{SNF}_{\mathcal{E}}$ as well as the application of the inference rules are satisfiability preserving. Termination is ensured by the fact that a given set of clauses contains only finitely many propositional symbols, from which only finitely many $\mathrm{SNF}_{\mathcal{E}}$ clauses can be constructed and therefore only finitely many new $\mathrm{SNF}_{\mathcal{E}}$ clauses can be derived. Completeness is proved by showing that if a given set of clauses is unsatisfiable, there is a refutation produced by $\mathrm{RES}_{\mathcal{E}}$.

The proof that transformation of a formula $\varphi \in \mathcal{F}\left(\mathcal{C}^{\mathcal{M}}\right)$ into its normal form is satisfiability preserving can be obtained as in [19]. We have added to the transformation rules presented in [19] two new rewrite rules, which deal with the connecting modalities. For the first introduced rewrite rule, $\tau_{\mathbf{1}}$, assume $\left\langle\left\langle\mathcal{S}_{i}, \mathcal{G}_{i}, \mathcal{K}_{i} \cup\{t \rightarrow\right.\right.$回 $\left.\left.\left.{ }^{i} \varphi\right\}\right\rangle,\left\langle\mathcal{S}_{\bar{i}}, \mathcal{G}_{\bar{i}}, \mathcal{K}_{\bar{i}}\right\rangle\right\rangle$ is satisfiable in a model $\mathbb{M}$. Construct $\mathbb{M}^{\prime}$ exactly as $\mathbb{M}$ but where $\pi_{2}\left(w_{2}\right)\left(t_{1}\right)=$ true if, and only if, $\left(\mathbb{M}, w_{2}\right) \models \varphi$. It follows from the semantics of implication, the semantics of the connecting modality, and the semantics of $\mathcal{C}^{\mathcal{M}_{-}}$ problems that $\mathbb{M}^{\prime} \models\left\langle\left\langle\mathcal{S}_{i}, \mathcal{G}_{i}, \mathcal{K}_{i} \cup\left\{t \rightarrow \square^{i} t_{1}\right\}\right\rangle,\left\langle\mathcal{S}_{\bar{i}}, \mathcal{G}_{\bar{i}} \cup\left\{t_{1} \rightarrow \varphi\right\}, \mathcal{K}_{\bar{i}}\right\rangle\right\rangle$. For the only if part, it is also easy to check that if $\mathbb{M}^{\prime} \models\left\langle\left\langle\mathcal{S}_{i}, \mathcal{G}_{i}, \mathcal{K}_{i} \cup\left\{t \rightarrow \square{ }^{i} t_{1}\right\}\right\rangle,\left\langle\mathcal{S}_{\bar{i}}, \mathcal{G}_{\bar{i}} \cup\left\{t_{1} \rightarrow\right.\right.\right.$ $\left.\left.\varphi\}, \mathcal{K}_{\bar{i}}\right\rangle\right\rangle$, then $\mathbb{M}^{\prime} \models\left\langle\left\langle\mathcal{S}_{i}, \mathcal{G}_{i}, \mathcal{K}_{i} \cup\left\{t \rightarrow \square^{i} \varphi\right\}\right\rangle,\left\langle\mathcal{S}_{\bar{i}}, \mathcal{G}_{\bar{i}}, \mathcal{K}_{\bar{i}}\right\rangle\right\rangle$. The proof that the rewrite rule $\tau_{2}$ is satisfiability preserving is similar.

Soundness proofs for the new inference rules can also be obtained as in [19]. For $\mathcal{E}$-MRES, if both left-hand side of the premises, $l_{1}$ and $l_{2}$, are satisfied at a world $w_{i}$ of a model $\mathbb{W}_{i}$, then both the right-hand sides would also be satisfied. As $\square^{i} l$ and $\neg \square^{i} l$ are contradictory, the resolvent imposes that we cannot satisfy both $l_{1}$ and $l_{2}$ at any state $w_{i} \in \mathbb{W}_{i}$, that is, we have true $\rightarrow \neg l_{1} \vee \neg l_{2}$ added to $\mathbb{C}_{i}$. For $\mathcal{E}$-GEN1, assume there is a state $w_{i} \in \mathcal{W}_{i}$, such that $\left(\mathbb{M}, w_{i}\right) \models l_{1}^{\prime} \wedge \ldots \wedge l_{m}^{\prime} \wedge l^{\prime}$. By the semantics of implication and by the semantics of the connecting operators @a ${ }^{i}$ and $\neg \square^{i} \neg$, we have that there is a state $w_{\bar{i}} \in \mathcal{W}_{\bar{i}}$ that satisfies all right-hand sides of those modal clauses in $\mathbb{C}_{i}$, i.e. we have that $\left(\mathbb{M}, w_{\bar{i}}\right) \models l \wedge \neg l_{1} \wedge \ldots \wedge \neg l_{m}$. As the premise true $\rightarrow l_{1} \vee \ldots \vee l_{m} \vee \neg l$ holds in every state in $\mathcal{W}_{\bar{i}}$, by applying classical resolution at $w_{\bar{i}}$, we obtain a contradiction. Thus, the resolvent of $\mathcal{E}$-GEN1 requires that no state in $\mathcal{W}_{i}$ satisfies all the left-hand sides of the modal premises. Similar
reasoning applies to $\mathcal{E}$-GEN2 and $\mathcal{E}$-GEN3.
Completeness can be proven similarly to the completeness of the resolution method given in [19], as all modalities in a $\mathcal{C}^{\mathcal{M}}$-problem, including the connecting modalities, behave like K-modalities. The proof, only sketched here, is based on a behaviour graph, which is essentially a structure that represents all possible models that can be associated with the combined logics. A behaviour graph $\mathcal{G}=\langle\mathcal{N}, \mathcal{B}\rangle$ contains a set $\mathcal{N}$ of nodes, which are maximally consistent sets of literals and modal literals, and a set $\mathcal{B}$ of edges, which are labelled by the indexes of modalities in a given logic, that is, they represent the accessibility relation of agents within that logic. For the $\mathcal{E}$-connected logics, given a $\mathcal{C}^{\mathcal{M}}$-problem $\mathbb{C}=\left\langle\mathbb{C}_{1}, \mathbb{C}_{2}\right\rangle$ the behaviour graph is given by $\mathcal{G}=\left\langle\mathcal{N}_{1}, \mathcal{B}_{1}, \mathcal{N}_{2}, \mathcal{B}_{2}, \mathcal{B}\right\rangle$, that is, we have one (sub)behaviour graph $\mathcal{G}_{i}=\left\langle\mathcal{N}_{i}, \mathcal{B}_{i}\right\rangle$ associated with the formulae in $\mathbb{C}_{i}$, for each $i$, and a set $\mathcal{B}$ of edges labelled by the connecting relations. The completeness proof consists in showing that the applications of the inference rules of $\mathrm{RES}_{\mathcal{E}}$ correspond to deletions of either edges and nodes in the behaviour graph $\mathcal{G}$ related to a $\mathcal{C}^{\mathcal{M}}$-problem. That is, we show that $\mathcal{G}$ is empty if, and only if, the corresponding problem is unsatisfiable and, in this case, that there is a proof by the set of inference rules in $\mathrm{RES}_{\mathcal{E}}$. As the calculus for $L_{1}$ and $L_{2}$ are both complete, the correspondence between deletions in $\mathcal{G}_{i}$ and the set of inference rules for $\mathcal{L}_{i}$ is ensured by the results in [19]. For bridge resolution, during the construction of the behaviour graph, we try to add as many edges related to the connecting modalities as possible. In order to satisfy the clauses in $\mathbb{C}$, some edges and nodes are immediately deleted. After that, some nodes and edges are deleted because the modal clauses are no longer satisfied; thus they must also be deleted from the graph. We consider only the case when $\neg l^{\prime}$ in a clause such as $l \rightarrow \neg \boxed{ }^{i} l^{\prime}$, the literals in the scope of the connecting modality on the right-hand side of the positive modal $\mathcal{E}$-clauses and the literal clauses all contribute to the contradiction. If there is a node $w_{i}$ that satisfies $l$ and there is no node $w_{\bar{i}} \in \mathcal{N}_{\bar{i}},\left\langle w_{i}, w_{\bar{i}}\right\rangle \in \mathcal{B}$, and $w_{\bar{i}}$ satisfies $\neg l^{\prime}$, by applying $\mathcal{E}$-GEN1 to the relevant clauses deletes $w_{i}$ as required. We can show that all deletions in the graph correspond to (some) applications of the inference rules for $\mathrm{RES}_{\mathcal{E}}$. The introduction of the resolvents of the inference rules for the connected modalities in the component $\mathbb{C}_{i}$ deletes nodes in the reduced behaviour graph related to the language of $\mathrm{L}_{i}$ as this corresponds to the fact that a modal literal in the form of $\neg$ 图 $^{i} \neg l$ (with $k \in \mathcal{I}_{i}$ ), where $l$ is a literal, is not satisfied in the structure. By induction on the number of nodes, we can show that the behaviour graph for a $\mathcal{C}^{\mathcal{M}}$-problem $\mathbb{C}$ is empty if, and only if, $\mathbb{C}$ is unsatisfiable.

Termination is ensured by the fact that no new literals are added to a $\mathcal{C}^{\mathcal{M}_{-}}$ problem by any of the inference rules in $\mathrm{RES}_{\mathcal{E}}$. Thus, as there is only a finite number of clauses that can be obtained by the method (modulo simplification), at some point either a contradiction is found or no new clauses can be generated.

## 6 Outlook

In this paper, we have presented a modalised version of $\mathcal{E}$-connections, which formalises a simple combination of K logics via a K-bridge logic. As shown in Section 3, the method does not introduce new bridge principles and, therefore, the interaction that arises can be completely controlled by inspecting newly introduced bridge axioms connecting the various modalities.

We have also presented a sound, complete, and terminating resolution-based method for dealing with such combinations. Transformation into the normal form separates the different dimensions where reasoning is carried out. Thus, different sets of specialised inference rules are applied to the different portions of the language and the calculi for the component logics remain independent. Information between the different modalities within each component logic is made available through the propositional language that those modalities share. The resolution calculus for connected logics also introduces a set of inference rules to deal with the bridge modalities. Those rules are applied to clauses containing connecting modalities in one logic and literal clauses in the other logic. Therefore, when a set of connecting modalities in one logic cannot be satisfied in the model of the other logic, some restrictions are imposed via the propositional language in the first one.

The simplicity of the resolution method for connected logics is due to the fact that the dimensions for reasoning are kept separated. Implementation can be obtained in a quite straightforward way: the provers for the independent logics can be kept separated and the implementation of the bridge inference rules can be kept local, whenever a suitable communication channel between the provers is implemented. Therefore, the method presented here can be easily parallelised and/or distributed. Moreover, as the normal form is independent of the particular proof method we developed here, the transformed problems can be used to feed other theorem provers, after translation (if needed), providing a general approach for reasoning about connected logics.

We strongly believe that the method presented here can be extended to deal with more powerful varieties of connections between logics. For stronger connecting theories, we should be able to establish completeness whenever the bridge inference rules mimic (complete) resolution procedures for logics with corresponding (complete) frame properties introduced by the connecting modalities. This idea is not only applicable to the combination of standard, classical normal modal logics, but, importantly, also to other non-classical logics such as intuitionistic, relevant, or paraconsistent logic.

In this respect, future work will include studying generalisations of the resolution method introduced here, and a detailed comparison to the more algebraic-driven techniques of [1], which also provide general decidability preservation results.

Dedicated reasoning procedures for $\mathcal{E}$-connections will be very relevant in particular for the Distributed Ontology Language DOL [18], currently under standardisation in the ontoiop.org working group. DOL is a metalanguage for combining specifications written in various ontology languages, and includes as linking con-
structs, besides alignments and theory interpretations, also the method of $\mathcal{E}$-connection. As examples, recent application areas of DOL and $\mathcal{E}$-connections include blending in computational creativity [15], architectural design [3], and the Semantic Web [7].

The work presented in this paper, therefore, is a first step towards establishing the connection method as a viable tool for modular knowledge representation with generic proof support. Given the generality of the method, this could significantly contribute to more usable methods to deal with combined logics in a large variety of applications.
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