Fast Kernel Matrix Computation for Big Data Clustering
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Abstract
Kernel $k$-Means is a basis for many state of the art global clustering approaches. When the number of samples grows too big, however, it is extremely time-consuming to compute the entire kernel matrix and it is impossible to store it in the memory of a single computer. The algorithm of Approximate Kernel $k$-Means has been proposed, which works using only a small part of the kernel matrix. The computation of the kernel matrix, even a part of it, remains a significant bottleneck of the process. Some types of kernel, however, can be computed using matrix multiplication. Modern CPU architectures and computational optimization methods allow for very fast matrix multiplication, thus those types of kernel matrices can be computed much faster than others.
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1 Introduction

The objective of data clustering is to divide a given group of unlabeled data samples in subgroups (clusters), so that data samples belonging to the same cluster are similar to each and dissimilar to data samples belonging to any other clusters. Clustering has found many applications in different scientific fields. Despite the fact that there has been an extremely rich bibliography on this subject for years now [7], it is still an active research field.

One of the earliest clustering methods is the $k$-Means algorithm [13]. It is a basic textbook approach. Yet it is still popular, despite its age. It involves an iterative process, in which each data sample is assigned to the closest of the $k$ cluster centers and then each cluster center is updated to the mean of all data samples assigned to this cluster. The initial cluster assignment can be random. The process continues, until there are no changes, or until a maximum number of iterations has been reached. The main drawback of this approach is the fact that the surfaces separating the clusters can only be hyperplanes. Thus, if the clusters are not linearly separable, the standard $k$-Means algorithm will not be able to give very good results.

In order to overcome this limitation, the classical algorithm has been extended into the Kernel $k$-Means [15]. The basic idea behind kernel approaches is to project the data into a
higher, or even infinite dimensional space. It is possible for a linear separator in that space to have a non-linear projection back in the original space, thus solving the non-linear separability issue. The kernel trick [1] allows us to circumvent the actual projection to the higher dimensional space. The trick involves using a kernel function to implicitly calculate the dot products of vectors in the kernel space using the feature space vectors. Let $a_i, i = 1, \ldots, n$ be the data sample set to be clustered and $x_i \in \mathbb{R}^d, i = 1, \ldots, n$ their $d$-dimensional feature vectors. If $\phi(x_i), \phi(x_i)$ are the projections of the feature vectors $x_i$ and $x_j$ on the kernel space, then $\kappa(x_i, x_j) = \phi(x_i)^T \phi(x_j)$ is a kernel function. Different kernel functions correspond to different projections. Finally, Euclidean distances in the kernel space can be measured using dot products. Kernel k-Means provides a popular starting point for many state of the art clustering schemes [18, 19, 8, 5]. A recent survey on kernel clustering methods can be found in [6], while [9] presents a comparative study which supports the superiority of kernel clustering methods, over more conventional clustering approaches.

With the expansion of the Internet and the proliferation of social media, multimedia data are being generated at unprecedented rates. This resulted in the rise of the so-called Big Data issue. Datasets are growing larger and it is becoming increasingly harder to handle them with traditional algorithms. With respect to clustering, a way to work around this problem is provided by the Approximate Kernel k-Means algorithm [2]. Instead of using the full kernel matrix, only a smaller, user defined set of matrix rows is calculated and used to measure distances and perform the clustering task. However, even the partial kernel matrix is extremely large and time consuming to compute. In this paper, we show that, for certain types of kernel, it is possible to calculate the kernel matrix using matrix multiplication, which in turn can be carried out very fast on modern CPU architectures and using specialized software, namely BLAS implementations. This demonstrates that even basic matrix operations have applications in the analysis of modern data.

This paper is organized as follows: Sections 2 and 3 briefly describe Kernel k-Means and Approximate Kernel k-Means, respectively. Section 4 discusses the factors that constitute the extremely fast computation of matrix multiplication possible. Section 5 Describes how some kernels can be expressed in matrix multiplication form and can, therefore, be computed extremely quickly. Experiments evaluating the speed and performance that the combination of fast kernel matrix computation and Approximate Kernel k-Means yields on Big Data can be found in Section 6, while Section 7 concludes the paper.

## 2 Kernel k-Means

The Kernel k-Means algorithm [3] is an extension of the classic k-Means clustering algorithm. Taking advantage of the kernel trick, it implicitly projects the data onto a higher dimensional space and measures Euclidean distances between data samples in that space. This circumvents the limitation of linear separability imposed by k-Means. Let there be $k$ clusters $C_\delta, \delta = 1, \ldots, k$ and data samples $a_i, i = 1, \ldots, n$. Each cluster $C_\delta$ has a center $m_\delta$ in the higher dimensional space $\mathbb{R}^{d'} (d << d')$, where $\Phi : \mathbb{R}^d \to \mathbb{R}^{d'}$ is the mapping function. Assuming that there is an assignment of every data sample to a cluster, then the center of cluster $C_\delta$ is computed as follows:

$$m_\delta = \frac{\sum_{a_j \in C_\delta} \phi(x_j)}{|C_\delta|}.$$
where $|C_\delta|$ is the cardinality of cluster $C_\delta$. The squared distance $D(x_i, m_\delta) = ||\phi(x_i) - m_\delta||^2$ between the vectors $x_i$ and $m_\delta$ can be written as:

$$D(x_i, m_\delta) = \phi(x_i)^T \phi(x_i) - 2\phi(x_i)^T m_\delta + m_\delta^T m_\delta. \tag{2}$$

By substituting $m_\delta$ from (1) into (2), we get:

$$D(x_i, m_\delta) = \phi(x_i)^T \phi(x_i) - \sum_{a_j \in C_\delta} \frac{\sum_{a_l \in C_\delta} \phi(x_j)^T \phi(x_l)}{|C_\delta|^2} =$$

we can calculate the dot products using the kernel function:

$$D(x_i, m_\delta) = \kappa(x_i, x_i) - \frac{\sum_{a_j \in C_\delta} \kappa(x_i, x_j)}{|C_\delta|} + \frac{\sum_{a_j \in C_\delta} \sum_{a_l \in C_\delta} \kappa(x_j, x_l)}{|C_\delta|^2} =$$

Since the kernel function results are stored in the kernel matrix, $\kappa(x_i, x_j) = K_{ij}$, we finally obtain

$$D(x_i, m_\delta) = K_{ii} - 2 \frac{\sum_{a_j \in C_\delta} K_{ij}}{|C_\delta|} + \frac{\sum_{a_j \in C_\delta} \sum_{a_l \in C_\delta} K_{jl}}{|C_\delta|^2} \tag{3}$$

After measuring the distance of data sample $x_i$ to each of the $k$ clusters centers, the data sample is reassigned to the cluster $C_\delta$ with the minimum distance $D(x_i, m_\delta)$. This is an iterative process, in which the distances are measured and the cluster assignments are updated, until there are no more changes in the cluster entry assignments, or a maximum number of iterations has been reached. The initial cluster entry assignments can either be manual, or completely random.

## 3 Approximate Kernel $k$-Means

In order to derive the Approximate Kernel $k$-Means algorithm [2], it is useful to express the goal of Kernel $k$-Means in matrix form. According to [4], the goal of Kernel $k$-Means is equivalent to the following optimization problem:

$$\min_{U \in \mathcal{P}} \{c_k \in \mathcal{H}_\kappa\}_{k=1}^C \max_{1 \leq i \leq n} \sum_{k=1}^C \sum_{c_k \in \mathcal{H}_\kappa} U_{ki}^2 |c_k(\cdot) - \kappa(x_i, \cdot)|^2_{\mathcal{H}_\kappa}, \tag{4}$$

where $U$ is a matrix containing the cluster assignment vectors, $c_k$ are the cluster centers, $\mathcal{P}$ is the domain of the assignment matrices and $\mathcal{H}_\kappa$ is the kernel Hilbert space. This optimization can be relaxed into

$$\min_U (\text{tr}(K) - \text{tr}(\tilde{U}K\tilde{U}^T)), \tag{5}$$
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where $\mathbf{K}$ is the kernel matrix, $\hat{\mathbf{U}} = [\text{diag}(\sqrt{n_1} \ldots \sqrt{n_C})]^{-1} \mathbf{U}$ and $\text{tr}(\cdot)$ denotes the trace of the respective matrix, i.e., the sum of its diagonal elements. The cluster centers for this relaxed optimization problem are given by

$$c_k(\cdot) = \sum_{i=1}^{n} \hat{U}_{ki} \kappa(x_i, \cdot),$$  

(6)

where $\hat{\mathbf{U}} = [\text{diag}(n_1 \ldots n_C)]^{-1} \mathbf{U}$.

In order to subsample the kernel matrix, Approximate Kernel $k$-Means replaces the full kernel matrix $\mathbf{K}$ in (5) with $\mathbf{K}_B \hat{\mathbf{K}}^{-1} \mathbf{K}_B^T$, where $\mathbf{K}_B$ is the $n \times m$ partial kernel matrix between the $m$ sampled data points and the $n$ total data points and $\hat{\mathbf{K}}$ is the $m \times m$ kernel matrix between the $m$ sampled data points themselves. This is essentially the Nyström low rank kernel matrix approximation. Some theoretical guarantees regarding the bound of the performance loss that results from the use of this approximation, instead of the full kernel matrix can be found in [2]. When $m \ll n$, this approximation makes clustering huge datasets viable.

## 4 Fast Matrix Multiplication

*Basic Linear Algebra Subprograms (BLAS)* [11] is a collection of high performance functions that provide basic tools for Linear Algebra related tasks, notably used in the *Linear Algebra Package (LAPACK)* library and MATLAB. There are several different implementations of BLAS, which usually specialize in different processors, CPU architectures, or operating systems. The function relevant to this paper is *general matrix multiplication (GEMM)*.

GEMM implements the operation $C \leftarrow \alpha \mathbf{A} \mathbf{B} + \beta \mathbf{C}$. In order to obtain the product $\mathbf{A} \mathbf{B}$, one can simply set $\alpha = 1$ and $\beta = 0$, but this general form of the operation can also prove useful.

The speed of BLAS is a result of a combination of factors. It recursively splits the multiplication into smaller subtasks. It also takes advantage of the memory locality of data in consecutive memory positions, in order to better utilize the CPU’s much faster cache memory. It employs loop unrolling, to reduce the computational time taken up by the program’s control flow. The *Single Input Multiple Data (SIMD)* multiprogramming capabilities of the CPU and, potentially, its *Advanced Vector Extensions (AVX)* are exploited, in order to perform the same computational operation on multiple matrix elements simultaneously. Finally, multiple threads are used, so that every core of the CPU can contribute to the calculations.

There already exist matrix multiplication algorithms that improve the asymptotic computational complexity $O(n^3)$ of naive matrix multiplication, such as the Strassen algorithm [16] with $O(n^{\log_27}) \approx O(n^{2.8})$, or other recent advancements [12] with about $O(n^{2.373})$. In practice, however, they are not used in BLAS implementations, as they face numerical issues, take up a lot more memory, or require unrealistically large matrices, in order to provide an improvement.

## 5 Appropriate Kernels

In this section, we will see how it is possible to use the fast matrix multiplication tools provided by BLAS to quickly compute the subsampled kernel matrix $\mathbf{K}_B$ of very large datasets required by Approximate Kernel $k$-Means. The elements of $\mathbf{K}^{-1}$ are already contained in $\mathbf{K}_B$ and need no additional calculations.
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Let us consider the Radial Basis Function (RBF) kernel. This kernel is defined as

\[ \kappa(\mathbf{x}_i, \mathbf{x}_j) = e^{-\gamma||\mathbf{x}_i - \mathbf{x}_j||^2}, \]

(7)

where \( || \cdot || \) denotes the Euclidean distance. Suppose that \( n \) is the total number of data points, \( m \) is the number of subsampled data points for Approximate Kernel \( k \)-Means and \( d \) is the dimensionality of the data. All the data points are stored in \( n \times d \) matrix \( \mathbf{X} \), while the subsampled data points are stored in \( m \times d \) matrix \( \hat{\mathbf{X}} \). Normally, one would subtract vector \( \mathbf{x}_j \) from \( \mathbf{x}_i \), then square the results and, finally sum. However, taking advantage of the identity \( (\alpha - \beta)^2 = \alpha^2 - 2\alpha\beta + \beta^2 \), we can reformulate the Euclidean distance using matrices as:

\[
\mathbf{Y} = ((\mathbf{X} \circ \mathbf{X}) \mathbf{1}_d) \otimes \mathbf{1}_m^T - 2\mathbf{X} \hat{\mathbf{X}}^T + ((\hat{\mathbf{X}}^T \circ \hat{\mathbf{X}} \mathbf{1}_d^T) \otimes \mathbf{1}_n),
\]

(8)

where each element \( y_{ij} \) of matrix \( \mathbf{Y} \) will store the Euclidean distance between data points \( \mathbf{x}_i \) and \( \mathbf{x}_j \), \( \circ \) denotes the Hadamard matrix product, \( \otimes \) denotes the Kronecker product and \( \mathbf{1} \) are column vectors with every element equal to 1 and their size is determined by their index. This computation is illustrated in Figure 1.

Matrix \(((\mathbf{X} \circ \mathbf{X}) \mathbf{1}_d) \otimes \mathbf{1}_m^T\) is essentially a column vector containing the sum of squares of every data point \( \mathbf{x} \) repeated \( m \) times to form a \( n \times m \) matrix. Respectively, \(((\hat{\mathbf{X}}^T \circ \hat{\mathbf{X}} \mathbf{1}_d^T) \otimes \mathbf{1}_n)\) is
essentially a row vector containing the sum of squares of every subsampled data point $\hat{x}$ repeated $n$ times to form another $n \times m$ matrix. Both of these matrices are more trivial to compute than their matrix forms might indicate. The bottleneck of this computation is $-2XX^T$, which is a traditional matrix multiplication that can be computed very fast, as described in Section 4. Finally, in order to obtain the RBF kernel matrix, every element of $Y$ is multiplied by $-\gamma$ and used as an exponent for $e$ to obtain the final kernel matrix.

Every kernel that involves the Euclidean distance can therefore be computed in the above manner. Kernels that involve the dot product of two data points are more straightforward to compute, as matrix $XX^T$ provides the dot product of every data point combination directly. However, kernels that do not include either still have to be computed in the traditional way. Kernels that involve the Euclidean distance besides the RBF kernel include the Rational Quadratic Kernel $\left(\kappa(x_i, x_j) = 1 - \frac{||x_i - x_j||^2}{c} \right)$, the Multi-

quadratic Kernel $\left(\kappa(x_i, x_j) = \sqrt{||x_i - x_j||^2 + c^2} \right)$, its Inverse $\left(\kappa(x_i, x_j) = \frac{1}{\sqrt{||x_i - x_j||^2 + c^2}} \right)$ and the Cauchy kernel $\left(\kappa(x_i, x_j) = \frac{1}{1 + \frac{||x_i - x_j||^2}{c^2}} \right)$. Kernels that involve the dot product include the Linear kernel $\left(\kappa(x_i, x_j) = x_i^T x_j + c \right)$, the Polynomial kernel $\left(\kappa(x_i, x_j) = (a x_i^T x_j + c)^b \right)$ and the Hyperbolic Tangent kernel $\left(\kappa(x_i, x_j) = \tanh(x_i^T x_j + c) \right)$. Kernels that involve any combination of data points except the Euclidean distance and the dot product include the $\chi^2$ kernel $\left(\kappa(x_i, x_j) = 1 - \sum_{l=1}^{d} \frac{(x_{il} - x_{jl})^2}{2(x_{il} + x_{jl})} \right)$ and the Histogram Intersection kernel $\left(\kappa(x_i, x_j) = \sum_{l=1}^{d} \min(x_{il}, x_{jl}) \right)$.

6 Experiments

In order to evaluate the speed with which datasets of Big Data magnitude can be clustered and the performance of that clustering, we used the Youtube Faces dataset [17]. It contains feature vectors for 621126 faces of politicians, actors, athletes and other celebrities, extracted from videos on Youtube. The feature vectors are Local Binary Patterns (LBPs) [14]. Since the features are essentially histograms, a kernel function more suited to such features would be preferable, like Histogram Intersection of $\chi^2$, however, we are limited to kernels we can compute using matrix multiplication. We used 3 of the most commonly used kernels, RBF, linear and polynomial. We calculated a partial $1000 \times 621126$ kernel matrix. For the RBF kernel parameter $\gamma$, it was experimentally determined that a value of 0.05 provided the best results. For the linear kernel $c$, it was set to 1. The polynomial kernel was of the 2nd degree. We run the Approximate Kernel $k$-Means (AKKM) algorithm for each kernel 10 times, measuring the time for the kernel calculation, the time for AKKM and the Normalized Mutual Information (NMI) [10] performance of the resulting clustering. An Intel Xeon E5-2680 at 2.8GHz CPU was used for all the experiments. The results of these experiments are presented in Table 1, in the format of $mean$ (standard deviation).

<p>| Table 1: The experimental results for all the types of kernel used. |
|-----------------------------|-----------------------------|-----------------------------|-----------------------------|</p>
<table>
<thead>
<tr>
<th>Kernel</th>
<th>RBF</th>
<th>Linear</th>
<th>Polynomial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrix calculation time (seconds)</td>
<td>61.5336 (14.1589)</td>
<td>8.5485 (1.0354)</td>
<td>8.5827 (1.0095)</td>
</tr>
<tr>
<td>AKKM time (seconds)</td>
<td>2887 (498.8669)</td>
<td>2775 (452.6060)</td>
<td>2.664 (49.1836)</td>
</tr>
<tr>
<td>NMI performance</td>
<td>0.8232 (0.0022)</td>
<td>0.8363 (0.0014)</td>
<td>0.8311 (0.0019)</td>
</tr>
</tbody>
</table>
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Overviewing the results, we notice that the kernel matrix computation is extremely fast, mere seconds, in fact. In fact, it is faster than performing other operations on a per element basis and additions, as evidenced by the fact that the best time was achieved by the linear kernel, with a significant advantage over the RBF kernel, which also needs to add the squared values of the data vector elements. We notice that the time to perform AKKM was order of magnitude longer than the kernel matrix computation, though this can be attributed to the fact that the AKKM implementation was not as exhaustively optimized as the BLAS matrix multiplication. In terms of performance, all kernels performed similarly, with the linear kernel being the best, slightly above the polynomial kernel.

7 Conclusions

In this paper, we demonstrated that matrix multiplication can significantly improve the computation speed of the kernel matrix for appropriate kernels. When using a kernel function, in which the correlation of the data is done through the Euclidean distance or the dot product, it is possible to express the computation in terms of matrix multiplication. This matrix operation can be performed extremely fast with modern hardware and the BLAS library, a highly specialized and optimized piece of software, thus allowing for the extremely fast computation of a kernel matrix. We used this approach in conjunction with Approximate Kernel k-Means, in order to perform clustering on the Youtube Faces dataset that, which includes 621126 data samples.
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