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Abstract

In the past few years massive amounts of data have been generated for genetic analysis. Existing solutions to analyze this data concerning genome-wide gene interactions are either not powerful enough or can barely be managed with standard computers due to the tremendous amount of statistical tests to be performed. Also, common approaches using cluster or cloud technologies for parallel analysis are operating at the edge of what is currently possible.

This work demonstrates how FPGAs are able to address this problem. We present a highly parallel, hardware oriented solution for genome-wide association interaction studies (GWAIS) with MB-MDR and the maxT multiple testing correction on an FPGA-based architecture. We achieve a more than 300-fold speedup over an AMD Opteron cluster with 160 cores on an FPGA-system equipped with 128 Xilinx Spartan6 LX150 low-cost FPGAs when analyzing a WTCCC-like dataset with 500,000 markers and 5,000 samples. Furthermore, we are able to keep pace with a 256-core Intel Xeon cluster running MB-MDR 4.2.2 with an approximative version of maxT, while we achieve a 190-fold speedup over the sequential execution of this version on one Xeon core.
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1 Introduction

The detection of gene-gene interactions, such as epistasis, has become a major topic in molecular and quantitative genetics. Genome-wide association studies (GWAS) are conducted in order to reveal the influence of genetic markers such as single-nucleotide polymorphisms (SNPs) on complex genetic disease traits [13]. With the current genotyping technologies allowing the collection of millions of markers per sample, large datasets can be created. The association of the samples to a specific phenotype, which can be as simple as a binary trait, i.e. either case or
control, allows statistical testing for the correlation of genetic characteristics to the trait. Since testing for a correlation of single markers to a trait is not powerful enough in most cases [14, 15], biologists consider at least a pairwise or even higher-order post-GWAS analysis called genome-wide association interaction studies (GWAIS). As GWAS can only identify single markers that have significant main effects, but markers that require interactions with other markers to show their association with the phenotype are not detected by GWAS if their main effects are small [9]. This introduces a high computational burden since the number of tests to perform increases exponentially in the order of the analysis, i.e. a quadratic number for pairwise interactions and a cubic number for 3rd-order interactions. In particular, \( \binom{n}{2} = \frac{n(n-1)}{2} \) tests have to be performed for an exhaustive pairwise interaction analysis, if \( n \) is the number of markers. This already implies 500 billion tests for a dataset with 1 million markers.

Many tools have emerged in order to address this severe computational problem, e.g. BOOST [22], iLOCi [16] and TEAM [26] which run on standard computers or clusters. Other tools addressing GPU technology in order to significantly speedup the computation process are available, e.g. GBOOST [25], GWIS [6], epiGPU [10] and SHEsisEPI [11]. Some of those tools were already implemented on FPGAs, such as BOOST [5] and iLOCi [24]. Also, third-order interactions can already be analyzed in reasonable time with GPU or FPGA technology [4, 12]. However, most of the tools provide a fast test for interactions, but do not consider the problem that for a large number of tests the number of expected false positive errors (i.e. type I errors) is very high [7]. BiForce [8] adress this problem by using Bonferroni correction [3] which is however not powerful enough for family-wise error rate (FWER) correction [20]. When the MDR tool emerged, the creators considered controlling the error rate by permutations of the trait [17]. This behaviour was inherited by its extension MB-MDR [2]. MB-MDR categorizes the characteristics of SNP combinations into three groups of potential association: high risk, low risk and no evidence. The statistical test, that can be a simple Chi-squared test, is performed multiple times in a number of iterations with a randomly permuted trait. The p-value of the tests is then adjusted using the maxT multiple testing correction method [23].

In MB-MDR 3.0.3 van Lishout et al. presented an efficient implementation of the maxT method [21]. However, due to a large number of necessary iterations, e.g. 1,000, and the large number of tests in each iteration, the runtime of MB-MDR 3.0.3 is not reasonable unless executed on a high-performance computing system such as a CPU-cluster. Thus, we address this problem with FPGA-technology. In the following, we demonstrate how our implementation of MB-MDR 3.0.3 on an FPGA-system with 128 Xilinx Spartan6 FPGAs outperforms an AMD Opteron cluster with 160 cores with a speedup of more than 300.

In the meantime, the same problem has been addressed by van Lishout et al. themselves. They re-designed the maxT method, now referred to as gammaMaxT, by approximating the necessary maximum operation in each iteration. In MB-MDR 4.2.2 [20] they have recently reached an up to 10^4-fold speedup compared to their old method with an acceptable trade-off in result quality. We show that we are still able to keep pace with MB-MDR 4.2.2 and the gammaMaxT method executed on an Intel Xeon cluster with 256 cores with the analysis of a dataset with about 500,000 markers on 5,000 samples such as those provided by the Wellcome Trust Case Control Consortium (WTCCC) [19]. Still, the speedup of our method over the sequential execution of this method is 190-fold.
Figure 1: Contingency tables and corresponding HLO-matrix for a pair of markers SNP A and SNP B. \( A_{ij} \) and \( U_{ij} \) reflect the number of affected and unaffected samples with the respective combination of genotypes \( i, j \). \( R_{ij} \) indicates if samples with markers \( i \) for SNP B and \( j \) for SNP A have a high statistical (\( H \)) or a low statistical (\( L \)) risk or if there is no statistical evidence (\( O \)).

### 2 MB-MDR with maxT Multiple Testing Correction

The *Model-Based Multifactor Dimensionality Reduction (MB-MDR)* analysis has first been described by Calle et al. \[1, 2\] to detect gene-gene interactions associated with diseases. It is a model-based version of the MDR \[17\] method with the main idea to merge multi-locus genotypes into categories in order to increase the detection power. Our FPGA-based implementation presented in this paper is based on the performance oriented optimization MB-MDR 3.0.3 by van Lishout et al. \[21\]. We concentrate on the detection of pairwise gene-gene interactions on biallelic markers in case-control datasets (i.e. binary traits), which is a common use case \[19\]. The method consists of three key steps described in the following sections, which lead to a fast separation of highly significant and low significant interactions.

#### 2.1 Contingency Tables and HLO-Matrices

In the first step, two two-dimensional contingency tables are created for each pair of genetic markers in the input dataset, one for all case samples and one for the controls. They are also referred to as *affected-subjects matrix* \( A \) and *unaffected-subjects matrix* \( U \). Since we assume biallelic markers, three possible genotypes are available, the homozygous wild type (\( w \)), the heterozygous type (\( h \)) and the homozygous variant type (\( v \)). Thus, the contingency tables have the dimensions \( 3 \times 3 \). Each cell in a table reflects the number of samples of either cases (affected subjects) or controls (unaffected subjects) which carry the respective combination of genetic information at the corresponding pair of markers. For example, the entry \( A_{01} \) of the affected-subjects matrix generated from a pair \( (x, y) \) of genetic markers indicates the number of cases in the input dataset, which carry the homozygous wild genotype at marker \( x \) and the heterozygous type at marker \( y \). The structure of contingency tables for cases and controls is depicted in Fig. 1.

With the information in the affected-subjects and unaffected-subjects matrices an *HLO-matrix* \( R \) is generated for each pair of markers. Again, this matrix has dimensions \( 3 \times 3 \). In each cell it contains the category in which the corresponding genotype combination can be classified, i.e. \( H \) for a high risk that a person that carries these genotypes may be affected, \( L \) for a low risk, and \( O \) to indicate the absence of evidence for the affection status. The categorization is done following the strategy in \[21\]. Let \( A_{pq} \) be a cell of the affected-subjects matrix and \( U_{pq} \) a cell of the unaffected-subjects matrix, and let \( N_A \) and \( N_U \) be the total number of affected and unaffected samples respectively.

Firstly, it is tested if \( A_{pq} + U_{pq} < 10 \) or \( N_A + N_U - A_{pq} - U_{pq} < 10 \). In this case, there is not enough data to conclude a risk factor and hence, \( R_{pq} \) is set to \( O \). Otherwise, a test statistic
is calculated as follows with \( a = A_{pq} \), \( b = U_{pq} \), \( c = N_A - A_{pq} \) and \( d = N_U - U_{pq} \).

\[
T = \frac{(ad - bc)^2(a + b + c + d)}{(a + b)(c + d)(b + d)(a + c)} \tag{1}
\]

This test statistic follows a \( \chi^2 \)-distribution, and thus, if the significance falls below a threshold of 0.1 there is again no evidence for the risk status and \( R_{pq} \) will be set to \( O \) as well. In the opposite event, \( R_{pq} \) is set to \( H \) indicating a high risk if \( (ad - bc) > 0 \), and it is set to \( L \) if \( (ad - bc) \leq 0 \).

### 2.2 Test Statistic

In the second step, the affected-subjects and unaffected-subject matrices together with the HLO-Matrix are used to calculate a test statistic \( T_{0,j} \) for each pairwise combination of markers. Only the best \( n \) values are sorted and kept in a \textit{Real Data} vector \( \langle T_{0,1} \cdots T_{0,n} \rangle \) such that \( T_{0,1} \geq T_{0,2} \geq \cdots \geq T_{0,n} \), \( n \) is set to 1,000 per default.

The implemented test statistic \( T_{0,j} \) is the maximum of two \( \chi^2 \)-tests with one degree of freedom. The first one \( H/LO \) calculates the association between the trait and being a member of the \( H \) category rather than the \( L \) or \( O \) category, while the second one \( L/\bar{O} \) computes the association between the trait and the belonging to the \( L \) category rather than the \( H \) or \( O \) category. Both tests are exactly implemented as in Eq. 1, with the following redefinition of the values \( a, b, c, \) and \( d \). \( a \) states the number of affected samples in the \( H \) category while \( b \) states the number of unaffected samples belonging to one of the other categories. This applies respectively for the second test with \( a \) and \( b \) denoting the number of affected and unaffected samples in the \( L \) category.

### 2.3 maxT Multiple Testing

In order to obtain the p-values for the interaction effect according to the calculated test statistic, multiple correlated tests are performed by applying the \textit{maxT} method [23]. The number of iterations \( B \) (i.e. the number of tests) can be user-defined while a higher number of iterations leads to more precise p-values. \( B \) is set to 1,000 iterations per default. \textit{maxT} is implemented based on the optimized method presented by van Lishout et al. in [21].

After calculating the \( n \)-best test statistics in the \textit{Real Data} vector in the previous step, \( B \) random permutations of the trait are generated. Afterwards, the test statistics \( T_{i,j} \) are calculated according to Sect. 2.2 for each permutation \( i \). Thereby, the test statistics are not sorted, but forced into the order of the \textit{Real Data} vector. The vectors \( \langle T_{i,1} \cdots T_{i,n} \rangle \) for \( 1 \leq i \leq n \) are referred to as \textit{Permutation} vectors. In order to reduce type II errors, the monotonicity of each permutation vector is enforced, i.e. \( T_{i,n} \) is replaced by the maximum of all test statistics \( T_{i,n+1}, \ldots, T_{i,m} \) with \( m \) being the number of all possible marker pairs. Furthermore, for each \( n > j \geq 1 \): \( T_{i,j} \) is replaced by \( T_{i,j+1} \) if \( T_{i,j} < T_{i,j+1} \).

The p-values \( p_j \) can now simply be obtained by counting the number of permutations where \( T_{i,j} \geq T_{0,j} \) and normalized by the number of iterations.

\[
p_j = \frac{|S_j|}{B + 1} \quad \text{with} \quad S_j = \{i | T_{i,j} \geq T_{0,j}, 0 \leq i \leq B\} \tag{2}
\]

The monotonicity of the p-value vector is enforced as well in order to keep type I errors low. Thus, \( p_{j+1} \) is replaced by \( p_j \) if \( p_{j+1} < p_j \).
3 Implementation Details

The basic structure of our design is a systolic chain architecture of processing elements (PEs) for the creation and transfer of contingency tables adapted from [24] and [5]. We modified the PEs and divided the chain structure as described in Sect 3.1 to fit our requirements. The calculations and the program flow is based on MB-MDR 3.0.3 presented in [21].

Six main tasks are executed in multiple iterations on multiple FPGA workers controlled by one host. Firstly, genotypes from the dataset are collected for each marker in genotype vectors, which are then distributed to each worker FPGA. The distribution exactly follows the one described in [5]. After each FPGA has stored its part of the genotype vectors in its local memory, the data is streamed vector-wise from the memory unit through the systolic chain of PEs that continuously create the respective contingency tables for cases and controls. As soon as tables are ready, they are forwarded to a pipelined analysis unit that for each pair of case and control tables computes the test statistic as the maximum of two $\chi^2$-tests according to Eq. 1. This process is described in Sect. 3.2. The $n$ best test results ($n = 1,000$ per default) are stored in local memory and eventually returned to the host in the first iteration. In all other iterations the previously stored results are updated and forced into monotonicity as described in Sect. 3.3. After the last iteration the p-values for the $n$ best results are calculated on the host system.

3.1 Creating and Transferring Contingency Tables

Our systolic chain architecture of processing elements, as it is illustrated in Fig. 2, requires the genotype vectors to be sorted by cases and controls, which is already done intuitively while parsing the input data. Each PE contains nine counters, one for each entry of a contingency table, and a local memory that is able to store a complete genotype vector for one marker. Genotypes are streamed vector by vector with two genotypes in one clock cycle. For each PE in the chain its first genotype vector from the stream is stored in its local memory and not forwarded to the next PE, this is only done for all following vectors. During the streaming process, the PEs compare the genotypes from the stream to their locally stored ones and increment the corresponding counters of the contingency table according to the observed genotype combination. After the cases of one genotype vector are complete, all PEs have finished contingency tables for the affected subjects, which are immediately forwarded through the chain by a transport bus to a table buffer. The same applies respectively for the unaffected subjects (controls) afterwards. As soon as a pair of tables is ready in the buffer, it is forwarded to the analysis unit. For more details we refer to [24] and [5].

To prevent the transport bus from overloading, requirements to the input dataset have to be made. The bus is able to transfer one of the nine counter values of a table in one clock cycle. Meanwhile, two genotypes of input data can be streamed. Thus, in order to ensure the table has been transferred before the next one is ready, the following condition has to be met.

$$\min\{\text{no. cases, no.ctrls}\} \geq \text{genotypes/cycle} \times \text{no. counters} \times \text{no. PEs}$$  \hspace{1cm} (3)

For several datasets this condition might quickly become too restrictive. Thus, we introduced the possibility to divide the chain of processing elements into multiple parts each featuring its own analysis unit, as it is shown in Fig. 2. For example, in Sect. 4 we evaluate a design with two chains and 66 PEs per chain. According to Eq. 3 the design is able to analyze datasets with at least 1,188 cases and controls.
3.2 Chi-Squared Pipeline

The generation of the HLO-matrix for each pair of markers requires the application of a $\chi^2$-test with one degree of freedom to each combination of genotypes, which is computed by one $\chi^2$-test unit sequentially behind the table buffer. The parameters for each test are taken from the contingency tables for the affected and unaffected subjects according to Eq. 1 in Sect. 2.1.

The implementation of the test is fully pipelined such that a computation can start within every clock cycle. Afterwards, the HLO-matrix is generated by deciding whether each genotype combination belongs to the high-risk ($H$), low-risk ($L$) or no-evidence ($O$) category.

The test statistic is then computed via the maximum of two further $\chi^2$-tests $H/LO$ and $L/HO$ according to Sect. 2.2. The required parameters are generated during the creation of the HLO-matrix by the following summations.

\[
\begin{align*}
    a_{H/LO} &= \sum \{ A_{pq} \mid (ad - bc) > 0\} \\
    b_{H/LO} &= \sum \{ U_{pq} \mid (ad - bc) > 0\} \\
    c_{H/LO} &= N_A - a_{H/LO} \\
    d_{H/LO} &= N_U - b_{H/LO} \\
    a_{L/HO} &= \sum \{ A_{pq} \mid (ad - bc) \leq 0\} \\
    b_{L/HO} &= \sum \{ U_{pq} \mid (ad - bc) \leq 0\} \\
    c_{L/HO} &= N_A - a_{L/HO} \\
    d_{L/HO} &= N_U - b_{L/HO}
\end{align*}
\]

The computation of the tests are started in two consecutive clock cycles in a second fully pipelined $\chi^2$-test unit. Thus, the two results are available after the pipeline latency in two consecutive clock cycles as well, and the maximum of both tests can directly be determined after a simple comparison. The $\chi^2$-test chain with both test units and the HLO-matrix generation is illustrated in Fig. 3.

Figure 2: Systolic chain structure of processing elements with multiple chains.
3.3 Sorting Results and Shuffling

In order to store the $n$ best results of the first iteration, we decided to use a simple insertion sort with linear runtime in local FPGA memory. Since we have to prepare for results arriving in consecutive clock cycles, we immediately compare the results to the current smallest element in the $n$-best list and keep only those results with a higher test value in a preliminary buffer before finally inserting it into the list.

We keep the $n$ best test values together with the corresponding marker pair identifiers. However, to prepare for the upcoming permutation iterations the same identifiers are stored again in a separate list sorted in the ascending order of their generation. This way, the test statistics could easily be updated at the end of each iteration according to Sect. 2.2 as the marker pairs are evaluated in the same order in each iteration. Furthermore, the maximum value of all pairs that are not in the $n$-best list must be stored to enforce the monotonicity of the vector correctly.

Since all worker FPGAs compute their own local $n$-best list, the results have to be merged on the host, where the p-values are calculated as well. Furthermore, the host is responsible to provide the permuted data to the FPGAs at the beginning of each iteration. The permutation for the next iteration is therefore prepared on the host concurrently to the running analysis of the current iteration on the FPGAs. Each permutation randomly swaps the genotype data of a number of case and control samples such that some samples that appeared as a case now act as control and vice versa. Note, that swapping the samples does not change the amount of cases and controls.

4 Performance Evaluation

The evaluation of our FPGA-based MB-MDR implementation targets a SciEngines RIVYERA S6-LX150 machine [18] equipped with 128 Xilinx Spartan6 LX150 low-cost FPGAs. The built-in host system features an Intel Core i7-950 quad-core processor at 3GHz and 12GB DRAM, and runs a Linux OS. The FPGA resources allowed us to implement 132 processing elements distributed over two chains and clocked at 125MHz on each FPGA. We compared the performance of our design to the results of MB-MDR 3.0.3 in [21] and MB-MDR 4.2.2 in [20]. The test systems were respectively a 160-core computer cluster consisting of 40 AMD Opteron 2352.
quad-core CPUs at 2.1 GHz, and a 256-core computer cluster consisting of 64 Intel Xeon L5420 quad-core CPUs running at 2.5 GHz.

For a direct comparison, we generated several SNP datasets with 1,000 samples distributed over 500 cases and 500 controls, and a varying number of markers between 10,000 and 1,000,000 SNPs. Since our design is intentionally designed to target larger datasets, it was not able to use its full resources on such a low number of samples, but had to run with only 54 processing elements per FPGA for these tests. Therefore, in order to measure its full performance, we generated similar datasets with an increased number of 2,500 samples (1,250 cases and 1,250 controls). The runtimes are listed in Tables 1 and 2 including results for a sequential run on only one core.

In Table 3 we also investigated a dataset with about 500,000 genetic markers at 5,000 samples distributed over 2,000 cases and 3,000 controls such as those provided by the Wellcome Trust Case Control Consortium (WTCCC) [19]. This example was used to compare the energy

<table>
<thead>
<tr>
<th>Method</th>
<th>Runtime</th>
<th>System power</th>
<th>Energy consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>MB-MDR 3.0.3 (160 cores)</td>
<td>~ 1.5y</td>
<td>40 × 75W = 3,000W</td>
<td>39,420.0 kWh</td>
</tr>
<tr>
<td>MB-MDR 4.2.2 (256 cores)</td>
<td>1d05h52m</td>
<td>64 × 50W = 3,200W</td>
<td>102.4 kWh</td>
</tr>
<tr>
<td>128 Spartan6 (FPGA/132 PEs)</td>
<td>1d19h08m</td>
<td>468W</td>
<td>20.2 kWh</td>
</tr>
</tbody>
</table>

Table 3: Runtimes and energy consumption of FPGA-based MB-MDR for a WTCCC-like dataset with about 500,000 markers and 5,000 samples compared to MB-MDR 3.0.3 on a 160-core Opteron cluster and to MB-MDR 4.2.2 on a 256-core Xeon cluster. Runtimes for software MB-MDR are interpolated via a regression model from the results in [21] and [20] respectively.
consumption of the test systems as well. The power consumption of the FPGA-system has been measured directly with the internal power supply via IPMI interface, and the power of the other systems has been calculated according to the CPU specifications alone.

The results show, that the FPGA-system clearly outperforms the former version of MB-MDR with the exact calculation of the maxT method although it was run on an Opteron cluster system with 160 cores. The speedup is more than 300 on the dataset with 1 million markers and 2,500 samples. However, for the datasets with only 1,000 samples, we still outperform the Opteron cluster with a speedup of about 130, but the Xeon cluster system with 256-cores running the newer version of MB-MDR is about three to ten times faster than our system. One reason is that the maxT maximum approximation in this version provides a significant speedup over the former version, and another reason is that the FPGAs are forced to use only 54 processing elements due to the low number of samples. Using our full performance with 132 PEs on the datasets with 2,500 samples and the WTCCC-like dataset, we are almost able to catch up with the new version on the Xeon cluster while gaining a speedup of more than 140 to 190 when compared to the sequential execution on the datasets with 100,000 and 1 million markers respectively. We find this a significant result since it shows that a number of low-cost FPGAs is able to keep pace with a CPU cluster employing twice as many computing cores running an approximative computation while our calculation is exact according to the former version of MB-MDR. Furthermore, the measured energy consumption of the FPGA system is five times lower than the energy required of the Xeon CPUs alone without considering peripherals, infrastructure, cooling etc.

5 Conclusion

The statistical detection of gene-gene interactions requires a suitable statistical test and a proper calculation of the significance of the test results as well. This is generally acquired by calculating the p-value of a test result using multiple testing correction methods. In addition to previous publications [5, 12, 24] that have proven FPGAs to be powerful on detecting gene interaction candidates with tools such as BOOST [22] or iLOCi [16], this paper shows that multiple testing correction methods for gene interaction detection can be extremely powerful on FPGAs as well. We demonstrated this by implementing MB-MDR with maxT multiple testing correction on 128 Xilinx Spartan6 LX150 low-cost FPGAs. Our design was based on the fast maxT algorithm presented in [21] and implemented in MB-MDR 3.0.3. The performance evaluation revealed a magnificent speedup of more than 300 when compared to this version of MB-MDR running on a 160-core Opteron CPU cluster system. Furthermore, the presented implementation is able to keep up with a 256-core Xeon CPU cluster running the newer version MB-MDR 4.2.2 [20] that significantly reduces its computation time by approximating the maximum calculation in the maxT iterations. However, the speedup compared to the sequential execution of MB-MDR 4.2.2 is still up to 190, and the energy consumption compared to the Xeon cluster is reduced to at least one fifth.

For future work investigations have already been started to analyze the abilities of our FPGA system to reduce the runtime by maximum approximation with the gammaMaxT method as in MB-MDR 4.2.2 [20]. As stated in that publication the slight loss in precision is acceptable if the runtime can be significantly reduced. This is achieved by reducing the amount of association tests to compute the maximum $T_{max}$ of all test statistics that are less than the $n$ best values. Despite that MB-MDR 3.0.3 only computes adjusted p-values for the $n$ best test statistics, it still computes the total amount of $m$ association tests to determine $T_{max}$. Therefore, the further development of MB-MDR 4.2.2 includes the estimation of $T_{max}$ on the basis of only
$10^6$ test statistics, which is far less than e.g. \( \approx 5 \times 10^9 \) test statistics needed for 100,000 SNPs in MB-MDR 3.0.3. In order to map this easily onto FPGAs the estimation of \( T_{\text{max}} \) could be done by the host, while the computation of the association tests would be done by the FPGAs as before. The main bottleneck would then be the efficient communication between the host and the FPGA workers, as sending the genotypes from the dataset to the FPGA workers and returning the test statistics to the host would cost more time than the association tests itself. To avoid this bottleneck the permutation of the dataset as well as the estimation of \( T_{\text{max}} \) would have to be carried out by the FPGA workers as well. This would allow the FPGA workers to independently work through the iterations without waiting for the host. Hence, the p-values would still be computed by the host, but would not stall the computation of the association tests.

Thus, by investigating these approaches we look forward to be able to outperform a modern CPU cluster system with a future version of our FPGA-based MB-MDR, and we expect another fundamental speedup by porting the design to more recent FPGA technology such as Xilinx 7-series and UltraScale FPGAs.
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