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Abstract

Automata theory based on quantum logic, called $l$-valued finite automata ($l$-VFAs), may be viewed as a logical approach to quantum computing. This work is mainly divided into two parts: one part deals with reversibility of $l$-VFAs, and the other establishes a basic framework of $l$-valued pushdown automata ($l$-VPDAs). First we provide some preliminaries concerning quantum logic and $l$-VFAs, and we prove a useful property of $l$-valued successor and source operators. Then we clarify the relationships between various reversibilities closely related to quantum finite automata in the literature. In particular, we define a reversibility of $l$-VFAs which is termed as retrievability, and we clarify the relationships between a number of different fashions regarding retrievability of $l$-VFAs. We prove that some of them are equivalent, but for the others to be equivalent the truth-value set is required to satisfy a certain condition. This is an essential difference from the classical situation. Afterwards, we introduce $l$-VPDAs and show that the class of the languages accepted by $l$-VPDAs by empty stack coincides with that accepted by $l$-VPDAs by final state. Finally, we provide some examples of $l$-VFAs and conclude with some remarks.

Keywords: Quantum finite automata; Quantum logic; Orthomodular lattices; Finite automata; Pushdown automata; Quantum computation

1. Introduction

Over the past two decades, quantum computing has attracted extensive attention in the academic community [24, 30]. Let us briefly recall some pioneer works in this area. In 1980, Benioff [7] first considered that computing devices in terms of the principles of quantum mechanics could be at least as powerful as classical computers. Then Feynman [20] pointed out that there appears to be no efficient way of simulating a quantum mechanical system on a classical computer, and he suggested that a computer based on quantum physical rules might be able to carry out the simulation efficiently. By formalizing their ideas, Deutsch [17] in 1985 re-examined the Church–Turing Principle and defined quantum Turing machines.
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Quantum computation from the viewpoint of complexity theory was studied first by Bernstein and Vazirani [14], and they described an efficient universal quantum Turing machine that can simulate a large class of quantum Turing machines. Yao [44] demonstrated the equivalence between quantum Turing machines and quantum circuits. The most remarkable discoveries are Shor’s quantum polynomial time algorithm for factorizing integers [43] and Grover’s quantum searching algorithm [22]. Since the computational complexity of integer factoring is the basis of the RSA public cryptosystem, Shor’s finding underlines the power of quantum computers. Actually, since then, the research regarding quantum computing has been more and more active [24,30].

Quantum finite automata [29,27] can be thought of as theoretical models of quantum computers with finite memory, as finite automata are in the theory of computation [25]. To date, finite automata have been significantly developed. In the 1960’s, Rabin [38], Salomaa [40], Ellis [19], Santos [41], etc. formulated probabilistic automata and probabilistic grammars. In a probabilistic automaton [38], each transition is equipped with a number in the unit interval which indicates the probability of the occurrence of the transition; by contrast, in a quantum finite automaton [29,27] we associate each transition with a vector in a Hilbert space which is interpreted as the probability amplitude of the transition, the transition function complies with the laws of quantum mechanics and therefore is required to be unitary (reversible), and the probability of computing an input results from a certain measurement. As for automata theory based on quantum logic—l-valued finite automata (l-VFAs) [45,46,34,36], each transition is assigned an element (that can be viewed as a closed subspace or a projector of a Hilbert space) in an orthomodular lattice.

Moore and Crutchfield [29], and Kondacs and Watrous [27] initiated the study of quantum finite automata, and they gave different definitions of quantum finite automata in terms of the measurement times. In [29], one measurement is performed at the end of each computation, and such models are usually called measure-once automata [24], while in [27] measurement is implemented after each evolution of states, and quantum finite automata defined in this way are called measure-many automata. Another kind of important computing models—quantum pushdown automata, was considered in [21,37]. To date, quantum finite automata have been studied extensively by many authors (for example, see [2–4,9,13,21,23,31,35,37] and references herein). One of the main concerns with these computing models is to clarify their power as compared with classical models. Indeed, Brodsky and Pippenger [13] showed that measure-once automata accept group languages with bounded-error probability, a proper subset of regular languages; Kondacs and Watrous [27] demonstrated that two-way quantum finite automata are more powerful than their classical counterparts; we [35] verified an intrinsic difference between quantum sequential machines and stochastic sequential machines, which answers partially a question asked by Gudder [23]. To a great extent, these findings are closely related to the unitarity and superposition property of quantum physics. If the entanglement property of quantum mechanics is employed into quantum finite automata, we may expect to discover some further essential characteristics.

A more basic issue regarding the models of quantum computation is l-VFAs, considered first by Ying [45,46] and then studied by us [34,36], as well as investigated by the others (e.g., [28,16]). Quantum logic was introduced by Birkhoff and von Neumann [12] in 1936 as the logic of quantum mechanics, and it stemmed from von Neumann’s Hilbert space formalization of quantum mechanics in which the behaviour of a quantum mechanical system is described by a closed space of a Hilbert space. By noting that the set of all closed subspaces of a Hilbert space consists of an orthomodular lattice, it was suggested that orthomodular lattices would be used as the algebraic version of the logic of quantum mechanics, just like Boolean algebra acting as an algebraic counterpart of classical logic. Usually, orthomodular lattices are thought of as quantum logic [33]. In l-VFAs, the truth-value set of quantum logic is understood as an orthomodular lattice, and each transition of an l-VFA is assigned an element in the orthomodular lattice. Also, Ying [46] proved that the product operation of l-VFAs holds if and only if the truth-value lattice satisfies the usual distributivity.

We [36] further elaborated on l-VFAs. In particular, we found more intrinsic connections between the properties of l-VFAs and the properties of its truth-value set of logic. To be more precise, we showed that some properties of l-VFAs hold if and only if the truth-value set of logic satisfies the distributivity of $\lor$ over $\land$, i.e. the orthomodular lattice underlying logic reduces to a Boolean algebra, while some properties in l-VFAs hold if and only if the truth-value set of logic satisfies the distributivity of $\lor$ over $\&$, which is strictly weaker than the distributivity of $\lor$ over $\land$.

This paper is a continuation of [36]. The main contributions can be summarized as follows: first we deal with the reversibility of l-VFAs by proving a number of equivalent characterizations; then we establish the basic setting of l-valued pushdown automata (l-VPDAs). As is well known, energy is an important computational resource. By virtue of Landauer’s principle, energy consumption in computation is deeply linked to the reversibility of the computation; conversely, in reversible computation, it is necessary that no energy is dissipated. In 1973, Bennett [8] showed that
any classical Turing machine can be efficiently simulated by a reversible Turing machine. Quantum computing is unitary and thus reversible. In this regard, studying the reversibility of computation is of great importance in quantum computing. Brodsky and Pippenger [13] as well as Ambainis and Freivalds [2] studied the power of reversible finite automata for recognizing languages by comparing them with quantum finite automata, in which a reversible finite automaton is indeed defined as a quantum finite automaton whose transition amplitudes are either 0 or 1.

In Section 2 we provide some preliminaries concerning orthomodular lattice-valued logic and $l$-VFAs, and we prove a property of $l$-valued successor and source operators that will be used later on. Then, in Section 3 we deal with the relationships between a number of different definitions of reversibility in $l$-VFAs. We first clarify the relations among various reversibilities related to quantum finite automata, and then we define a reversibility of $l$-VFAs which is termed as retrievability to avoid confusion with the reversibilities in the literature [13,2]. (Notably, retrievability of classical finite automata was first defined by Bavel and Muller [11,5].) In particular, we clarify the relationships between a number of retrievabilities of $l$-VFAs and demonstrate that, some of them are equivalent, but for the others, they are equivalent if and only if the truth-value set satisfies distributivity. In contrast, all these definitions concerning retrievability are exactly equivalent in classical finite automata [11]. This is also an essential difference between $l$-VFAs and classical finite automata.

Pushdown automata are another kind of important models of computation after finite automata [25]. In Section 4, we introduce $l$-valued pushdown automata ($l$-VPDAs), a generalization of classical pushdown automata. In particular, we show that the class of the languages accepted by $l$-VPDAs by empty stack coincides with that accepted by $l$-VPDAs by final state.

In Section 5 we state some existing applications of quantum logics; in particular, we present some examples of $l$-VFAs, and these examples imply that, though some results do not hold in all $l$-VFAs, they may hold in some $l$-VFAs. To conclude, in Section 6 some remarks are included and a number of related issues are raised.

In general, notation used in this paper will be explained whenever new symbols appear.

2. Preliminaries

2.1. Quantum logic: Complete orthomodular lattice-valued logic

In the interest of readability, we briefly recall some notions and terminologies in quantum logic. For the details, we refer to [33,36,39,45,46]. A 7-tuple $l = (L, \leq, \wedge, \vee, \perp, 0, 1)$ is called a complete orthomodular lattice, if it satisfies the following conditions (1) and (2):

1. $(L, \leq, \wedge, \vee, 0, 1)$ is a complete lattice, 0 and 1 are the least and greatest elements of $L$, respectively, $\leq$ is the partial ordering in $L$, and for any $M \subseteq L$, $\wedge M$ and $\vee M$ stand for the greatest lower bound and the least upper bound of $M$, respectively.
2. $\perp$ is a unary operation on $L$, called orthocomplement, and it is required to satisfy the following conditions: for any $a, b \in L$,

   a. $a \wedge a^\perp = 0, a \vee a^\perp = 1$.
   b. $a^\perp \perp = a$.
   c. $a \leq b$ implies $b^\perp \leq a^\perp$.
   d. $a \geq b$ implies $a \wedge (a^\perp \vee b) = b$.

A quantum logic is a complete orthomodular lattice-valued logic (called $l$-valued logic). In this paper, we use Sasaki arrow as the implication operator. Sasaki arrow is defined as follows: for any $a, b \in L$,

3. $a \rightarrow b \overset{\text{def}}{=} a^\perp \vee (a \wedge b)$.

The conjunction in a quantum logic is usually interpreted as the meet operation of the truth-value lattice. Because the meet operation is not conjugate to Sasaki arrow, Román and Rumbos [39] introduced a new conjunction operator, namely, the multiplication $\&$, which is defined as follows: for all $a, b \in L$,

4. $a \& b \overset{\text{def}}{=} (a \vee b^\perp) \wedge b$.

Some of the properties of Sasaki arrow and the multiplication $\&$ that we will use later on are provided as follows:

a. $a \& b \leq c$ iff $a \leq b \rightarrow c$.

b. $a \leq b$ iff $a \rightarrow b = 1$.

c. $(a \rightarrow b) \& a \leq b$. 


(4.4) $a \& (a \rightarrow b) \leq b$.  
(4.5) $0 \rightarrow a = 1 = a \rightarrow 1$.  
(4.6) $a \& b \leq b$.  
(4.7) $a \& b \leq a \& b$.  
(4.8) $L$ is a Boolean algebra (i.e. the distributivity of $\lor$ over $\land$ holds) iff any one of the following holds:  
(i) $\&$ is commutative, i.e. $a \& b = b \& a$ for any $a, b \in L$.  
(ii) $b \leq c \Rightarrow a \& b \leq a \& c$ for any $a, b, c \in L$.  

The bi-implication operator corresponding to Sasaki arrow is defined as follows: for all $a, b \in L$,  
\[(5)\]  
$a \leftrightarrow b \overset{\text{def}}{=} (a \rightarrow b) \land (b \rightarrow a)$.  

Let $l = (L, \leq, \land, \lor, \bot, 0, 1)$ be a complete orthomodular lattice, and let $\rightarrow$ be Sasaki arrow. The syntax of $l$-valued logic is similar to that of classical first-order logic. We have three primitive connectives $\neg$ (negation), $\land$ (conjunction) and $\rightarrow$ (implication), and a primitive quantifier $\forall$ (universal quantifier). The connectives $\lor$ (disjunction) and $\leftrightarrow$ (bi-implication) and the existential quantifier $\exists$ are defined in terms of $\neg, \land, \rightarrow$ and $\forall$ in the usual way.  

In addition, we need to use some set-theoretical formulas. Let $\in$ (membership) be a binary (primitive) predicate symbol. Then $\subseteq$ (inclusion) and $\equiv$ (equality) can be defined with $\in$ as usual. The semantics of $l$-valued logic is given by interpreting the connectives $\neg$, $\land$ and $\rightarrow$ as the operations $\perp$, $\land$ and $\rightarrow$, on $L$, respectively, and interpreting the quantifier $\forall$ as the greatest lower bound in $L$. Moreover, the truth value of set-theoretical formula $x \in A$ is $[x \in A] = A(x)$. In this paper, the set $A$ and its characteristic function are identified. In the $l$-valued logic, $1$ is the unique designated truth value; a formula $\varphi$ is valid iff its truth-value $[\varphi]$ is $1$.  

2.2. $l$-valued finite automata  

A finite automaton whose initial and final states are omitted is defined as a triple $(Q, \Sigma, \delta)$, where $Q$ denotes the finite set of states, $\Sigma$ the finite input alphabet, and $\delta$ a transition relation, i.e. a partial function from $Q \times \Sigma$ to $Q$. In terms of this definition, $l$-VFAs are defined as follows:  

**Definition 2.1 ([36])**. An $l$-VFA is defined as a triple $\mathcal{M} = (Q, \Sigma, \delta)$, where $Q$ denotes a finite set of states, $\Sigma$ a finite input alphabet, and $\delta$ the transition relation, i.e. a mapping from $Q \times \Sigma \times Q$ to $L$. In other words, $\delta$ is an $l$-valued subset of $Q \times \Sigma \times Q$. (In this paper, the set $A$ and its characteristic function are identified. In the $l$-valued logic, $1$ is the unique designated truth value; a formula $\varphi$ is valid iff its truth-value $[\varphi]$ is $1$.  

By the way, $l$-VFAs defined above are instead called $l$-valued automata in [36]. In view of the finiteness of states, in this paper we call it $l$-VFAs.

To describe the transitions enabled by a string of input symbols, $\delta$ may be naturally extended to $\delta^* : Q \times \Sigma^* \times Q \rightarrow L$ as follows: for any $p, q \in Q$, if $q = p$, then $\delta^*(p, \varepsilon, q) = 1$; otherwise, $\delta^*(p, \varepsilon, q) = 0$, and  
\[
\delta^*(p, xa, q) = \bigvee \{\delta^*(p, x, r) \land \delta^*(r, a, q) : r \in Q\}
\]
for any $x \in \Sigma^*$ and $a \in \Sigma$, where $\Sigma^* = \bigcup_{k=0}^{\infty} \Sigma^k$, $\Sigma^{(0)} = \{\varepsilon\}$, and $\Sigma^k = \{\sigma_1 \sigma_2 \cdots \sigma_k : \sigma_i \in \Sigma, i = 1, 2, \ldots, k\}$, where $\varepsilon$ represents an empty string in this paper.

**Definition 2.2 ([36])**. Let $\mathcal{M} = (Q, \Sigma, \delta)$ be an $l$-VFA. Then the successor and source operators $S$ and $R$ from $L^Q$ to $L^Q$ are respectively defined as follows: for any $A \in L^Q$ and any $q, p \in Q$,  
\[
S(A)(q) \overset{\text{def}}{=} \bigvee \{A(p) \land \delta^*(p, x, q) : p \in Q, x \in \Sigma^*\},
\]
\[
R(A)(p) \overset{\text{def}}{=} \bigvee \{A(q) \land \delta^*(p, y, q) : q \in Q, y \in \Sigma^*\}.
\]

From the above definitions it directly follows that for any $p \in Q$,  
\[S(A)(p) \geq A(p) \quad \text{and} \quad R(A)(p) \geq A(p).
\]

In order to explain the definition of $l$-valued subautomata more clearly, we first recall the definition of subautomata in classical automata theory [5]. A subautomaton of a finite automaton means a subset of the set of states satisfying the closure property under the successor operator. More specifically, let $M = (Q, \Sigma, \delta)$ be a classical automaton (usually, we use $M$ and $\mathcal{M}$ to denote a classical automaton and an $l$-VFA, respectively), and $A \subseteq Q$. We call $(A, \Sigma, \delta)$ a
subautomaton of $M$, if $\delta$ is also a partial function from $\mathcal{X} \times \Sigma$ to $A$, namely, for any state $q \in Q$, and any $\sigma \in \Sigma$, it satisfies either $\delta(q, \sigma) \in A$ or $\delta(q, \sigma) = \text{undefined}$. In $l$-VFA $M = (Q, \Sigma, \delta)$, as a generalization, we define a subset of $Q$ naturally thought of as an $l$-valued subset of $Q$. Clearly, any classical subset of $Q$ can be identified with a special $l$-valued subset of $Q$, since any $A \subseteq Q$ means that $A(q) = 1$ if $q \in A$; and $A(q) = 0$, otherwise, where 1 and 0, as above, are the greatest and least elements of $L$, respectively. According to the definition of classical subautomata, we formally define $l$-valued subautomata as follows:

**Definition 2.3 ([36])** Let $M = (Q, \Sigma, \delta)$ be an $l$-VFA. Then for any $A \subseteq L^Q$, we call $A$ an $l$-valued subautomaton of $M$ if

$$\models (\forall q \in Q)(q \in A \rightarrow (\forall p \in Q)(\forall x \in \Sigma^*)(\delta^*(x, p) \rightarrow p \in A)),$$

equivalently, for any $q \in Q$,

$$A(q) \leq \bigwedge \{\delta^*(q, x, p) \rightarrow A(p) : x \in \Sigma^*, p \in Q\}.$$  

We show that the above definition regarding $l$-valued subautomata conforms to the classical case. On the one hand, let $A$ be a classical subset of $Q$, and $A$ is an $l$-valued subautomaton of $M$. Then for any $q \in A$, by means of the above inequality in **Definition 2.3**, we have

$$1 = A(q) \leq \bigwedge \{\delta^*(q, x, p) \rightarrow A(p) : x \in \Sigma^*, p \in Q\}$$

$$= \bigwedge \{\delta(q, \sigma, p) \rightarrow A(p) : \sigma \in \Sigma, p \in A\} \land \bigwedge \{\delta(q, \sigma, p) \rightarrow A(p) : \sigma \in \Sigma, p \notin A\}$$

$$= \bigwedge \{\delta(q, \sigma, p) \rightarrow 1 : \sigma \in \Sigma, p \in A\} \land \bigwedge \{\delta(q, \sigma, p) \rightarrow 0 : \sigma \in \Sigma, p \notin A\}$$

$$= \bigwedge \{\delta(q, \sigma, p) \lor \delta(q, \sigma, p) \land \sigma \in \Sigma, p \in A\} \land \bigwedge \{\delta(q, \sigma, p) \lor \sigma \in \Sigma, p \notin A\}$$

$$= \bigwedge \{\delta(q, \sigma, p) : \sigma \in \Sigma, p \notin A\},$$

from which it follows that if $p \notin A$, then it must be $\delta(q, \sigma, p) = 0$. In other words, for any $q \in A$ and any $p \notin A$, the degree to which the machine changes to state $p$ from the current state $q$ after reading $\sigma$, is zero. This accords exactly with the definition of classical subautomata. In particular, if $A = Q$, then for any $q, p \in A$, $A(q) = A(p) = 1$, and therefore, it clearly satisfies the condition of $l$-valued subautomata. As a result, $l$-VFA $M$ itself is also an $l$-valued subautomaton.

On the other hand, if $(A, \Sigma, \delta)$ is a classical subautomaton of classical automaton $M = (Q, \Sigma, \delta)$, then for any $q \in A$, any $\sigma \in \Sigma$, and $p \notin A$, $\delta(q, \sigma, p) = 0$, i.e. $\delta(q, \sigma, p) = 1$. This also satisfies the logical implication condition of $l$-valued subautomata in **Definition 2.3**, since for any $q \in A$, any $\sigma \in \Sigma$, and any $p \notin A$, $A(q) = 1$, and by the preceding calculation,

$$\bigwedge \{\delta^*(q, x, p) \rightarrow A(p) : x \in \Sigma^*, p \in Q\} = \bigwedge \{\delta(q, \sigma, p) : \sigma \in \Sigma, p \notin A\} = 1.$$  

**Proposition 2.1 ([36], Corollary 4.4)** The following six statements are equivalent:

(i) $L$ satisfies the distributive law: $a \land (b \lor c) = (a \land b) \lor (a \land c)$ for all $a, b, c \in L$, that is to say, $L$ is a Boolean algebra.

(ii) For any $a, b \in L$, $b \land (b \lor a) \leq a$, i.e. $a \land b \leq a$.

(iii) For any $a, b \in L$, $b \lor (b \land a) \geq a$.

(iv) For any $l$-VFA $M = (Q, \Sigma, \delta)$ and for any $A \subseteq L^Q$, if $\models S(A) \equiv A$, then $\models R(A^\perp) \equiv A^\perp$.

(v) For any $l$-VFA $M = (Q, \Sigma, \delta)$ and for any $A \subseteq L^Q$, if $\models R(A^\perp) \equiv A^\perp$, then $\models S(A) \equiv A$.

(vi) For any $l$-VFA $M = (Q, \Sigma, \delta)$ and for any $A \subseteq L^Q$, if $\models S(A) \equiv A$, then $A$ is an $l$-valued subautomaton of $M$.

**Proposition 2.2.** The following three statements are equivalent:

(i) $L$ satisfies the distributive law: $a \land (b \lor c) = (a \land b) \lor (a \land c)$ for all $a, b, c \in L$, that is, $L$ is a Boolean algebra.

(ii) For any $l$-VFA $M = (Q, \Sigma, \delta)$, and for any $A \subseteq L^Q$,

$$\models S(S(A)) \equiv S(A).$$
(iii) For any \( l \)-VFA \( M = (Q, \Sigma, \delta) \), and for any \( A \in L^Q \),

\[
\begin{equation}
\models R(R(A)) \equiv R(A).
\end{equation}
\]

**Proof.** (i) \( \Rightarrow \) (ii): Since \( L \) satisfies the distributivity, for any \( p \in Q \), we have

\[
S(S(A))(p) = \bigvee_{q \in Q} \bigvee_{x \in \Sigma^*} (\delta^*(q, x, p) \land S(A)(p))
\]

\[
= \bigvee_{q \in Q} \bigvee_{x \in \Sigma^*} \left( \delta^*(q, x, p) \land \left( \bigvee_{r \in Q} \bigvee_{y \in \Sigma^*} (\delta^*(r, y, q) \land A(r)) \right) \right)
\]

\[
= \bigvee_{q \in Q} \bigvee_{x \in \Sigma^*} \left( \bigvee_{r \in Q} \bigvee_{y \in \Sigma^*} (\delta^*(r, y, q) \land \delta^*(q, x, p) \land A(r)) \right)
\]

\[
= \bigvee_{q \in Q} \bigvee_{x \in \Sigma^*} \left( \bigvee_{r \in Q} \bigvee_{y \in \Sigma^*} (\delta^*(r, y, x, p) \land A(r)) \right)
\]

\[
= \bigvee_{r \in Q} \bigvee_{x \in \Sigma^*} (\delta^*(r, z, p) \land A(r))
\]

\[
= S(A)(p).
\]

So \( \models S(S(A)) \subseteq S(A) \) holds.

(ii) \( \Rightarrow \) (i): Let \( a, b, c \in L \). Take \( Q = \{p, r_1, r_2, q\}, \Sigma = \{\sigma\}, \delta(p, \sigma, q) = a, \delta(r_1, \sigma, p) = b, \delta(r_2, \sigma, p) = c, \delta(q, \sigma, q) = \delta(r_2, \sigma, q) = a, \) and \( A \in L^Q \) with \( A(r_1) = b, A(r_2) = c \). Then we have

\[
S(A)(q) = \bigvee_{r \in Q} \bigvee_{x \in \Sigma^*} (\delta^*(r, x, q) \land A(r))
\]

\[
= (a \land b) \lor (a \land c),
\]

and \( S(A)(p) = b \lor c, S(A)(r_1) = A(r_1) = b, S(A)(r_2) = A(r_2) = c \), as well as

\[
S(S(A))(q) = \bigvee_{r \in Q} \bigvee_{x \in \Sigma^*} (\delta^*(r, x, q) \land S(A)(r))
\]

\[
= \bigvee_{r \in Q} \bigvee_{x \in \Sigma^*} (\delta^*(r, x, q) \land S(A)(p))
\]

\[
\lor \bigvee_{x \in \Sigma^*} (\delta^*(r_1, x, q) \land S(A)(r_1))
\]

\[
\lor \bigvee_{x \in \Sigma^*} (\delta^*(r_2, x, q) \land S(A)(r_2)) \lor S(A)(q)
\]

\[
= (a \land (b \lor c)) \lor (a \land b) \lor (a \land c) \lor (a \land b) \lor (a \land c)
\]

\[
= a \land (b \lor c)
\]

since \( a \land (b \lor c) \geq (a \land b) \lor (a \land c) \) always holds. Thus it follows from the statement (ii) that \( a \land (b \lor c) = (a \land b) \lor (a \land c) \).

(i) \( \Rightarrow \) (iii): Similar to the proof of (i) \( \Rightarrow \) (ii).

(iii) \( \Rightarrow \) (i): Let \( a, b, c \in L \). Take \( Q = \{p, r_1, r_2, q\}, \Sigma = \{\sigma\}, \delta(q, \sigma, p) = a, \delta(p, \sigma, r_1) = b, \delta(p, \sigma, r_2) = c, \delta(q, \sigma, r_1) = \delta(q, \sigma, r_2) = a, \) and \( A \in L^Q \) with \( A(r_1) = b, A(r_2) = c \). Then, similar to the calculation in (ii) \( \Rightarrow \) (i), one obtains that

\[
R(A)(q) = \bigvee_{r \in Q} \bigvee_{x \in \Sigma^*} (\delta^*(q, x, r) \land A(r))
\]

\[
= (a \land b) \lor (a \land c),
\]
and \( R(A)(p) = b \land c, R(A)(r_1) = A(r_1) = b, R(A)(r_2) = A(r_2) = c \) as well as \( R(R(A))(q) = a \land (b \lor c) \). So, by the statement (iii), we have \( a \land (b \lor c) = (a \land b) \lor (a \land c) \) and thus complete the proof. \( \square \)

3. Reversibilities of \( l \)-valued finite automata

3.1. Reversibilities related to quantum finite automata

As mentioned above, reversibility is a pivotal concept in quantum computation because the unitarity of quantum computation requires the computation to be reversible. Reversibility of finite automata was early dealt with by many authors such as Bavel and Muller [11,5], Angluin [1], Pin [32], and the authors in References of [11,32]. However, when they defined reversibility of finite automata, the requirement of deterministic finite automata (DFAs) [25] was not considered; in other words, the transition functions in their reversible automata may be partial. Bavel and Muller [11] defined that a reversible finite automaton is a finite automaton \( M = (Q, \Sigma, \delta) \) that for any input symbol \( \sigma \in \Sigma \) there exists a string \( x \in \Sigma^* \) such that for any state \( q \in Q, \delta(q, \sigma x) = q \), while they defined a finite automaton \( M = (Q, \Sigma, \delta) \) to be retrievable if for any state \( q, p \in Q, \) and any \( \sigma \in \Sigma, \delta(q, \sigma p) = p \) implies that there exists string \( x \in \Sigma^* \) such that \( \delta(p, x) = q \). Intuitively, if reading \( \sigma \) leads the current state \( p \) to state \( q \), then the automaton can return to state \( p \) by scanning some string \( x \). Therefore retrievability can also be viewed as a sort of reversibilities.

Indeed, reversibility associated with quantum finite automata is closely related to DFAs [13,2]. Brodsky and Pippenger [13] defined that a group automaton is a DFA \( M = (Q, \Sigma, \delta) \) that for each given state \( q \in Q \) and input symbol \( \sigma \in \Sigma \), there exists exactly one state \( q' \in Q \) such that \( \delta(q', \sigma) = q \). Ambainis and Freivalds [2] defined reversible finite automata in terms of quantum finite automata with the restriction that the transition amplitudes are either 0 or 1; namely, according to [2], a finite automaton \( M = (Q, \Sigma, \delta) \) is reversible if and only if \( M \) is a DFA and satisfies that, for any \( q \in Q \) and every input symbol \( \sigma \in \Sigma \), there exists at most one state \( q \in Q \) such that \( \delta(q, \sigma q) = q \). In this paper, we call the reversibility in the sense of [2] as AF-reversibility.

Since a reversible finite automaton and a group automaton, defined respectively by Brodsky and Pippenger [13], and Ambainis and Freivalds [2], which are concerned with quantum finite automata, are required to be DFAs, it is worth exactly clarifying their relationships. As indicated in [32], a language recognized by a reversible finite automaton may be accepted by a nonreversible one, for example, the corresponding minimal automaton is likely nonreversible. But here, as in [11,5], we focus on characterizing their algebraic properties. In the light of the reversibility proposed by Bavel and Muller [11], we call a finite automaton \( M = (Q, \Sigma, \delta) \) to be BM-reversible if \( M \) is a DFA and satisfies that for any \( \sigma \in \Sigma \), there exists string \( x \in \Sigma^* \) such that for any \( q \in Q \), \( \delta(q, \sigma x) = q \). We now state our result as follows:

**Proposition 3.1.** Let \( M = (Q, \Sigma, \delta) \) be a DFA. Then the following three statements are equivalent.

(i) \( M \) is a group automaton, i.e., for any \( q \in Q \) and any \( \sigma \in \Sigma \), there exists unique \( p \in Q \) such that \( \delta(p, \sigma) = q \).

(ii) \( M \) is a BM-reversible automaton, i.e., for any \( \sigma \in \Sigma \), there exists string \( x \in \Sigma^* \) such that for any \( q \in Q \), \( \delta(q, \sigma x) = q \).

(iii) \( M \) is an AF-reversible automaton, i.e., for any \( q \in Q \) and any \( \sigma \in \Sigma \), there is at most one \( p \in Q \) such that \( \delta(p, \sigma) = q \).

**Proof.** (i) \( \Rightarrow \) (ii): Assume that \( Q = \{p_1, p_2, \ldots, p_m\} \). Since \( M \) is a group automaton, for any \( \sigma \in \Sigma \), \( \delta(\cdot, \sigma) \) is a bijection from \( Q \) to \( Q \), i.e. a permutation on \( Q \). Because the number of different arrangements for \( p_1, p_2, \ldots, p_m \) is \( m! \), there does exist \( k \) with \( 1 \leq k \leq m! \) such that \( \delta(p_i, \sigma^k) = p_i \) for any \( p_i \in Q \). Therefore, taking \( x = \sigma^k \) results in (ii), as desired.

(ii) \( \Rightarrow \) (i): Since \( M \) is a DFA, it suffices to show that for any \( \sigma \in \Sigma \) and any \( p_1, p_2 \in Q, \delta(p_1, \sigma) = \delta(p_2, \sigma) \) implies \( p_1 = p_2 \). Indeed, by (ii) there exists \( x \in \Sigma^* \) such that \( \delta(q, \sigma x) = q \) for any \( q \in Q \). Therefore, by combining \( \delta(p_1, \sigma) = \delta(p_2, \sigma) \), we have that \( p_1 = \delta(p_1, \sigma x) = \delta(p_2, \sigma x) = p_2 \), as desired.

(i) \( \Rightarrow \) (iii): It is obvious.

(iii) \( \Rightarrow \) (i): By (iii) it suffices to show that for any \( \sigma \in \Sigma \) and any \( q \in Q \) there exists \( p \in Q \) such that \( \delta(p, \sigma) = q \). Assume that for any \( p \in Q, \delta(p, \sigma) \neq q \). Then \( \delta(p, \sigma) : p \in Q \subseteq Q \backslash \{q\} \). From \( M \) being a DFA it follows that there exist different states \( p_1, p_2 \in Q \) such that \( \delta(p_1, \sigma) = \delta(p_2, \sigma) \), which contradicts the condition (iii). Therefore (i) holds, and the proof is completed. \( \square \)
Remark The following two statements are equivalent:

Proposition 1 Let \( M = (Q, \Sigma, \delta) \) be a retrievable DFA. Then \( M \) is retrievable, that is, for any \( p, q \in Q \) and any \( \sigma \in \Sigma \), if \( \delta(p, \sigma) = q \), then there exists \( x \in \Sigma^* \) such that \( \delta(q, x) = p \).

Proof. Suppose that \( \delta(p, \sigma) = q \). Since \( M \) is a retrievable DFA, there exists string \( x \in \Sigma^* \) such that \( \delta(p, \sigma x) = p \). If \( x = \epsilon \), then \( \delta(p, \sigma) = p \), and thus \( p = q \) due to \( M \) being a DFA. This case, we verify the desired result. Otherwise, we have \( \delta(q, x) = p \), and the proof is completed. \( \square \)

Proposition 2. If \( M = (Q, \Sigma, \delta) \) is BM-reversible, then \( M \) is retrievable, that is, for any \( p, q \in Q \) and any \( \sigma \in \Sigma \), if \( \delta(p, \sigma) = q \), then there exists \( x \in \Sigma^* \) such that \( \delta(q, x) = p \).

Proof. Suppose that \( \delta(p, \sigma) = q \). Since \( M \) is BM-reversible, there exists string \( x \in \Sigma^* \) such that \( \delta(p, \sigma x) = p \). If \( x = \epsilon \), then \( \delta(p, \sigma) = p \), and thus \( p = q \) due to \( M \) being a DFA. In this case, we verify the desired result. Otherwise, we have \( \delta(q, x) = p \), and the proof is completed. \( \square \)

Example 3.1. Let \( M_2 = (Q, \Sigma, \delta) \) be a finite automaton, where \( Q = \{p_1, p_2, p_3, p_4\} \), \( \Sigma = \{a, b\} \), and its transition diagram is depicted by Fig. 1. Then \( M_2 \) is a retrievable DFA, but clearly it is not AF-reversible since \( \delta(p_1, a) = \delta(p_2, a) = p_3 \).

3.2. Reversibilities of \( l \)-valued finite automata

By Remark 3.1 and Example 3.1 we know that a retrievable DFA is not necessarily a group automaton, so, in the aforementioned various reversibilities, retrievability is the weakest one. However, it is worth stressing that a retrievable finite automaton, even if it is not a DFA, still has the ability to retrieve a state after leaving it, which is an important property of finite automata [11,5]. Therefore, in this subsection, we deal with retrievability of \( l \)-VFAs. First we introduce a related concept—separability. A subautomaton of a finite automaton is said to be separated, if the complement of its set of states (equipped with the restriction of the original transition relation) is also a subautomaton of the automaton. This concept may be clearly generalized into the setting of \( l \)-VFAs.

Definition 3.1. Let \( M = (Q, \Sigma, \delta) \) be a retrievable DFA. Then \( M \) is said to be separated if \( l \models S(A^\perp) \subseteq A^\perp \).

The separability can also be characterized in terms of the source operator \( R \).

Proposition 3.3. The following two statements are equivalent:

(i) \( L \) is a Boolean algebra.

(ii) For any \( l \)-VFA \( M = (Q, \Sigma, \delta) \), and for any \( A \in L^Q \), then \( A \) is separated iff \( l \models R(A) \subseteq A \).

Proof. Immediate from Proposition 2.1. \( \square \)

Two sufficient conditions for the separability are given in the following proposition under the assumption of the distributivity.
Proposition 3.4. Let \( M = (Q, \Sigma, \delta) \) be an \( l \)-VFA. Suppose that \( L \) is a Boolean algebra. Then

(i) if \( \models S(R(A)) \equiv R(A) \), then \( R(A) \) is a separated \( l \)-valued subautomaton of \( M \);

(ii) if \( \models R(S(A)) \equiv S(A) \), then \( S(A) \) is a separated \( l \)-valued subautomaton of \( M \).

Proof. (i) By Proposition 2.1, we see that \( R(A) \) is an \( l \)-valued subautomaton of \( M \). Moreover, it follows from Proposition 2.2(iii) that \( \models R(R(A)) \equiv R(A) \). With Proposition 2.1 again we obtain that \( \models S(R(A)\perp) = R(A)\perp \), and hence \( R(A) \) is a separated \( l \)-valued subautomaton of \( M \).

(ii) Similar to (i). \( \square \)

Now we introduce a counterpart of retrievability in the framework of \( l \)-VFAs.

Definition 3.2. Let \( M = (Q, \Sigma, \delta) \) be an \( l \)-VFA. Then \( M \) is said to be retrievable if for any \( p, q \in Q \) and any \( x \in \Sigma^* \),

\[
\models (p, x, q) \in \delta^* \rightarrow (\exists y \in \Sigma^*)(q, y, p) \in \delta^*,
\]

that is, for any \( p, q \in Q \) and any \( x \in \Sigma^* \),

\[
\delta^*(p, x, q) \leq \bigvee_{y \in \Sigma^*} \delta^*(q, y, p).
\]

(1)

The notion of retrievability may be further generalized to \( l \)-valued subautomata: an \( l \)-valued subautomaton \( A \) of \( M \) is retrievable if for any \( p, q \in Q \) and for any \( x \in \Sigma^* \),

\[
\models p \in A \rightarrow ((p, x, q) \in \delta^* \rightarrow (\exists y \in \Sigma^*)(q, y, p) \in \delta^* \land q \in A)),
\]

that is,

\[
A(p) \& \delta^*(p, x, q) \leq \left( \bigvee_{y \in \Sigma^*} \delta^*(q, y, p) \right) \land A(q).
\]

For any \( l \)-VFA \( M = (Q, \Sigma, \delta) \), let us consider the following seven statements:

(I) \( M \) is retrievable.

(II) For any \( p, q \in Q \) and for any \( \sigma \in \Sigma \),

\[
\models (p, \sigma, q) \in \delta \rightarrow (\exists y \in \Sigma^*)(q, y, p) \in \delta^*.
\]

(III) For any \( l \)-valued subautomaton \( A \) of \( M \), \( \models R(A) \equiv A \).

(IV) For any \( p, q \in Q \), \( \models q \in S(|p|) \rightarrow p \in S(|q|) \).

(V) For any \( p, q \in Q \), \( \models q \in R(|p|) \rightarrow p \in R(|q|) \).

(VI) For any \( l \)-subautomaton \( A \) of \( M \), \( A \) is retrievable.

(VII) For any \( l \)-subautomaton \( A \) of \( M \), \( A \) is separated.

Remark 3.2. In the sense of classical finite automata [11,5], the above seven statements are mutually equivalent. Nevertheless, in \( l \)-VFAs, their relationships are more complicated, and the following series of claims clarifies these relationships, which also reveal some essential differences between classical finite automata and \( l \)-VFAs.

Let us list these claims and verify them.

Claim 1. (I) \( \Rightarrow \) (II).

Proof. Obvious. \( \square \)
Claim 2. If \( L \) satisfies the infinite distributive law of \( \land \) over \( \lor \), i.e., \( a \land (b \lor c) = (a \land b) \lor (a \land c) \) for any \( a, b, c \in L \), then \((\Pi) \Rightarrow (I)\): conversely, if for any \( I \)-VFA \( M = (Q, \Sigma, \delta) \), \((\Pi) \Rightarrow (I)\), then \( L \) satisfies the distributive law of \( \land \) over \( \lor \), i.e., \( a \land (b \lor c) = (a \land b) \lor (a \land c) \) for any \( a, b, c \in L \).

**Proof.** First suppose that \( L \) satisfies the infinite distributivity. Our purpose is to show that Ineq. (1) holds for any \( p, q \in Q \) and any \( x \in \Sigma^* \). We proceed by induction on the length of \( x \). It is clear for the cases of \(|x| = 1 \) and \(|x| = 0 \). (In this paper, \(|x|\) denotes the length of string \( x \).) Assume that the conclusion holds for \(|x| \leq k - 1 \), and \( x = \sigma_1 \sigma_2 \cdots \sigma_k \in \Sigma^* \), \( \sigma_i \in \Sigma \). By \((\Pi)\) and the induction hypothesis we have

\[
\delta^*(p, \sigma_1 \sigma_2 \cdots \sigma_k, q) = \bigvee_{r \in Q} \delta^*(p, \sigma_1 \sigma_2 \cdots \sigma_{k-1}, r) \land \delta(r, \sigma_k, q)
\]

\[
\leq \bigvee_{r \in Q} \left( \left( \bigvee_{y_1 \in \Sigma^*} \delta^*(r, y_1, p) \right) \land \left( \bigvee_{y_2 \in \Sigma^*} \delta^*(q, y_2, r) \right) \right)
\]

\[
= \bigvee_{r \in Q} \bigvee_{y_1 \in \Sigma^*} \left( \delta^*(q, y_2 y_1, p) \right)
\]

\[
= \bigvee_{y \in \Sigma^*} \delta^*(q, y, p).
\]

So inequality (1) holds, and it yields that \((\Pi) \Rightarrow (I)\).

Conversely, for any \( a, b, c \in L \), let us set \( M = (Q, \Sigma, \delta) \), where \( Q = \{p, q, r_1, r_2, r_3\} \), \( \Sigma = \{\sigma_1, \sigma_2, \sigma_3\} \)

\[
\delta(p, \sigma_1, r_2) = \delta(r_2, \sigma_1 r_1) = b, \delta(p, \sigma_1, r_3) = \delta(r_3, \sigma_2, r_1) = c, \delta(r_1, \sigma_3, q) = \delta(q, \sigma_1, r_1) = a, \delta(r_1, \sigma_2, r_2) = \delta(r_2, \sigma_3, p) = b, \delta(r_1, \sigma_2, r_3) = \delta(r_3, \sigma_3, p) = c.
\]

It is easy to check that for any \( r', r'' \in Q \) and for any \( \sigma \in \Sigma \),

\[
\delta(r', \sigma, r'') \leq \bigvee_{x \in \Sigma^*} \delta(x, \sigma).
\]

With a simple calculation it follows that

\[
\delta^*(p, \sigma_1 \sigma_2 \sigma_3, q) = \delta^*(p, \sigma_1 \sigma_2, r_1) \land \delta^*(r_1, \sigma_3, q)
\]

\[
= ((\delta(p, \sigma_1, r_2) \land \delta(r_2, \sigma_2, r_1)) \lor (\delta(p, \sigma_1, r_3) \land \delta(r_3, \sigma_2, r_1))) \land \delta(r_1, \sigma_3, q)
\]

\[
= (b \lor c) \land a,
\]

and

\[
\bigvee_{y \in \Sigma^*} \delta^*(q, y, p) = \delta^*(q, \sigma_1 \sigma_2 \sigma_3, p)
\]

\[
= (\delta^*(q, \sigma_1 \sigma_2, r_2) \land \delta(r_2, \sigma_3, p)) \lor (\delta^*(q, \sigma_1 \sigma_2, r_3) \land \delta(r_3, \sigma_3, p))
\]

\[
= (\delta(q, \sigma_1, r_1) \land \delta(r_1, \sigma_2, r_2) \land \delta(r_2, \sigma_3, p)) \lor (\delta(q, \sigma_1, r_1) \land \delta(r_1, \sigma_2, r_3) \land \delta(r_3, \sigma_3, p))
\]

\[
= (a \land b \land c) \lor (a \land c \land c)
\]

\[
= (a \land b) \lor (a \land c).
\]

So with Ineq. (2) we obtain that \( a \land (b \lor c) \leq (a \land b) \lor (a \land c) \), and further \( a \land (b \lor c) = (a \land b) \lor (a \land c) \) because \( a \land (b \lor c) \geq (a \land b) \lor (a \land c) \) is always valid. \( \square \)

**Claim 3.** \((I) \Rightarrow (IV)\).

**Proof.** It is enough to verify that for any \( p, q \in Q \),

\[
S([p])(q) \leq S([q])(p).
\]

Notice that

\[
S([p])(q) = \bigvee_{x \in \Sigma^*} \delta^*(p, x, q)
\]
and
\[ S([q])(p) = \bigvee_{y \in \Sigma^*} \delta^*(q, y, p). \] (5)

By combining Ineq. (1) with Eqs. (4) and (5) it is easy to see that Ineq. (3) holds. \(\square\)

Claim 4. (IV) \(\Rightarrow\) (I).

Proof. Straightforward from Ineq. (3), Eqs. (4) and (5). \(\square\)

Claim 5. (I) \(\Leftrightarrow\) (V).

Proof. Similar to the proofs of (I) \(\Rightarrow\) (IV) and (IV) \(\Rightarrow\) (I). \(\square\)

Claim 6. (I) \(\Rightarrow\) (VI).

Proof. It suffices to show that for any \(p, q \in Q\) and any \(x \in \Sigma^*\),
\[
A(p) \leq \delta^*(p, x, q) \rightarrow \left( \bigvee_{y \in \Sigma^*} \delta^*(q, y, p) \right) \land A(q);
\] (6)

with (4.1) in Section 2 it is equivalent to
\[
A(p) \& \delta^*(p, x, q) \leq \left( \bigvee_{y \in \Sigma^*} \delta^*(q, y, p) \right) \land A(q).
\] (7)

Since \(A\) is an \(l\)-valued subautomaton of \(\mathcal{M}\), we have
\[
A(p) \leq \delta^*(p, x, q) \rightarrow A(p),
\]
equivalently,
\[
A(p) \& \delta^*(p, x, q) \leq A(q).
\] (8)

On the other hand, by (I) one has
\[
\delta^*(p, x, q) \leq \bigvee_{y \in \Sigma^*} \delta^*(q, y, p),
\]
and with (4.6) in Section 2
\[
A(p) \& \delta^*(p, x, q) \leq \delta^*(p, x, q) \leq \bigvee_{y \in \Sigma^*} \delta^*(q, y, p).
\] (9)

By combining Ineqs. (8) and (9) one may assert Ineq. (7) which yields Ineq. (6). \(\square\)

Claim 7. (VI) \(\Rightarrow\) (I).

Proof. It suffices to note that \(\mathcal{M}\) itself is an \(l\)-valued subautomaton of \(\mathcal{M}\). \(\square\)

Claim 8. If \(L\) satisfies the infinite distributivity of \(\land\) over \(\lor\), then (I) \(\Rightarrow\) (VII).

Proof. For any \(p \in Q\), by (I) one has
\[
S(A^\perp)(p) = \bigvee_{q \in Q} \bigvee_{x \in \Sigma^*} (\delta^*(q, x, p) \land A^\perp(q))
\]
\[
\leq \bigvee_{q \in Q} \bigvee_{x \in \Sigma^*} \left( \bigvee_{y \in \Sigma^*} \delta^*(p, y, q) \land A^\perp(q) \right). 
\]
On the other hand, since $A$ is an $l$-valued subautomaton of $M$, we know that

$$A(p) \& \delta^*(p, y, q) \leq A(q).$$

By De Morgan law we have

$$A(q)^\perp \leq (A(p) \& \delta^*(p, y, q))^\perp = \delta^*(p, y, q) \rightarrow A(p)^\perp.$$

Thus, by (4.7), (4.8) and (4.4) in Section 2, we obtain

$$\delta^*(p, y, q) \land A(q)^\perp \leq \delta^*(p, y, q) \& A(q)^\perp \leq \delta^*(p, y, q) \& (\delta^*(p, y, q) \rightarrow A(p)^\perp) \leq A(p)^\perp.$$  

Using the infinite distributivity, we obtain that for any $q \in Q$ and $x \in \Sigma^*$,

$$\left( \bigvee_{y \in \Sigma^*} \delta^*(p, y, q) \right) \land A(q)^\perp = \bigvee_{y \in \Sigma^*} \left( \delta^*(p, y, q) \land A(q)^\perp \right) \leq A(p)^\perp,$$

and $S(A^\perp)(p) \leq \bigvee_{q \in Q} \bigvee_{x \in \Sigma^*} A(p)^\perp = A(p)^\perp$. Thus it holds that $\models l S(A^\perp) \equiv A^\perp$.  

Claim 9. If $L$ satisfies the infinite distributive law, then (I)$\iff$(III) and (VII)$\Rightarrow$(I).

Proof. (I)$\Rightarrow$(III): It suffices to show that for any $p \in Q$, $R(A)(p) \leq A(p)$. By (I) we have

$$R(A)(p) = \bigvee_{x \in \Sigma^*} \bigvee_{q \in Q} (\delta^*(p, x, q) \land A(q))$$

$$\leq \bigvee_{x \in \Sigma^*} \bigvee_{q \in Q} \left( \left( \bigvee_{y \in \Sigma^*} \delta^*(q, y, p) \right) \land A(q) \right)$$

$$= \bigvee_{q \in Q} \bigvee_{y \in \Sigma^*} (\delta^*(q, y, p) \land A(q))$$

$$= S(A)(p).$$

Since $A$ is an $l$-valued subautomaton of $M$, $S(A)(p) \leq A(p)$. This yields that $R(A)(p) \leq A(p)$.

(III)$\Rightarrow$(I): Our aim is to show that Ineq. (1) holds for any $p, q \in Q$ and any $x \in \Sigma^*$. By Proposition 2.1 we know that $S(\{q\})$ is an $l$-valued subautomaton of $M$. From (III) it follows that

$$\models l R(S(\{q\})) \equiv S(\{q\}).$$

Consequently,

$$R(S(\{q\}))(p) = S(\{q\})(p).$$

(10)

By the definitions of $S$ and $R$, one has

$$S(\{q\})(p) = \bigvee_{y \in \Sigma^*} \delta^*(q, y, p)$$

and

$$R(S(\{q\}))(p) = \bigvee_{r \in Q} \bigvee_{z \in \Sigma^*} \left( \delta^*(p, z, r) \land \left( \bigvee_{w \in \Sigma^*} \delta^*(q, w, r) \right) \right) \geq \delta^*(p, x, q).$$
Therefore, by Eq. (10) it follows that
\[
\delta^*(p, x, q) \leq \bigvee_{y \in \Sigma^*} \delta^*(q, y, p).
\]

(VII)⇒(I): By Proposition 2.1 we know that \( I \models S(A^\perp) \equiv A^\perp \) iff \( I \models R(A) \equiv A \) since \( L \) is assumed to satisfy the distributive law. This tells us that (VII)⇒(III). By noting (III)⇒(I) we complete the proof. □

By summarizing the above nine claims, we have the following two theorems.

**Theorem 3.5.** Let \( \mathcal{M} = (Q, \Sigma, \delta) \) be an \( l \)-VFA. Then (I), (IV), (V), and (VI) are mutually equivalent.

**Proof.** Immediate from Claims 3–7. □

**Theorem 3.6.** If \( L \) satisfies the infinite distributive law of \( \wedge \) over \( \vee \), then (I)–(VII) are mutually equivalent.

**Proof.** Immediate from Theorem 3.5 and Claims 1, 2, 8 and 9. □

4. \( l \)-valued pushdown automata

Before defining \( l \)-VPDAs, we briefly recall classical pushdown automata (abbr. PDAs), and the details are referred to [25]. A PDA \( M \) is a system \((Q, \Sigma, \Gamma, \delta, q_0, Z_0, F)\), where: (1) \( Q \) is a finite set of states; (2) \( \Sigma \) is a finite input alphabet; (3) \( \Gamma \) is a finite stack alphabet; (4) \( q_0 \in Q \) is the initial state; (5) \( Z_0 \in \Gamma \) is the start stack symbol; (6) \( F \subseteq Q \) is the set of final states; (7) \( \delta \) is a mapping from \( Q \times (\Sigma \cup \{\epsilon\}) \times \Gamma \) to \( P(\Gamma^*) \). (In this paper, \( P(X) \) denotes the power set of \( X \).)

For any \((q, a, Z) \in Q \times \Sigma \times \Gamma\) and \((p, \gamma) \in Q \times \Gamma^*, (p, \gamma) \in \delta(q, a, Z)\) represents that the PDA, in state \( q \) with input symbol \( a \) and the top stack symbol \( Z \), can enter state \( p \) and replace symbol \( Z \) by string \( \gamma \) as well as advance the input head one symbol, while the interpretation of \((p, \gamma) \in \delta(q, \epsilon, Z)\) is that the PDA, in state \( q \) and the top stack symbol \( Z \), can enter state \( p \) and substitute \( \gamma \) for \( Z \), without scanning any input symbol, and the head is not advanced.

As it was known, there are two fashions for defining the languages accepted by PDAs: one is by final state and the other by empty stack. More specifically, an input symbol string \( w \in \Sigma^* \) is accepted by PDA \( M \) above by final state, if and only if the machine \( M \), in initial state \( q_0 \), scans \( w \) in sequence and then enters a final state; and \( w \in \Sigma^* \) is accepted by the \( M \) by empty stack if and only if the machine \( M \), in initial state \( q_0 \), scans \( w \) in sequence and finally its stack is emptied.

Now we give the definition of \( l \)-VPDAs.

**Definition 4.1.** An \( l \)-VPDA is defined as a system \( M = (Q, \Sigma, \Gamma, \delta, q_0, Z_0, F) \), where \( Q, \Sigma, \Gamma, \delta, q_0, Z_0, F \) are the same as in classical pushdown automata defined above, and \( \delta \) is defined as a mapping from \( Q \times (\Sigma \cup \{\epsilon\}) \times \Gamma \times \Gamma^* \) to \( L \).

Intuitively, for any \( p, q \in Q, \sigma \in \Sigma \cup \{\epsilon\}, Z \in \Gamma, \) and \( \alpha \in \Gamma^* \), \( \delta(p, \sigma, Z, q, \alpha) \) represents the degree to which the machine, in the current state \( p \) and the top stack symbol \( Z \), enters state \( q \) and the top stack symbol \( Z \) is replaced by string \( \alpha \), after scanning \( \sigma \) (if \( \sigma = \epsilon \), then no input symbol is scanned).

A configuration (or called instantaneous description) of \( l \)-VPDA \( M \) is defined to be a triple \((q, w, \gamma)\), where \( q \in Q \), \( w \in \Sigma^* \), and \( \gamma \in \Gamma^* \). We denote by \( C(M) \) the set of all configurations of \( M \), and by \( \vdash \) we define a map from \( C(M) \times C(M) \) to \( L \): for any configurations \((q_1, w_1, \gamma_1)\) and \((q_2, w_2, \gamma_2)\), where \( w_1 = w_1^{(1)}w_1^{(2)} \cdots w_1^{(|w_1|)} \in \Sigma^* \), \( \gamma_1 = \gamma_1^{(1)}\gamma_1^{(2)} \cdots \gamma_1^{(|\gamma_1|)} \in \Gamma^* \), \( w_1^{(i)} \in \Sigma, \gamma_1^{(j)} \in \Gamma \),

\[
M \vdash [(q_1, w_1, \gamma_1), (q_2, w_2, \gamma_2)] = \begin{cases} 
\delta(q_1, w_1^{(1)}, \gamma_1^{(1)}, q_2, \gamma), & \text{if } w_1 = w_2^{(1)}w_2^{(2)} \cdots w_2^{(|w_1|)} \text{ and } \gamma_2 = \gamma_2^{(2)}\gamma_2^{(3)} \cdots \gamma_2^{(|\gamma_2|)}, \\
0, & \text{otherwise.}
\end{cases}
\]

(11)
Furthermore, we extend $\vdash$ to $\vdash^M$, by defining that for any $C, C' \in \mathcal{C}(M)$,
\begin{equation}
\vdash^M [C, C'] = \bigvee \left\{ \vdash^M [C, C_1] \land \bigwedge_{i=1}^{m} \vdash^M [C_i, C_{i+1}] : m \in N, C_i \in \mathcal{C}(M), C_{m+1} = C', i = 1, 2, \ldots, m \right\},
\end{equation}
where $N$ denotes the set of all natural numbers. For simplicity, the superscript $M$ is sometimes dropped from $\vdash^M$ and $\vdash^M$ if no confusion results.

As in classical case, we define the languages accepted by $l$-VPDAs via two fashions.

**Definition 4.2.** Let $M = (Q, \Sigma, \Gamma, \delta, q_0, Z_0, F)$ be an $l$-VPDA. Then the languages $g^T_M$ and $g^S_M$ accepted by $M$ via final state and via empty stack, respectively, are defined as two mappings from $\Sigma^*$ to $L$: for any $w = w_1 w_2 \cdots w_n \in \Sigma^*$, $w_i \in \Sigma$,
\begin{align}
g^T_M(w) &= \bigvee \left\{ \vdash^M [(q_0, w, Z_0), (q, \epsilon, \gamma)] : q \in F, \gamma \in \Gamma^* \right\}; \\
g^S_M(w) &= \bigvee \left\{ \vdash^M [(q_0, w, Z_0), (q, \epsilon, \epsilon)] : q \in Q \right\}.
\end{align}

In classical PDAs, the class of the languages accepted by PDAs by final state accord with that accepted by PDAs by empty stack. We show that this result is reserved in the setting of $l$-VPDAs.

**Theorem 4.1.** Let $M = (Q, \Sigma, \Gamma, \delta, q_0, Z_0, F)$ be an $l$-VPDA. Then there exists $l$-VPDA $M'$ such that for any $w \in \Sigma^*$,
\begin{equation}
g^T_M(w) = g^S_M(w).
\end{equation}

**Proof.** The basic idea of the proof is similar to classical case (please refer to Theorem 5.3 in [25]). First we construct $M' = (Q', \Sigma, \Gamma', \delta', q_0', Z_0', F)$, where $Q' = Q \cup \{q_0', q_1\}$, $\Gamma' = \Gamma \cup \{Z_0\}$, and $q_0', q_1 \notin Q, Z_0 \notin \Gamma$; $\delta'$ is defined as follows:
\begin{align}
\delta'(q_0', \epsilon, Z_0', q_0, Z_0 Z_0') &= 1; \\
\text{for any } p, q \in Q, \sigma \in \Sigma \cup \{\epsilon\}, \text{any } Z \in \Gamma, \text{and any } \alpha \in \Gamma^*, \\
\delta'(q, \sigma, Z, p, \alpha) &= \delta(q, \sigma, Z, p, \alpha); \\
\text{for any } q \in F, Z \in \Gamma \cup \{Z_0\}, \\
\delta'(q, \epsilon, Z, q_1, \epsilon) &= \delta(q_1, \epsilon, Z, q_1, \epsilon) = 1.
\end{align}

To show that Eq. (15), we first show that
\begin{equation}
g^T_M(w) \leq g^S_M(w).
\end{equation}

For any $q \in F, \gamma \in \Gamma^*, q_i \in Q$, and $x_i \in \Sigma^*$, $\gamma_i \in \Gamma^*$, $i = 1, 2, \ldots, k$, where $x_k = \epsilon$ and $q_k = q$, by the definitions of $g^S_M(w)$ and $\delta'$, we have
\begin{align}
g^S_M(w) &\geq \bigvee_{i=1}^{k-1} \vdash^{M'} [(q_0', w, Z_0'), (q_0, w, Z_0 Z_0')] \land \vdash^M [(q_0, w, Z_0 Z_0'), (q_1, x_1, \gamma_1 Z_0')] \\
&\land \bigwedge_{i=1}^{k-1} \vdash^M [(q_i, x_i, \gamma_i Z_0'), (q_{i+1}, x_{i+1}, \gamma_{i+1} Z_0')] \land \vdash^M [(q, \epsilon, \gamma_0 Z_0'), (q_1, \epsilon, Z_0')] \\
&\land \vdash^M [(q_1, \epsilon, Z_0'), (q_1, \epsilon, \epsilon)].
\end{align}

Note that with Eq. (16)
\begin{equation}
\vdash^M [(q_0', w, Z_0'), (q_0, w, Z_0 Z_0')] = \delta'(q_0', \epsilon, Z_0', q_0, Z_0 Z_0') = 1;
\end{equation}

\begin{align}
\vdash^M [(q_1, x_1, \gamma_1 Z_0'), (q_2, x_2, \gamma_2 Z_0')] &= \delta(q_1, \epsilon, Z_0', q_2, \epsilon, Z_0') \\
\vdash^M [(q_2, \epsilon, Z_0'), (q_2, \epsilon, \epsilon)] &= \delta(q_2, \epsilon, Z_0', q_2, \epsilon, \epsilon);
\end{align}

\begin{align}
\vdash^M [(q_{i+1}, x_{i+1}, \gamma_{i+1} Z_0')] &= \delta(q_{i+1}, \epsilon, Z_0', q_{i+1}, \epsilon, Z_0'); \\
\vdash^M [(q_i, x_i, \gamma_i Z_0')] &= \delta(q_i, \epsilon, Z_0', q_i, \epsilon, Z_0'); \\
\vdash^M [(q_{i+1}, x_{i+1}, \gamma_{i+1} Z_0')] &= \delta(q_{i+1}, \epsilon, Z_0', q_{i+1}, \epsilon, Z_0').
\end{align}
and with Eqs. (18) and (17)

\[
M' \vdash [(q, e, Z', 0), (q_f, e, Z')] \land M' \vdash [(q_t, e, Z', 0)] (22)
\]

\[
M \vdash [(q_0, w, Z_0, 0), (q_1, x_1, \gamma_1 Z_0)] \land M \vdash [(q_i, x_i, \gamma_i Z_0, 0), (q_{i+1}, x_{i+1}, \gamma_{i+1} Z_0)] (23)
\]

By combining Ineq. (20) with Eqs. (21), (22) and (23), we obtain that

\[
g^S_M(w) = \frac{M'}{M} \geq [(q_0', w, Z_0'), (q_0', w, Z_0')] \land \frac{M'}{M} \vdash [(q_0, w, Z_0), (q_1, x_1, \gamma_1 Z_0)] \land \frac{M'}{M} \vdash [(q_i, x_i, \gamma_i Z_0, 0), (q_{i+1}, x_{i+1}, \gamma_{i+1} Z_0)] (24)
\]

Therefore we have shown that Ineq. (19) holds, i.e., \(g^T_M(w) \leq g^S_M(w)\). In the remainder we prove the converse inequality. By means of the definition of \(\delta'\) we exactly have

\[
g^S_M(w) = \bigvee \left\{ \frac{M'}{M} \vdash [(q_0', w, Z_0'), (q_0', w, Z_0')] \land \frac{M'}{M} \vdash [(q_0, w, Z_0), (q_1, x_1, \gamma_1 Z_0)] \land \frac{M'}{M} \vdash [(q_i, x_i, \gamma_i Z_0, 0), (q_{i+1}, x_{i+1}, \gamma_{i+1} Z_0)] : q \in F, \gamma \in \Gamma^* \right\}. (25)
\]

With the definition of \(g^T_M(w)\) it is seen that

\[
\frac{M'}{M} \vdash [(q_0, w, Z_0), (q_1, x_1, \gamma_1 Z_0)] \leq g^T_M(w). (26)
\]

By Eq. (25) and Ineq. (26) we thus obtain that \(g^T_M(w) \geq g^S_M(w)\). Therefore, we have demonstrated \(g^T_M(w) = g^S_M(w)\). □

**Theorem 4.2.** Let \(M = (Q, \Sigma, \Gamma, \delta, q_0, Z_0, \emptyset)\) be an l-VPDA. Then there exists l-VPDA \(M_1\) such that for any \(w \in \Sigma^*\)

\[
g^T_M(w) = \frac{M_1}{M}(w). (27)
\]

**Proof.** Also, the idea is similar to classical situation (Theorem 5.2 in [25]). Let us first construct the l-VPDA \(M_1 = (Q_1, \Sigma, \Gamma_1, \delta_1, q_1, Z_1, \{q_0\})\), where \(Q_1 = Q \cup \{q_0, q_s\}\), and \(q_0, q_s \notin Q\); \(\gamma_s = \gamma \cup \{Z_0\}\); \(Z_1 \notin \Gamma_1; \delta_1\) is defined as follows:

\[
\delta_1(q_0, q_s, Z_0, q_0, Z_0') = 1;
\]

and for any \(p, q \in Q, \sigma \in \Sigma \cup \{\epsilon\}, Z \in \Gamma, \alpha \in \Gamma^*\),

\[
\delta_1(q, \sigma, Z, p, \alpha) = \delta(q, \sigma, Z, p, \alpha);
\]

as well as for any \(q \in Q, \delta_1(q, q_s, Z_0, q_s, \epsilon) = 1\). The rest of the proof is exactly similar to Theorem 4.1, and we leave out the details here. □

5. Some concrete examples related to l-VFAs

In the previous sections, we gave the equivalence relations between some propositions in l-VFAs, and we found that some equivalence relations are independent of the distributivity of the truth-value lattice of the underlying logic, but for the others, they rely on the distributivity of logic. However, we note that those equivalence relations stress the
connections between the distributivity and some properties “for any” $l$-VFAs. Then we may raise whether there are some $l$-VFAs such that those properties still hold for (nondistributive) $l$-valued logics. In this section, we present some examples to verify this viewpoint.

As it is well known, classical finite automata [25] are simple but important models of computation and have been applied to many fields such as programming languages, compiler constructions, lexical analysis, description of natural languages and other practical issues (for example, discrete event systems). Regarding recent applications and development of finite automata, we refer to [26] and the references therein. From the logical point of view, computation processes in classical computers obey classical logic, i.e. Boolean logic. However, in a quantum computer, fundamental computation processes comply with the rules of quantum mechanics, and therefore, we may be led to considering computation theory based on quantum logic that was regarded as describing quantum physical systems in the early of 1930s by von Neumann and Birkhoff [12].

Quantum logic, as indicated above, was proposed for investigating formally the differences between quantum mechanics and classical mechanics. The starting point of this study is based on the use of closed subspaces of a Hilbert space to represent those propositions about the system under consideration. Built on the operations defined on closed subspaces, including orthocomplement and intersection, that are respectively interpreted as negation and conjunction on propositions, the orthomodular lattice-valued logic is usually thought of as standard quantum logic [33]. In recent years, with the intensive interest in quantum computing in the academic community, quantum logic has been developed and given preliminary applications to some areas in quantum computing, such as quantum information processing [6], quantum logical gates [15], quantum programs [10], and quantum computational logics [18]. The relation of quantum logic with Bell inequalities was described in [42].

In the interest of readability, we recall the syntax and semantics of $l$-valued logic, that were indeed described in Section 2.1. Let $L = (L, \leq, \land, \lor, \bot, 0, 1)$ be a complete lattice and $\rightarrow$ the Sasaki arrow. Regarding the syntax, there are three primitive connectives $\neg$ (negation), $\land$ (conjunction), $\rightarrow$ (implication) and a primitive quantifier $\forall$ (universal quantifier). Then, the connectives $\lor$ (disjunction) and $\leftrightarrow$ (bi-implication) and the existential quantifier $\exists$ are defined in terms of $\neg$, $\land$, $\rightarrow$ and $\forall$ in the usual way. Furthermore, suppose that $\in$ (membership) is a binary (primitive) predicate symbol. Then $\subseteq$ (inclusion) and $\equiv$ (equality) can be defined with $\in$ as usual. The semantics of $l$-valued logic is given by interpreting the connectives $\neg$, $\land$ and $\rightarrow$ as the operations $\bot$, $\land$ and $\rightarrow$, on $L$, respectively, and interpreting the quantifier $\forall$ as the greatest lower bound in $L$. In addition, the truth value of $x \in A$ is $[x \in A] = A(x)$; 1 is the unique designated truth value. A formula $\varphi$ is valid iff $[\varphi] = 1$.

Theoretically, quantum computing is closely related to quantum systems with finite dimensional Hilbert spaces, especially the $n$-qubit state space $C^{2^n} = \otimes^n C^2$ [30,24] ($C$ denotes the set of complex numbers). Thus we consider the set $L_n$—all closed subspaces of Hilbert space $\otimes^n C^2$. It can be checked that $(L_n, \leq, \land, \lor, \bot, 0, 1)$ is a complete lattice with set inclusion as the partial order relation $\leq$, and for any $M \subseteq L$, the meet $\land_{A \in M} A$ defined as the set intersection, the join $\lor_{A \in M} A$ defined as the closure of the subspace spanned by $\cup_{A \in M} A$, and $[\{0\}]$ and $[\{0\}]$ designated as 0 and 1, respectively, where $0$ denotes the zero-vector of $\otimes^n C^2$. Furthermore, by defining $A^\perp$ to be the orthocomplement of $A$, it is also clear to verify that $l_n = (L_n, \leq, \land, \lor, \bot, 0, 1)$ is a complete orthomodular lattice.

Now we deal with some properties in $l_2$-VFAs, in which the truth value $[p]$ of each proposition $p$ is identified with some element in $L_2$, i.e., a closed subspace of $\otimes^2 C^2$. Implication $\rightarrow$ is Sasaki arrow, that is, for any propositions $p$ and $q$,

$$[p \rightarrow q] = [\neg p \lor (p \land q)] = [p]^\perp \lor ([p] \land [q]).$$

As the standard notation in quantum computation [30,24], $|0\rangle|0\rangle$, $|0\rangle|1\rangle$, $|1\rangle|0\rangle$, and $|1\rangle|1\rangle$ are four computational basis states in the 2-qubit state space $\otimes^2 C^2$. For convenience, we denote by $v_{ij} = \langle [i]| [j]\rangle$ the closed subspace spanned by $|i\rangle|j\rangle$, $i, j = 0, 1$.

We define an $l_2$-VFA $M = (Q, \Sigma, \delta)$ as follows: $Q = \{p, q\}$, $\Sigma = \{\sigma\}$, and $\delta$ is defined as

$$\delta(p, \sigma, q) = v_{00}, \quad \delta(q, \sigma, p) = v_{11},$$

$$\delta(p, \sigma, p) = v_{01}, \quad \delta(q, \sigma, q) = v_{10}.$$ 

Furthermore, we define $A \in L_2^Q$ as follows:

$$A(p) = v_{11}, \quad A(q) = v_{00}. $$
Then we can verify that, by Definition 2.3 in Section 2, \( A \) is an \( l \)-valued subautomaton of \( M \). Indeed, first we note that
\[
\delta^*(p, \sigma \sigma, p) = \delta(p, \sigma, p), \quad \delta^*(p, \sigma \sigma, q) = 0, \\
\delta^*(q, \sigma \sigma, q) = \delta(q, \sigma, q), \quad \delta^*(q, \sigma \sigma, p) = 0.
\]

Then, furthermore, it is easy to check that for any states \( r_1, r_2 \in Q \), and any \( x \in \Sigma^k \) with \( k \geq 1 \),
\[
\delta^*(r_1, x, r_2) = \begin{cases} 
\delta(r, \sigma, r), & \text{if } r_1 = r_2 = r \in Q, \\
0, & \text{otherwise.}
\end{cases}
\]

Therefore, we have
\[
\bigwedge \left[ \left\{ \delta^*(p, x, r) \rightarrow A(r) \right\} : x \in \Sigma^*, r \in Q \right] \\
= \bigwedge \left[ \left\{ \delta^*(p, x, q) \rightarrow A(q) \right\} : x \in \Sigma^*, q \in Q \right] \\
= [0 \rightarrow A(q)] \wedge \left[ \delta(p, \sigma, p) \rightarrow A(p) \right] \wedge \left[ \delta^*(p, \epsilon, p) \rightarrow A(p) \right] \\
= (0 \perp (0 \wedge A(q))) \wedge (\delta(p, \sigma, p)) \wedge \left( (1 \perp (1 \wedge A(p))) \right) \\
= 1 \wedge (v_{01} \vee (v_{01} \wedge v_{11})) \wedge A(p) \\
= v_{01} \wedge v_{11} \\
= v_{11} = A(p)
\]

and
\[
\bigwedge \left[ \left\{ \delta^*(q, x, r) \rightarrow A(r) \right\} : x \in \Sigma^*, r \in Q \right] \\
= \bigwedge \left[ \left\{ \delta^*(q, x, p) \rightarrow A(p) \right\} : x \in \Sigma^*, p \in Q \right] \\
= [0 \rightarrow A(p)] \wedge \left[ \delta(q, \sigma, q) \rightarrow A(q) \right] \wedge \left[ \delta^*(q, \epsilon, q) \rightarrow A(q) \right] \\
= (0 \perp (0 \wedge A(p))) \wedge (\delta(q, \sigma, q)) \wedge \left( (1 \perp (1 \wedge A(q))) \right) \\
= 1 \wedge (v_{10} \vee (v_{00} \wedge v_{00})) \wedge A(q) \\
= v_{10} \wedge v_{00} \\
= v_{00} = A(q).
\]

That is,
\[
A(p) = v_{11} = \bigwedge \left[ \left\{ \delta^*(p, x, r) \rightarrow A(r) \right\} : x \in \Sigma^*, r \in Q \right]
\]

and
\[
A(q) = v_{00} = \bigwedge \left[ \left\{ \delta^*(q, x, r) \rightarrow A(r) \right\} : x \in \Sigma^*, r \in Q \right]
\]

which together, by means of Definition 2.3, implies that \( A \) is an \( l \)-valued subautomaton of \( M \).

In addition, in terms of Definition 2.2 and the definitions of \( \delta \) and \( A \) above, we have
\[
S(A)(p) = \bigvee \left[ \delta^*(q, x, p) \wedge A(q) : x \in \Sigma^* \right] \vee \bigvee \left[ \delta^*(p, x, p) \wedge A(p) : x \in \Sigma^* \right] \\
= 0 \vee (\delta(p, \sigma, p) \wedge A(p)) \vee (\delta(p, \epsilon, p) \wedge A(p)) \\
= (v_{01} \wedge v_{11}) \vee (1 \wedge v_{11}) \\
= v_{11} = A(p),
\]

and similarly
\[
S(A)(q) = v_{00} = A(q).
\]

Therefore, we obtain
\[
S(S(A))(p) = \bigvee \left[ \delta^*(p, x, p) \wedge S(A)(p) : x \in \Sigma^* \right] \\
= (\delta(p, \sigma, p) \wedge S(A)(p)) \vee (\delta(p, \epsilon, p) \wedge S(A)(p))
\]

(29)

and similarly
\[
S(A)(q) = v_{00} = A(q).
\]

(30)

Therefore, we obtain
\[
S(S(A))(p) = \bigvee \left[ \delta^*(p, x, p) \wedge S(A)(p) : x \in \Sigma^* \right] \\
= (\delta(p, \sigma, p) \wedge S(A)(p)) \vee (\delta(p, \epsilon, p) \wedge S(A)(p))
\]
\[= (v_{01} \land v_{11}) \lor (1 \land v_{11})\]
\[= v_{11} = S(A)(p),\]  
(31)

and analogously

\[S(S(A))(q) = v_{00} = S(A)(q).\]  
(32)

It follows from Eqs. (29)–(32) that

\[\models S(S(A)) \equiv S(A).\]  
(33)

**Remark 5.1.** As Proposition 2.2 states, “for any” \(l\)-VFA \(M = (Q, \Sigma, \delta)\), and “for any” \(A \in L^Q\), Eq. (33) holds if and only if \(L\) is a Boolean algebra. However, we have provided an example above that demonstrates that \(\models S(S(A)) \equiv S(A)\) still holds for \(l_2\)-VFA \(M\) and \(l_2\)-valued subset \(A\), with \(L\) being a non-Boolean algebra. Therefore, this shows that, though the truth-value lattice \(l_2\) does not satisfy the distributivity, some fundamental properties in some \(l_2\)-VFAs may be still valid. This is a positive outcome in contrast to Proposition 2.2. Also, it implies that some propositions of classical computation theory are still preserved in the theory of computation based on a certain quantum logic (for example, with regard to the state space \(\otimes^n C^2\)). Indeed, more examples can also be constructed for showing that those negative results may hold in some special cases. However, from the viewpoint of universality, it is still worthy of further consideration.

### 6. Concluding remarks

As a continuation of [36], this paper has dealt with reversibility in the setting of \(l\)-VFAs and established a basic framework of \(l\)-VPDAs. More specifically, (i) we have clarified the relationships between various reversibilities associated with quantum finite automata defined in the literature (although Bavel and Muller [11] considered analogous problem, the reversible finite automata defined by them were not required to be DFAs); (ii) we have elaborated reversibility of \(l\)-VFAs, and particularly, we have clarified the relationships among various retrievabilities in the setting of \(l\)-VFAs and showed that some of them are equivalent but for the others, they are equivalent if and only if the truth-value set satisfies a certain condition, which is an essential difference from classical situation, since all those retrievabilities are exactly equivalent in classical finite automata [5]; (iii) we have introduced \(l\)-VPDAs and showed that the class of the languages accepted by \(l\)-VPDAs by empty stack are the same as that accepted by \(l\)-VPDAs by final state; (iv) some examples of \(l\)-VFAs were presented, showing that those negative results we obtained may still hold in some \(l\)-VFAs.

The equivalence problem between probabilistic grammars and probabilistic automata were investigated by some authors (for example [40]). In the setting of quantum computing, Moore and Crutchfield [29] dealt with the equivalence relation between quantum automata and quantum grammars. Naturally, an issue worthy of further consideration is to deal with \(l\)-valued context-free grammars and their equivalence to \(l\)-VPDAs introduced in this paper. Furthermore, establishing systematically \(l\)-valued Turing machines is also a significant problem that should be considered in subsequent work.
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