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#### Abstract

Under appropriate assumptions, expressions describing the asymptotic behavior of the bias and variance of $k$-nearest neighbor density estimates with weight function $w$ are obtained. The behavior of these estimates is compared with that of kernel estimates. Particular attention is paid to the properties of the estimates in the tail.


## 1. Introduction

Let $X_{1}, X_{2}, \ldots, X_{n}$ be independent, identically distributed random $p$-vectors with bounded continuous density $f(x)$. Consider an estimate of $f(x)$ given by

$$
\begin{equation*}
f_{n}(x)=\frac{1}{n R_{n}^{p}} \sum_{j=1}^{n} w\left(\frac{x-X_{j}}{R_{n}}\right), \tag{1}
\end{equation*}
$$

where

$$
\begin{gathered}
R_{n}=R_{n}(x)=\text { the } \begin{array}{c}
\text { Euclidean distance between } x \text { and the } k \text { th nearest } \\
\text { neighbor of } x \text { among the } X_{j}^{\prime} \text { s, }
\end{array} .
\end{gathered}
$$

$w$ is a bounded integrable weight function with

$$
\int w(u) d u=1
$$

and $k=k(n)$ is a sequence of positive integers such that $k \rightarrow \infty, k / n \rightarrow 0$ as $n \rightarrow \infty$.

In the past there has been extensive research on the properties of kernel estimates (See for example [2,10,11]) where the bandwidth (analogous to $R_{n}$ ) is deterministically specified. Recently there has been a good deal of interest in
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[^0]nearest neighbor estimates. The basic idea of such an estimate is suggested in [5] and formalized in [7]. Results on consistency are found in [4] and [8] and asymptotic normality is discussed in [9]. Comments on the use of such estimates in classification are to be found in [3]. Some researchers are attracted by what they regard as the self-adjusting character of nearest neighbor estimates as contrasted with kernel estimates [1]. Most of the earlier papers deal only with a uniform weight function. One of the objects of this paper is to derive results on the asymptotic bias and variance of nearest neighbor estimates for a reasonably large class of weight functions. These results generalize those of Fukunaga and Hostetler [6] who obtained comparable results on heuristic grounds for a uniform weight function. A comparison is also made between nearest neighbor and kernel estimates showing that the bias of nearest neighbor estimates can be very large in the tail of the distribution in spite of their self-adjusting character.

We shall give a statement of the two basic theorems on variance and bias after introducing a little notation. Let $\|u\|$ denote the Euclidean norm of the $p$-vector $u$. Set $S_{r}=\{z:\|z-x\|<r\}$. Given a differentiable function $g(x)$, let $D_{\alpha} g$ denote the partial derivative of $g$ with respect to $x_{\alpha}$. If $g$ is twice continuously differentiable and $w$ has finite second order moments let

$$
\begin{equation*}
Q(g)(x)=\sum_{\alpha, \beta} \int u_{\alpha} u_{\beta} w(u) d u D_{\alpha} D_{\beta} g(x) \tag{2}
\end{equation*}
$$

The first theorem describes the asymptotic behavior of the variance.
Theorem 1. Let the density f be bounded. Assume that the weight function w is bounded with

$$
\begin{equation*}
\int\left|u_{\alpha}\right||w(u)| d u<\infty, \quad \alpha=1, \ldots, p \tag{3}
\end{equation*}
$$

Further, let $1-P\left(S_{r}\right)=O\left(r^{-\alpha}\right)$ for some $\alpha>0$ as $r \rightarrow \infty$. Consider a point $x$ with $f(x)>0$ and $f$ continuously differentiable in a neighborhood of $x$. Then, if $k=k(n) \rightarrow \infty, k(n) / n \rightarrow 0$ as $n \rightarrow \infty$

$$
\begin{align*}
\operatorname{Var}\left(f_{n}(x)\right)= & \frac{f^{2}(x)}{k} \frac{\pi^{p / 2}}{\Gamma\left(\frac{p+2}{2}\right)} \int w^{2}(u) d u \\
& +o\left(\frac{1}{k}\right) \tag{4}
\end{align*}
$$

The second theorem is concerned with the asymptotic bias of nearest neighbor estimates.

Theorem 2. Let the density $f$ be bounded. The weight function $w$ is assumed to be bounded with

$$
\begin{equation*}
\int\|u\|^{2}|w(u)| d u<\infty, \quad \int u_{\alpha} w(u) d u=0, \quad \alpha=1, \ldots, p \tag{5}
\end{equation*}
$$

Further, let $x$ be a point with $f(x)>0$ and $f$ continuously differentiable up to second order in a neighborhood of $x$. Then

$$
\begin{align*}
E f_{n}(x)= & f(x)+\frac{\left(\Gamma\left(\frac{p+2}{2}\right)\right)^{2 / p}}{2 \pi f(x)^{2 / p}} Q(f)(x)\left(\frac{k}{n}\right)^{2 / p} \\
& +\frac{\pi^{g / 2}}{\Gamma\left(\frac{p+2}{2}\right)} \frac{f(x)}{k} \int_{\|u\|=1} w(u) d \Sigma(u) \\
& +o\left(\left(\frac{k}{n}\right)^{2 / p}+\frac{1}{k}\right) \tag{6}
\end{align*}
$$

$\Sigma$ is the uniform distribution on the surface of the $p$-sphere of unit radius.
Notice that Theorems 1 and 2 hold for a reasonably large class of density functions $f$ with finite or infinite support. The results of Fukunaga and Hostetler are obtained from (4) and (6) by taking a uniform weight function $w$.
One can already see that the contribution of the (bias) ${ }^{2}$ to the mean square error can overwhelm that of the variance in the tail of the distribution because of the factor $f(x)^{2 / p}$ in the denominator of the second term on the right of (6). This does not happen in the case of a kernel estimate. Related questions will be discussed in greater detail in $\$ 4$.

## 2. Preliminary Сомments

Let us first consider the probability density $h(r)$ of the distance $R_{n}$ between $x$ and the $k$ th nearest neighbor of $x$. Let $S_{r}=\{z:\|z-x\|<r\}, G(r)=P\left(S_{r}\right)$, and

$$
G^{\prime}(r)=\lim _{\delta \rightarrow 0} \frac{1}{\delta}\left[\int_{S_{r+\delta}} f(t) d t-\int_{S_{r}} f(t) d t\right]=\int_{\|x-t\| r r} f(t) d \sigma(t),
$$

where $P$ is the probability measure with density $f$, and $\sigma$ is the surface area of the sphere $\|x-t\|=r$. Thus the density of $R_{n}$ is

$$
\begin{equation*}
h(r)=n\binom{n-1}{k-1} G(r)^{k-1}(1-G(r))^{n-k} G^{\prime}(r) . \tag{7}
\end{equation*}
$$

The joint density of the $k$ th nearest neighbor $Q$, the $k-1$ obscrvations $Y_{1}, \ldots, Y_{k-1}$ falling within the sphere about $x$ whose radius is determined by $x$ and $Q$, and the remaining $n-k$ observations $V_{1}, \ldots, V_{n-k}$ falling outside this sphere, is given as follows. Consider the joint density of $X_{1}, \ldots, X_{n}$. There are $n$ choices possible for $Q$. Given that $Q$ is chosen, there are $\binom{n-1}{k-1}$ possible
choices for the $k-1$ observations falling within the sphere (and this determines the $n-k$ falling outside the sphere). The joint density of $Y_{1}, \ldots, Y_{k-1}$, $V_{1}, \ldots, V_{n-k}$ and $Q$ is then

$$
\begin{align*}
f\left(y_{1}, \ldots, y_{k-1} ; v_{1}, \ldots, v_{n-k} ; q\right)= & n\binom{n-1}{k-1}\left\{\prod_{j-1}^{k-1} f\left(y_{j}\right) \delta\left(y_{j} ; S_{r}\right)\right\} \\
& \times\left\{\prod_{l=1}^{n-k} f\left(v_{l}\right) \delta\left(v_{l} ;\left(\bar{S}_{r}\right)^{c}\right)\right\} \cdot f(q) \tag{8}
\end{align*}
$$

where

$$
\delta(z, A)= \begin{cases}1 & \text { if } z \in A \\ 0 & \text { otherwise }\end{cases}
$$

$\left(\bar{S}_{r}\right)^{c}$ is the complement of $\bar{S}_{r}$, and $r=\|x-q\|$. Notice that if we first integrate the $y_{j}$ 's over $S_{r}$, the $V_{i}$ 's over $\left(\bar{S}_{r}\right)^{c}$, and then finally $f(q)$ over all of space we get one. If $f(q)$ is integrated over only $r=\|x-q\|$ we get $h(r)$. This implies that the conditional distribution of the $Y_{j}^{\prime}$ 's, the $V_{i}$ 's and $Q$ given $R_{n}=r$ is

$$
\begin{aligned}
& f\left(y_{1}, \ldots, y_{k-1} ; v_{1}, \ldots, v_{n-k} ; q \mid r\right) \\
& \quad=\prod_{j=1}^{n-1}\left(\frac{f\left(y_{j}\right)}{G(r)}\right) \prod_{l=1}^{n-k}\left(\frac{f\left(v_{l}\right)}{1-G(r)}\right) \cdot\left(\frac{f(q)}{G^{\prime}(r)}\right)
\end{aligned}
$$

so that the $Y_{j}$ 's, the $V_{i}$ 's and $Q$ are conditionally independent given $R_{n}=r$ with respective marginal densities

$$
\frac{f(y)}{G(r)}, \frac{f(v)}{1-G(r)}, \quad \text { and } \quad \frac{f(q)}{G^{\prime}(r)}
$$

$y \in S_{r}, v \in\left(\bar{S}_{r}\right)^{c}, q \in\{t:\|x-t\|=r\}$, where the conditional density of $Q$ given $\boldsymbol{R}_{\boldsymbol{n}}$ is to be integrated with respect to the surface measure on the sphere of radius $r$ about $x$.

We are interested in computing moments of various functions of $R_{n}$. It is clear from what has been stated above that $R_{n}$ has the same distribution as $G^{-1}(T)$, where $T$ is the $k$ th order statistic from an i.i.d. uniform ( 0,1 ) sample of size $n$. If we just assume $f$ is bounded and continuous we have

$$
\begin{aligned}
G(r) & =\int_{S_{r}} f(u) d u=c f(x) r^{p}+\int_{S_{r}}[f(u)-f(x)] d u \\
& =c f(w) r^{p}+o\left(r^{p}\right) \quad \text { as } \quad r \downarrow 0, \quad \text { where } \quad c=\frac{\pi^{p / 2}}{\Gamma\left(\frac{p+2}{2}\right)}
\end{aligned}
$$

Then if $t=G(r)$ it follows that when $f(x)>0$

$$
\begin{equation*}
\left[G^{-1}(t)\right]^{\lambda}=r^{\lambda}=\left(\frac{t}{c f(x)}\right)^{\lambda / p}+o\left(t^{\lambda / p}\right) \tag{9}
\end{equation*}
$$

In general, for $\phi$ a measurable function, $E\left(\phi\left(R_{n}\right)\right)$ may not exist. However, since $o \leqslant G(r) \leqslant 1$, a sufficient condition for its existence is the requirement that

$$
\begin{equation*}
\int_{0}^{\infty}|\phi(r)| d G(r)<\infty \tag{10}
\end{equation*}
$$

Of particular interest to us in this discussion is the function

$$
\begin{equation*}
\phi(r)=\frac{r^{\lambda}}{G(r)^{\nu}(1-G(r))^{\beta}}, \tag{11}
\end{equation*}
$$

where $\lambda, \gamma, \beta$ are nonnegative integers. $E\left(\phi\left(R_{n}\right)\right)$ exists for $n$ sufficiently large under the assumption $(1-G(r))=0\left(r^{-5}\right)$ as $r \rightarrow \infty, \zeta>o$, which implies (10), with $\phi$ given by (11).

With the change of variable $t=G(r)$, then

$$
\begin{align*}
E\left(\phi\left(R_{n}\right)\right) & =n\binom{n-1}{k-1} \int_{0}^{1} G^{-1}(t)^{\lambda} t^{k-1-\gamma}(1-t)^{n-k-\beta} d t  \tag{12}\\
& =n\binom{n-1}{k-1} \int_{0}^{1}\left(\left[\frac{t}{c f(x)}\right]^{\lambda / p}+o\left(t^{\lambda / p}\right)\right) t^{k-1-\gamma}(1-t)^{n-k-\beta} d t
\end{align*}
$$

## 3. Proofs of the Theorems

We first derive the result on the asymptotic behavior of the variance of $f_{n}(x)$. Now

$$
\operatorname{Var}\left(f_{n}(x)\right)=E\left[\operatorname{Var}\left(f_{n}(x) \mid R_{n}\right)\right]+\operatorname{Var}\left[E\left(f_{n}(x) \mid R_{n}\right)\right] .
$$

The following two propositions give us estimates of each of the terms on the right of the formula just written above.

Proposition 1. Let the density $f$ be bounded. Assume the weight function $w$ is bounded and integrable. If fis continuous in a neighborhood of $x$ and $k=k(n) \rightarrow \infty$, $k(n) \mid n \rightarrow 0$ as $n \rightarrow \infty$, then

$$
\begin{align*}
E\left[\operatorname{Var}\left(f_{n}(x) \mid R_{n}\right)\right]= & \frac{f^{2}(x)}{k} \frac{\pi^{p / 2}}{\Gamma\left(\frac{p+2}{2}\right)} \int w^{2}(u) d u  \tag{13}\\
& -\frac{f^{2}(x)}{k}\left(\int_{\|u\| \leqslant 1} v v(u) d u\right)^{2}+o\left(\frac{1}{k}\right) .
\end{align*}
$$

Proposition 2. Let the assumptions of Proposition 1 be satisfied. Let

$$
\int\left|u_{\alpha}\right||w(u)| d u<\infty, \quad \alpha=1, \ldots, p
$$

and $1-P\left(S_{r}\right)=O\left(r^{-\alpha}\right)$ for some $\alpha>0$ as $r \rightarrow \infty$. Then for $f(x)>0$ and $f$ continuously differentiable in a neighborhood of $x$,

$$
\begin{equation*}
\operatorname{Var}\left[E\left(f_{n}(x) \mid R_{n}\right)\right]=\frac{f^{2}(x)}{k}\left(\int_{\| u \mid \leqslant 1} w(u) d u\right)^{2}+o\left(\frac{1}{k}\right) . \tag{13'}
\end{equation*}
$$

Clearly Theorem 1 follows from Propositions 1 and 2. We first give the
Proof of Proposition 1

$$
\begin{align*}
\operatorname{Var}\left(f_{n}(x) \mid R_{n}\right)= & \frac{k-1}{n^{2} R_{n}^{2 p}} \operatorname{Var}\left(\left.w\left(\frac{x-Y}{R_{n}}\right) \right\rvert\, R_{n}\right) \\
& +\frac{1}{n^{2} R_{n}^{2 p}} \operatorname{Var}\left(\left.w\left(\frac{x-Q}{R_{n}}\right) \right\rvert\, R_{n}\right) \\
& +\frac{n-k}{n^{2} R_{n}^{2 p}} \operatorname{Var}\left(\left.w\left(\frac{x-V}{R_{n}}\right) \right\rvert\, R_{n}\right) \tag{14}
\end{align*}
$$

where $Y, Q, V$ have the distribution given in (8). Let $S(n)=\left\{y:\|x-y\|<R_{n}\right\}$. The first term on the right of (14) is

$$
\begin{aligned}
& \frac{k-1}{n^{2} R_{n}^{2 p}} \operatorname{Var}\left(\left.w\left(\frac{x-Y}{R_{n}}\right) \right\rvert\, R_{n}\right) \\
& \quad=\frac{k-1}{n^{2}}\left[\frac{1}{R_{n}{ }^{p} P(S(n))} \int_{\|u\| \leqslant 1} w^{2}(u) f\left(x-u R_{n}\right) d u\right. \\
& \left.\quad-\frac{1}{P(S(n))^{2}}\left(\int_{\|u\| \leqslant 1} w(u) f\left(x-u R_{n}\right) d u\right)^{2}\right]
\end{aligned}
$$

Consider the first term on the right of this last equality. Its expectation

$$
\begin{align*}
& E\left(\frac{k-1}{n^{2}} \frac{1}{R_{n}^{p P} P(S(n))} \int_{\|u\| \leqslant 1} w^{2}(u) f\left(x-u R_{n}\right) d u\right)  \tag{15}\\
& \quad=\frac{k-1}{n^{2}} E\left(\frac{1}{R_{n}^{p} P(S(n))}\right) f(x) \int_{\|u\| \leqslant 1} w^{2}(u) d u+E(A) .
\end{align*}
$$

By (12), the first term on the right of (15) equals

$$
k^{-1} c f^{2}(x) \int_{\|u\| \leqslant 1} w^{2}(u) d u+o\left(k^{-1}\right)
$$

as $k \rightarrow \infty$ and we shall show that $E(A)=o\left(k^{-1}\right)$. Notice that

$$
\begin{aligned}
|E(A)| \leqslant & \frac{k}{n^{2}}\left\{E\left(\frac{1}{R_{n}^{2 p} P(S(n))^{2}}\right)\right. \\
& \left.\times E\left(\int_{\| u \mid \leqslant 1} w^{2}(u)\left|f\left(x-u R_{n}\right)-f(x)\right| d u\right)^{2}\right\}^{1 / 2}
\end{aligned}
$$

by the Schwarz inequality. However

$$
\begin{equation*}
E\left(R_{n}^{-2 p} P(S(n))^{-2}\right)=O\left(\frac{n}{k}\right)^{-4} \tag{16}
\end{equation*}
$$

and

$$
\begin{align*}
& E\left(\int_{\|u\| \leqslant 1} w^{2}(u)\left|f\left(x-u R_{n}\right)-f(x)\right| d u\right)^{2}  \tag{17}\\
& \quad=\int_{\|u\|,\|v\| \leqslant 1} w^{2}(u) w^{2}(v) E\left\{\left|f\left(x-u R_{n}\right)-f(x)\right|\left|f\left(x-v R_{n}\right)-f(x)\right|\right\} d u d v
\end{align*}
$$

The expectation in the integrand on the right of (17) is bounded and converges to zero for all $u, v$ since $f$ is bounded and continuous. This remark implies that (17) converges to zero. Using (16), one can then see that $E(A)=o(1 / k)$. A similar argument then shows that

$$
\begin{gathered}
E\left[\frac{k-1}{n^{2}} \frac{1}{P(S(n))^{2}}\left(\int_{\|u\| \leqslant 1} w(u) f\left(x-u R_{n}\right) d u\right)^{2}\right] \\
\quad=\frac{f(x)^{2}}{k}\left(\int_{\|u\| \leqslant 1} w(u) d u\right)+o\left(\frac{1}{k}\right),
\end{gathered}
$$

(using (12)). Another argument of the same type using (12) shows that

$$
E\left[\frac{1}{n^{2} R_{n}^{2 p}} \operatorname{Var}\left(\left.w\left(\frac{x-Q}{R_{n}}\right) \right\rvert\, R_{n}\right)\right]=o\left(\frac{1}{k}\right) .
$$

Again, using (12) and a similar argument one finds that

$$
E\left[\frac{n-k}{n^{2} R_{n}^{2 p}} \operatorname{Var}\left(\left.w\left(\frac{x-V}{R_{n}}\right) \right\rvert\, R_{n}\right)\right]=\frac{c f(x)^{2}}{k} \int_{\|u\| \gg 1} w^{2}(u) d u+o\left(\frac{1}{k}\right) .
$$

Thus

$$
E\left[\operatorname{Var}\left(f_{n}(x) \mid R_{n}\right)\right]=\frac{c f(x)^{2}}{k} \int w^{2}(u) d u-\frac{f(x)^{2}}{k}\left(\int_{\|u\| \leqslant 1} w(u) d u\right)^{2}+o\left(\frac{1}{k}\right) .
$$

The following lemma gives useful estimates relating to the probability density of the $k$ th order statistic and certain truncated moments. $1(A)$ denotes the indicator function of the set $A$.

Lemma. Let $T=T_{k, n}$ be the kth order statistic in a sample of size $n$ from a $U[0,1]$ distribution. If $k-k(n) \rightarrow \infty, k(n) / n \rightarrow 0$ as $n \rightarrow \infty$, then upper and lower bounds for the density function of $T$ in the range $|T-(k-1) /(n-1)|<$ $\alpha(k / n)$ with $\alpha$ small are given by

$$
\begin{align*}
\frac{1}{(2 \pi)^{1 / 2}} \frac{n}{k^{1 / 2}} g_{n}(x) \exp \{ & \pm \frac{n^{2}}{k}\left(x-\frac{k-1}{n-1}\right)^{2}  \tag{18}\\
& \left.\times\left[\left|x-\frac{k-1}{n-1}\right| \frac{n}{k} /\left(1-\left|x-\frac{k-1}{n-1}\right| \frac{n}{k}\right)\right]\right\}
\end{align*}
$$

where

$$
g_{n}(x)=\exp \left\{-\frac{1}{2} \frac{(n-1)^{3}}{(k-1)(n-k)}\left(x-\frac{k-1}{n-1}\right)^{2}\right\}
$$

## Further

$$
\begin{equation*}
E\left\{T^{-8} 1(T<y)\right\} \leqslant \frac{k}{n} \frac{n}{k^{1 / 2}}\left(\frac{n}{k}\right)^{s}\left\{g_{n}(y)\right\}^{1 / 2} \tag{19}
\end{equation*}
$$

if $y=(1-\alpha) k / n$ while

$$
\begin{equation*}
E\left\{T^{-s} 1\left(T>y^{\prime}\right)\right\} \leqslant c \frac{k}{n} \frac{n}{k^{1 / 2}}\left(\frac{n}{k}\right)^{s}\left\{g_{n}\left(y^{\prime}\right)\right\}^{1 / 2}+\left(\frac{n}{k}\right)^{s} \exp \left(-\frac{1}{2} c k\right), \tag{20}
\end{equation*}
$$

if $y^{\prime}=(1+\alpha) k / n$ and $c>1$ is fixed but large.
The probability density of the $k$ th order statistic in a sample of size $n$ is

$$
\begin{equation*}
n\binom{n-1}{k-1} x^{k-1}(1-x)^{n-k}, \quad 0 \leqslant x \leqslant 1 \tag{21}
\end{equation*}
$$

The maximum of the logarithm of the function $x^{k-1}(1-x)^{n-k}$ is at

$$
x_{0}=\frac{k-1}{n-1} .
$$

The second derivative of the logarithm at this point is

$$
-\frac{(n-1)^{3}}{(k-1)(n-k)} \cong-\frac{n^{2}}{k}
$$

and the sth derivative of the logarithm at $x$ is

$$
(s-1)!\left\{(-1)^{s+1} \frac{k-1}{x^{8}}-\frac{n-k}{(1-x)^{8}}\right\} .
$$

The sth derivative at $x_{0}$ is bounded in absolute value by $(s-1)!n^{s} / k^{s-1}$ for large $n$. Using a Taylor expansion of the logarithm about $x_{0}$ and these bounds together with Stirling's approximation for $n\binom{n-1}{k-1}$ yields the upper and lower bounds of (18) in the range $|x-(k-1) /(n-1)|<\alpha(k / n)$ with $\alpha$ small. Because the density (21) is increasing for $x<(k-1) /(n-1)$

$$
\begin{aligned}
E\left\{T_{k, n}^{-s} 1\left(T_{k, n}<y\right)\right\} & \cong\left(\frac{n}{k}\right)^{s} E\left\{1\left(T_{k-s, n-s}<y\right)\right\} \\
& \leqslant y \frac{n}{k^{1 / 2}}\left(\frac{n}{k}\right)^{s}\left\{g_{n}(y)\right\}^{1 / 2}, \quad s=0,1,2
\end{aligned}
$$

with $y=(1-\alpha) k / n$. The second tail moment inequality (20)

$$
\begin{aligned}
& E\left\{T_{k, n}^{-s} 1\left(T_{k, n}>y^{\prime}\right)\right\} \\
& \cong\left(\frac{n}{k}\right)^{s} E\left\{1\left(T_{k-s, n-s}>y^{\prime}\right)\right\} \\
&=\left(\frac{n}{k}\right)^{s} E\left\{1\left(y^{n}>T_{k-s, n-s}>y^{\prime}\right)\right\}+\left(\frac{n}{k}\right)^{s} E\left\{1\left(T_{k-s, n-s} \geqslant y^{n}\right)\right\}
\end{aligned}
$$

where $y^{\prime}=(1+\alpha) k / n$ and $y^{\prime \prime}=c(k / n)$ with $c$ fixed but large. Since $(1-x)^{n-k} \leqslant \exp (-(n-k) x)$ for $0 \leqslant x \leqslant 1$

$$
\begin{aligned}
P\left(T_{n, k} \geqslant y^{\prime \prime}\right) & \leqslant n\binom{n-1}{k-1} \int_{y^{\prime \prime}}^{\infty} x^{k-1} e^{-(n-k) x} d x \\
& \cong \frac{1}{(k-1)!} \int_{(n-k) y^{\prime \prime}}^{\infty} u^{k-1} e^{-u} d u \\
& \cong \frac{1}{(k-1)!}\left[(n-k) y^{\prime \prime}\right]^{k-1} e^{-(n-k) y^{\prime \prime}}
\end{aligned}
$$

Thus, if $c$ is fixed but much larger than one

$$
E\left\{1\left(T_{k-s, n-s}>y^{\prime \prime}\right)\right\} \leqslant \exp \left(-\frac{1}{2} c k\right)
$$

Also, since the density (21) is decreasing for $x>(k-1) /(n-1)$

$$
E\left\{1\left(y^{\prime \prime}>T_{k-s, n-s}>y^{\prime}\right)\right\} \leqslant c \frac{k}{n} \frac{n}{k^{1 / 2}}\left(\frac{n}{k}\right)^{s}\left\{g_{n}\left(y^{\prime}\right)\right\}^{1 / 2}
$$

We now give the

Proof of Proposition 2. The conditional expected value of $f_{n}(x)$ given $R_{n}$ is

$$
\begin{align*}
E\left(f_{n}(x) \mid R_{n}\right)= & \frac{k-1}{n} \frac{1}{R_{n}{ }^{p}} \frac{1}{P(S(n))} \int_{S(n)} w\left(\frac{x-v}{R_{n}}\right) f(v) d v \\
& +\frac{n-k}{n} \frac{1}{R_{n}^{p}} \frac{1}{1-P(S(n))} \int_{(S(n))^{c}} w\left(\frac{x-v}{R_{n}}\right) f(v) d v \\
& +\frac{1}{n} \frac{1}{R_{n}{ }^{p}} \int_{B S(n)} w\left(\frac{x-v}{R_{n}}\right) v f(v) d v / \int_{B S(n)} f(v) d v \\
= & (1)+(2)+(3) \tag{22}
\end{align*}
$$

where $(\bar{S}(n))^{c}$ is the complement of $\bar{S}(n)$ and $B S(n)$ is the boundary of $S(n)$. We shall make an estimate of $\operatorname{Var}(1)$ ). Similar estimates show that

$$
\operatorname{Var}((2), \operatorname{Var}(3))=o\left(\frac{1}{k}\right) .
$$

All other contributions to $\operatorname{Var}(1)+(2)+(3))$, except for $\operatorname{Var}(1))$ are $o(1 / k)$.
First note that

$$
\begin{align*}
(1) & =\frac{k-1}{n} \frac{1}{P(S(n))} \int_{\|u\| \leqslant 1} w(u) f\left(x-u R_{n}\right) d u \\
& =\frac{k-1}{n} \frac{1}{T} \int_{\|u\| \leqslant 1} w(u) f\left(x-u G^{-1}(T)\right) d u \tag{23}
\end{align*}
$$

where $T$ is the $k$ th order statistic from a uniform distribution. In order to get sufficiently good estimates for various functions of $T$ (such as, e.g., $1 / T, T^{1 / p}$, $\left.G^{-1}(T)\right)$ we require expansions in terms of $T-(k-1) /(n-1)$. Eventually certain moments are estimated in terms of contributions from the range $|T-(k-1) /(n-1)|<\alpha(k / n)$ and the complimentary range. From the assumptions made on $w$ and $f$ and the estimates (19) and (20), it follows that the contribution to $E(1)$ and $\left.E()^{2}\right)$ from the range $|T-(k-1) /(n-1)| \geqslant \alpha(k / n)$ is

$$
O\left(e^{-(1 / 2) \alpha^{2} k}\right)
$$

We shall now consider the contribution of (23) to $\operatorname{Var}(1)$ from the range $|T-(k-1) /(n-1)|<\alpha k / n$. Now

$$
\begin{align*}
\frac{k-1}{n} \frac{1}{T}= & \frac{k-1}{n} \frac{n-1}{k-1}\left(1+\left(\frac{k-1}{n-1}\right)^{-1}\left(T-\frac{k-1}{n-1}\right)\right)^{-1} \\
= & \frac{n-1}{n}\left\{1-\left(\frac{k-1}{n-1}\right)^{-1}\left(T-\frac{k-1}{n-1}\right)\right. \\
& \left.+O\left[\left(\frac{k-1}{n-1}\right)^{-1}\left(T-\frac{k-1}{n-1}\right)\right]\right\} \tag{24}
\end{align*}
$$

while

$$
\begin{array}{rl}
\int_{\|u\| \leqslant 1} & w(u) f\left(x-u G^{-1}\left(\frac{k-1}{n-1}\right)-u\left(G^{-1}(T)-G^{-1}\left(\frac{k-1}{n-1}\right)\right)\right) d u \\
= & \int_{\|u\| \leqslant 1} w(u) f\left(x-u G^{-1}\left(\frac{k-1}{n-1}\right)\right) d u \\
& \quad-\int \sum_{\alpha} u_{\alpha} w(u) D_{\alpha} f\left(x-u G^{-1}\left(\frac{k-1}{n-1}\right)\right) d u\left(G^{-1}(T)-G^{-1}\left(\frac{k-1}{n-1}\right)\right) \\
& \quad+o\left(G^{-1}(T)-G^{-1}\left(\frac{k-1}{n-1}\right)\right) .
\end{array}
$$

It follows from (9) that

$$
r=G^{-1}(t)=(c f(x))^{-1 / p} t^{1 / p}+o\left(t^{1 / p}\right)
$$

However,

$$
\begin{aligned}
t^{1 / p}= & \left(\frac{k-1}{n-1}\right)^{1 / p}\left(1+\left(\frac{k-1}{n-1}\right)^{-1}\left(t-\frac{k-1}{n-1}\right)\right)^{1 / p} \\
= & \left(\frac{k-1}{n-1}\right)^{1 / p} \\
& \times\left\{1+\frac{1}{p}\left(\frac{k-1}{n-1}\right)^{-1}\left(t-\frac{k-1}{n-1}\right)+o\left(\left(\frac{k-1}{n-1}\right)^{-1}\left(t-\frac{k-1}{n-1}\right)\right)\right\}
\end{aligned}
$$

so that

$$
\begin{aligned}
G^{-1}(T)-G^{-1}\left(\frac{k-1}{n-1}\right)= & (c f(x))^{-1 / p}\left(\frac{k-1}{n-1}\right)^{1 / p} \\
& \times\left\{\frac{1}{p}(1+o(1))\left(\frac{k-1}{n-1}\right)^{-1}\left(T-\frac{k-1}{n-1}\right)\right\}
\end{aligned}
$$

Neglecting the constant term we find that we have to estimate the second moment of

$$
\begin{align*}
& -\int_{\|u\| \leq 1} w^{w(u) f\left(x-u G^{-1}\left(\frac{k-1}{n}\right)\right) d u\left(\frac{k-1}{n-1}\right)^{-1}\left(T-\frac{k-1}{n-1}\right)} \begin{array}{l}
\quad-\int \sum u_{\alpha} w(u) D_{\alpha} f\left(x-u G^{-1}\left(\frac{k-1}{n-1}\right)\right) d u \frac{n-1}{n} \frac{1}{p}\left(\frac{k-1}{n-1}\right)^{-1+1 / p} \\
\quad \cdot\left(T-\frac{k-1}{n-1}\right)(c f(x))^{-1 / p} \\
\quad+o\left(\left(\frac{k-1}{n-1}\right)^{-1}\left(T-\frac{k-1}{n-1}\right)\right)
\end{array}, l
\end{align*}
$$

where it is understood that $|T-(k-1) /(n-1)|<\alpha(k / n)$. By using (24) we see that the second moment of the first term of $(25)$ is to the first order

$$
\left(\int_{\|u\| \leqslant 1} w(u) d u f(x)\right)^{2} \frac{1}{k}
$$

while the second moments of the other terms are all

$$
o\left(\frac{1}{k}\right)
$$

We now give the
Proof of Theorem 2. From (22) it is clear that

$$
\left.E f_{n}(x)=E(1)\right)+E((2)+E(3) .
$$

Under the assumptions of the theorem

$$
\begin{aligned}
(1)=\frac{k-1}{n P(S(n))}[ & f(x) \int_{\|u\| \leqslant 1} w(u) d u \\
& \left.+\frac{R_{n}{ }^{2}}{2} \int_{\|u\| \leqslant 1} \sum_{\alpha, \beta} u_{\alpha}\left(D_{\alpha} D_{\beta} f\right)(x) u_{\beta} w(u) d u+o\left(R_{n}{ }^{2}\right)\right]
\end{aligned}
$$

But then

$$
\begin{aligned}
E((1))= & \frac{k-1}{n} f(x) \int_{\|u\| \leqslant 1} w(u) d u E\left(\frac{1}{P(S(n))}\right) \\
& +\frac{k-1}{n} \frac{1}{2} \int_{\|u\| \leqslant 1} \sum_{\alpha, \beta} u_{\alpha}\left(D_{\alpha} D_{\beta} f\right)(x) u_{\beta} w(u) d u E\left(\frac{R_{n}^{2}}{P(S(n))}\right) \\
& +o\left(E\left(\frac{k}{n} \frac{R_{n}^{2}}{P(S(n))}\right)\right) \\
= & f(x) \int_{\|u\| \leqslant 1} w(u) d u+\frac{1}{2(c f(x))^{2 / p}} \\
& \cdot \int_{\|u\| \leqslant 1} \sum_{\alpha, \beta} u_{\alpha}\left(D_{\alpha} D_{\beta} f\right)(x) u_{\beta} w(u) d u\left(\frac{k}{n}\right)^{2 / p} \\
& +o\left(\frac{k}{n}\right)^{2 / p} .
\end{aligned}
$$

Also

$$
(\overline{2})=\frac{n-k}{n(1-P(S(n)))} \int_{\|u\|>1} w(u) f\left(x-u R_{n}\right) d u
$$

and using an expansion similar to that used in (26) (as well as $\int_{\|u\|>s}|w(u)| d u=$ $o\left(s^{-2}\right)$ as $\left.s \rightarrow \infty\right)$ and then taking expectations, one finds that

$$
\begin{aligned}
E((2))= & f(x) \int_{\|u\|>1} w(u) d u+\frac{1}{2(c f(x))^{2 / p}} \\
& \cdot \int_{\|u\|>1} \sum_{\alpha, \beta} u_{\alpha}\left(D_{\alpha} D_{\beta} f\right)(x) u_{\beta} w(u) d u\left(\frac{k}{n}\right)^{2 / p} \\
& +o\left(\frac{k}{n}\right)^{2 / p}
\end{aligned}
$$

Further

$$
\text { (3) }=\frac{1}{n R_{n}^{p}} \int_{\|u\|=1} w(u) f\left(x-u R_{n}\right) d \sigma(u) / \int_{\|u\| m=1} f\left(x-u R_{n}\right) d \sigma(u)
$$

where $\sigma$ denotes the surface area on the sphere of radius one. This implies that

$$
E(3)=\frac{c f(x)}{k} \int_{\|u\|-1} w(u) d \Sigma(u)+o\left(\frac{1}{k}\right) .
$$

## 4. Comparison of Nearest Neighbor and Kernel Estimates

Consider the kernel density function estimate $\tilde{f}_{n}(x)$

$$
\tilde{f}_{n}(x)=\frac{1}{n b(n)^{p}} \sum_{j=1}^{n} w\left(\frac{x-X_{j}}{b(n)}\right)
$$

with bandwith $b(n) \downarrow 0, n b(n)^{p} \rightarrow \infty$. Under the assumptions of Theorem 2

$$
E \tilde{f}_{n}(x)-f(x)=\frac{1}{2} b(n)^{2} Q(f)(x)+o\left(b(n)^{2}\right)
$$

and

$$
\operatorname{Var}\left(f_{n}(x)\right)=\frac{f(x)}{n b(n)^{p}} \int w^{2}(u) d u+o\left(\frac{1}{n b(n)^{p}}\right)
$$

as $n \rightarrow \infty$ (see [2, 10, 11]). If we consider setting $b(n)=C n^{-\alpha}, \alpha>0$, for a kernel estimate, the optimal rate of decay for the mean square error of the estimate is obtained when $\alpha=(p+4)^{-1}$ and then the rate of decay is $\cong n^{-4 /(4+p)}$. In the case of a nearest neighbor estimate, if one sets $k=C^{\prime} n^{\beta}, \beta>0$, the optimal rate of decay of the mean square error of the estimate is obtained with $\beta=(4) /(p+4)$ and the rate of decay is then again $\cong n^{-4 /(4+p)}$. The constant multiplying the rate of decay of the mean square error in the case of a kernel estimate is minimized by taking

$$
C=\left\{p f(x) \int w^{2}(u) d u\left[b(n)^{4} Q(f)(x)^{2}\right]^{-1}\right\}^{1 /(p+4)}
$$

and it is found to be

$$
\begin{equation*}
\left[f(x) \int w^{2}(u) d u\right]^{4 /(4+p)}\left[\frac{1}{2} Q(f)(x)\right]^{2 p /(4+p)}\left\{\left(\frac{4}{p}\right)^{p /(4+p)}+\left(\frac{p}{4}\right)^{4 /(p+4)}\right\} \tag{27}
\end{equation*}
$$

The constant multiplying the rate of decay of the mean square error of the nearest neighbor estimate is minimized by taking

$$
C^{\prime}=\left(\frac{\pi}{\Gamma\left(\frac{p+2}{2}\right)}\right)^{p / 2}\left(f(x)^{2+4 / p} \int w^{2}(u) d u /(Q(f)(x))^{2}\right)^{p /(4+p)}
$$

and is found to be (27) again. We then find that to the first order the mean square error is the same for both estimates. However, this is something of an illusion since we don't know $f(x)$ and $Q(f)(x)$ and if we did would not have recourse to density estimates.

Notice that when $f(x)$ is large the variance of the kernel estimate appears to be smaller than that of the nearest neighbor estimate while the bias of the kernel estimate appears to be larger than that of the nearest neighbor estimate. Exactly the opposite appears to happen when $f(x)$ is small. In this discussion it is assumed that $b(n)$ and $(k / n)^{1 / p}$ are comparable. So even though the variance of the nearest neighbor estimate is appreciably smaller than the variance of the kernel estimate, the bias of the nearest neighbor estimate

$$
\frac{\Gamma\left(\frac{p+2}{2}\right)^{2 / p}}{2 \pi f(x)^{2 / p}} Q(f)(x)\left(\frac{k}{n}\right)^{2 / p}
$$

looks as if it can be much larger than that of the kernel estimate

$$
\frac{1}{2} b(n)^{2} Q(f)(x)
$$

because of the factor $f(x)^{2 / p}$ in the denominator. We shall see that in the case of a large class of densities, the bias is the main term when $f(x)$ is small and that contrary to hopes expressed (see [1,9,12]) the nearest neighbor estimate may be much worse than the kernel. This is illustrated by looking at densities having a simple exponential form or inverse polynomial decay in the tail. Just the onedimensional case is considered. We can assume that $b(n),(k / n) \sim n^{-1 / 4}$. First consider $f(x)=c e^{-a x^{b}}$ with $c, a, b>0$. Then

$$
\frac{f^{\prime \prime}(x)}{f^{2}(x)}=c^{-1} e^{a x^{b}}\left\{a^{2} b^{2} x^{2(b-1)}-a b(b-1) x^{b-2}\right\}
$$

Also if $f(x)=c x^{-b}, c, b>o$, for $x$ large, then $f^{\prime \prime}(x) / f^{2}(x)=(b(b+1) / c) x^{b-2}$, and this expression becomes large as $x \rightarrow \infty$ if $b>2$.
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