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#### Abstract

An analysis of recursive procedures in ALGOL 68 with finite modes shows, that a denotational semantics of this language can be described on the level of program schemes using a typed $\lambda$-calculus with fixed-point operators. In the first part of this paper, we derive classical schematolegical theorems for the resulting class of level-n schemes. In part two, we investigate the language families obtained by call-by-value and call-by-name interpretation of level-n schemes over the algebra of formal languages. It is proved, that differentiating according to the functional level of recursion leads to two infnite hierarchies of recursive languages, the $I O$ - and OI-hierarchies, which can be characterized as canonical extensions of the regular, context-free, and IO- and OI-macro languages, respectively. Sufficient conditions are derived to establish strictness of 10 -like hierarchies. Finally we derive, that recursion on higher types induces an infinite hierarchy of control structures by proving that level-n schemes are strictly less powerfu! than level $-n+1$ schemes.


## Introduction

During the last ten years, tree language theory has established its relevance as an important tool for the analysis of structured objects and the structure of computations and as such has had profound influences both within the area of formal semantics and within string language theory. As some examples of the first connection let us mention different methods for specifying programming language semantics on the derivation trees of programs (such as denotational semantics, initial algebra semantics, attribute grammars, syntax-directed translation), representing the meanirg of prograins by infinite trees through Mezei-Wright-like result (a denotation introduced in [28] for theorems, which allow to lift solutions of equations to a syntactic level, see $[45,32,53]$ ), and modelling operational semantics as derivations in tree grammars (as in [52,53,8,67]). Note that all applications allow to lift properties of programs to the level of tree languages.

The close relation between string. and tree language theory can best be described using Fig. 1.

To begin with, let us note that string language theory can be viewed as a subtheory of tree language theory by identifying strings with monadic trees (where each node has at most one son). Generalizing from the monadic to


Fig. 1.
the ranked case (where symbols of arbitrary finite arity are allowed to construct trees) gives a canonical way of defining tree concepts out of string concepts. As tho examples observe, that regular-tree grammars have the characteristic feature, that nonterminals may only appear as leaves (which is clearly the canonical generalization of right-linear grammars), whereas context-free tree grammars allow nonterminals of arbitrary ranks in the right-hand sides of the productions. In many cases, this process 'preserves proofs', i.e. substituting the tree concept for the 'generating' string concept establishes a generalization of the corresponding result to trees (perhaps the most prominent counterexample is the tree-transducer hierarchy resulting from nonclosure of top-down tree automata - the generalization of gsm's - under composition, see [27]). This again may be used to obtain simplified proofs for string-theoretic results by lifting string-theory via the front-operation to theorens on the corresponding class of derivation trees. In general, both the front(or yield-) and the branch (or path-) operation allow to go in a uniform way from sees to strings.

The striking point of the above diagram, however, is the suggestion to iterate this process, producing in a canonical way increasingly complex classes of languages. Here we investigate the IO- and OI-hierarchies obtained by starting the iteration with right-linear grammars. It is well known that one iteration turns regular into contex:-free languages, while the next iteration yields the IO- or OI-macro languages [30], depending on whether we generalize rightmost or leftmost deriva-
tions in context-free grammars (the classes of tree languages generated by contextfree tree grammars in innermost-outermost and outermost-innermost mode are incomparable [30]). In this paper we prove both hierarchies to be infinite and derive conditions on the input language-family to establish strictness of the resulting IO-like hierarchy. This gives a positive answer to conjectures in [35, 28, 70, 42] and a correct proof of the strictness-result stated in [66]. In preparing these results we will derive a number of 'classical' properties such as fixed-point characterizations, normalform-theorems, structural theorems, decidability of emptiness and membership and closure under intersection with regular languages. Together with the facts, that the language-families in the OI-hierarchy form substitution closed AFL's and can be characterized as languages accepted by level-n pushdown automata (introduced in [44]; this characterization is proved in [21]), these results seem to substantiate the claim raised by Wand [70], that the OI-hierarchy forms the natural extension of the Chomsky-hierarchy.

We will now indicate, how these results relate to semantics of programming languages (and thus work out the abovementioned connection for this particular example). In fact, this paper was motivated from the problem within formal semantics to analyse the impact of higher type procedures (discussed in more detail in the following paragiaph) on the definability of new objects of base type.

One characteristic of the type discipline in ALGOL 68 is the fact that the type of a procedure (i.e. the type of its parameters and the type of its value, if any) has to be completely specified. Types are defined in mode declarations, which in particular allow the definition of recursive (more precisely: regular) types, using base types such as bool, int, char, . . . and constructors as proc, . . . Thus the type of a procedure can have an arbitrary finite or even infinite functional level: the definable modes include zero $=$ int, one $=\operatorname{proc}(z e r o) z e r o$, two $=\operatorname{proc}($ one $)$ one, $\ldots$ and untyped $=$ proc(untyped) untyped. The following two examples show how such procedures can be used in the definition of base objects.

Example 1. The following procedure EXP, embedded in a main program $P$, computes for an integer function $f$ and positive integers $n, k$ the expression

```
\(\overbrace{2}^{n}:\)
begin
    int input 1, input 2, output;
    proc EXP \(=\) (proc (int)int \(f\), int \(n\), int \(k\) ) int:
        begin int result;
        if \(n=0\) then result \(:=f(k)\)
            else result \(:=2 \uparrow \operatorname{EXP}(f, n-1, k) \mathrm{fi} ;\)
        result
        end of EXP;
```

output $:=\operatorname{EXP}($ square, input 1, input 2 )
end of $P$

Example 2. The following program $P^{\prime \prime}$ (essentially borrowed from [40]), computes the factorial function using a recursively typed procedure SELF:

```
begin
    mode \(M=\operatorname{proc}(M\), int \()\) int;
    int input, output;
    proc SELF \(=(M f\), int \(n)\) int:
    begin
        if \(n=0\) then 1 else \(n \cdot f(f, n-1)\) fi
    end of SELF;
    output := SELF(SELF, input)
end of \(P^{\prime}\)
```

Clearly the first example shows, that it is convenient to have higher type procedures available. The obvious question then is: in what sense are such p.ocedures necessary? It is well known that a simple language such as WHILE (with the usual arithmetical basic) is universal, hence the above question has to be formulated more carefully in order to be reasonable. A look at denotational semantics will heip to find the right level of abstraction.

In a denotational semontics of an imperative programming language, the meaning of a program is defined abstractedly as a function which associates with the initial store the store obtained after executing the program, by reducing it inductively to the meaning of its constituents using some meta-linguistic concepts and a (essentially invariant from the discussed programming language) set of auxiliary functions. What metalanguage is used, depends essentially on how close the semantics should be to a. implementation; to serve as a standard it is clearly desirable to retain a level of absitraction, which allows a transparent and direct simulation of the typical features of the given language, which is the reason why the $\lambda$-calculus (involving abstraction, application, and recursion) is chosen in the direct semantics of ALGOL 60 and PASCAL (see [51, 64]). By stressing the role of the meta-language we can split such a direct semantics into a translation of the programs into a $\lambda$-expression over the auxiliary functions, followed by the standard semantics of the $\lambda$-calculus ( $[60,68,22]$ ). It should, however be clear, that we still have to eliminate the influence of the base: operations (contained in the auxiliary functions) to give a concise formulation to the problem. To this end, we abstract from the $\lambda$-calculus to $\lambda$-schemes by denoting the auxiliary functions occuring in the translation by operation symbols, whose meaning has to be explicitly specified in some semantic algebra. These two levels of abstraction are depicted in Fig. 2.

To illustrate these ideas, let us give the $\lambda$-schemes $P_{\lambda}$ and $P_{\lambda}^{\prime}$ corresponding to the sample programs (the algorithm for the translation is given in [19]).


LAMBDA-SCHEMES
Fig. 2.
Example 1 (continued). Since EXP is defined recursively, its declaration semantics uses the fixed-point-operator $Y$.

where


In the examples, we use $\Omega=\{0,1,2,-\hat{i}$, square, mult, if, $=, l o c, \ldots$, assign, content, eval, cond $\}$ as denotations for the (more or less obvious) auxiliary functions.

Example 2 (continued).

$P_{\lambda}^{\prime}=\lambda$ SELF.



$(\lambda f . \lambda n$.



A comparison of the $\lambda$-schemer resulting from the translation of ALGOL 68 procedures shows

- non-recursive procedures with firite mode induce $\lambda$-schemes, which contain only typec application and typed abstra:tion.
- recarsive procedures with at most $n$ nested occurrences of the proc constructor in their mode can be modelled by $n-\lambda$-schemes which in addition contain an atom $Y_{1}$ for the fixed-point-operation on the nth function space.
- recursively typed procedures lead to $\lambda$-schemes which allow self-application and thus in general cannot be finitely typed.

The link between level-n schemes and the OI-hierarchy is provided by the fixed-point characterization: interpreting level- $n$ schemes over the algebra of formal (tree-) languages gives exactly the $n$th language family in the OI-hierarchy, hence $n$-loops in Fig. 1 correspond to taking fixed points on the $n$th function space. By the Oi-hierarchy result, this proves that recursion on higher types induces an infinite hierarciny of control structures, since more and more languages can be defined by increasing the level of recursion. In particular, when abstracting from the meaning of the base operations, higher type procedures cannot be simulated by procedures which make only use of base type parameters.

The IC-hierarchy is the one intended by Maibaum [42] and treated further by Turner [66]. (Urfortunately in both papers IO and OI seem to be confused.) Wand [70] defines the OI-hierarchy in a category-theoretic framework as morphisms of báse type in certain derived theories and indicates a proof, that this hierarchy starts with the regular, context-free and indexed language of [2]. Maslov [43] uses a canonical generalization of indexed grammars to define a hierarchy of formal languages, which seems to be related to the OI-hierarchy, and provides an automatatheoretic characterization using multilevel stack-automata [44]. In [28], Engelfriet and Schmidt define the 10 - and OI-hierarchies using a generalization of the fixed-point characterization of the 10 - and OI-context-free tree languages. The
authors prove that the IO-hierarchy starts with the regular, context-free, and IO-macro languages and sketch a proof of the corresponding result for OI.

The study of recursion on higher types as control structure for programming languages was started by Milner [48] and Plotkin [54]. Program schemes modelling higher type recursion were first introduced by Indermark [35]. Parts of the results of this paper were presented in [12-14]. Models for a typed $\lambda$-calculus with restricted recursive types are discussed in [3]. A comprehensive treatment of untyped procedure calls on the level of schemes is given by Fehr [29].

This paper is split into two parts according to the semantical and syntactical aspects of higher type recursion.

In part one we generalize the theory of recursive program schemes as developed in $[52,53,10]$ to the class of $n-\lambda$-schemes. Following the mathematical background, Section 2 gives an introduction into the results and proof-techniques of the following sections, using regular systems of equations [32,52,69] to demonstrate the main ideas. $n-\lambda$-schemes are defined in Section 3 as systems of equations, whose right-hand sides consist of (finitely) typed $\lambda$-terms over base operation symbols, procedure identifiers and formal parameters the main procedure being of a base type (hence nested declarations of recursive procedures are simulated by simultaneous recursion, see [19]). In connection with the fixed-point semantics we introduce a semantic algebra Algol, which induces a denotational semantics for a subset of ALGOL 68 via Fig. 2. A combinatoric model of higher type recursion is derived in Section 4 by viewing the functions over an algebra as carrier of the derived algebra with projection and functional substitution as new operations (cf. [42, 28]). Here, recursion on level $n$ is modelled by regular systems of equations, which in addition to the base operation symbols contain projection- and substitu-tion-symbols up to level $n$. This model allows for easy algebraic proofs of a Mezei-Wright-like theorem and a closure-result for the class of infinite trees generated by level- $n$ schemes. By the equivalence of the combinatoric and applicative approach proved in the appendix we inherit a Chomsky-normalform for $n$ -$\lambda$-schemes, which implies the equivalence of $1-\lambda$-schemes and recursive program schemes. The Kleene-characterization proved in Section 5 characterizes the infinite tree of a scheme as the join of the chain of approximations obtained by iterated parallel substitution of the procedure bodies followed by a $\perp$-replacement of the remaining procedure identifiers. This result is used in Section 6 to obtain the completeness of a call-by-name operational semantics over discrete interpretations: by viewing an $n-\lambda$ scheme as a level- $n$ grammar (using the copy-rule to apply 'productions') with a $\perp$-replacement rule as additional choice, we can generate sufficiently many approximations using only OI-derivations to represent the infinite tree of the scheme. For the programming language considered, this implies the equivalence of denotational and copy-rule semantics.

Part two investigates the language families generated by level-n grammars in OI- and IO-mode. We start by presenting sample languages, which exhibit the typical $n$-exponential growth at the $n$th level. Two fixed-point characterizations
provide the discussed link between level- $n$ schemes and level- $n$ languages. The resulting characterization of OI-languages as homomorphic images of regular infinite trees and 1O-languages as homomorphic images of regular languages are used in the following section to prove decidability of the emptiness problem. In the next section we provide a branch-language and front-language-characterization, which in particular show, that the OI-hierarchy satisfies the diagram in Fig. 1. Finally we prove, that both language families are closed under intersection with regular languages. In the OI-case, substitution closure innplies, that level-n OI string langlages form a substitution closed AFL, while IO languages are only closed under tomomorphisms.

Since the proofs of these results require different techniques depending on the mode of derivation, they are presented separately in Sections 7 and 8.

In the last section we use the rational index, a complexity measure for languages introduced in [6], to prove both hierarchies infinite. An analysis of the proof in the IO-case leads to sufficient conditions on the input-language-family to prove strictness of the resulting IO-like hierarchy. Examples for families satisfying these conditions are (deterministic) top-down translations of regular languages and the families in the OI-hierarchy. Finally we apply these results to prove strictness of the scheme-hierarchy.

## PART I. LEVEL-N SCHEMES

## 1. Terminology, definitions, and basic facts

The reader is assumed to be familiar with the basic concepts of tree language theory (as presented e.g. in [23, 65]) and initial algebra semantics [32]. For the sake of completeness and to fix notation, we will review some definitions and state a few basic properties needed in the sequti. On first reading, this section may be skipped except for the definition of set in Subsection 1.3.

### 1.1. Continuous algebras

Let $\boldsymbol{A}=(\mathbf{A}, \leqslant)$ be a partial order (po). If $\boldsymbol{T} \subseteq \boldsymbol{A}$ has a least upper bound in $\boldsymbol{A}$, we denote it by $\bigsqcup T . T \neq \emptyset$ is directed in $A$ iff for each $t_{1}, t_{2} \in T$ there exists $t_{3} \in T$ with $t_{1}, t_{2} \leqslant t_{3}$.
$A$ is called $\Delta$-cciriplete (cpo) iff there is $\angle \in \boldsymbol{A}$ which is minimai in $A$ and each directed $T$ in $A$ has $\bigsqcup T \in A$.
$A$ is called $\rfloor$-complete (complete lattice) iff each subset $T$ of $\boldsymbol{A}$ has $\bigsqcup T$ in $A$.
For $L$-complete ( $\Delta$-complete) po's $A$ and $B$ we denote by $f: A \rightarrow B$ a $\bigsqcup$ continuous ( $\Delta$-continuous) mapping from $\boldsymbol{A}$ to $\boldsymbol{B}$, i.e. $f$ is monotonic and $f(\llcorner\backslash T)=$ $\bigsqcup f(T)$ for each (directed) subset of $\boldsymbol{A}$. If $\boldsymbol{A}=\boldsymbol{B}$, then, by Tarski's fixed-point theorem [63], there exists $\bigsqcup\left\{f^{\nu}(\perp) \mid \nu \in \mathbb{N}\right\}$, the minimal fixpoint of $f$, which we denote by $\mu(f)$.
Let $I$ be a set of base types. A family of sets $A=\left(A^{i} \mid i \in I\right)$ is called an I-set. We extend this notation to $I^{*}:=I^{+} \cup\{e\}$ by $A^{e}$ is the set consisting of the empty tuple, and $A^{w i}:=A^{w} \times A^{i}$. The cartesian product is taken associative.
For $I$-sets $A$ and $B$ we write $A \subseteq B$ if $A^{i} \subseteq B^{i}$ for each $i \in I$, and define $A \cup$ $B:=\left(A^{i} \cup B^{i} \mid i \in I\right)$. An I-mapping $f: A \rightarrow B$ is a family $\left(f^{i}: A^{i} \rightarrow B^{i} \mid i \in I\right)$. We extend this notation to $I^{*}$ by $f^{e}:=() \mapsto(), f^{w i}:=(a, a) \mapsto\left(f^{w}(a), f^{i}(a)\right): A^{w i} \rightarrow B^{w i}$. We will omit the superscript $w$ in $f^{w}$ if no ambiguity arises.

The elements of $D(I):=I^{*} \times I$ are called derived types of $I$. An $I$-set $A$ determines the $D(I)$-set $D(A):=\left(A^{w} \rightarrow A^{i} \mid(w, i) \in D(I)\right)$ where $A^{w} \rightarrow A^{i}:=\left\{f \mid f: A^{w} \rightarrow A^{i}\right\}$.
A family of partial orders $A=\left(A^{i} \mid i \in I\right)$ is called $\square$-complete ( $($-complete) iff each $A^{i}$ is $\bigsqcup$-complete ( $\Delta$-complete). In this case, $D(A)$ is $\lfloor$-complete ( $\Delta$-complete), where the partial order relations are defined componentwise on products and pointwise on function spaces.

Let $\Omega$ be a $D(I)$-set. $f \in \Omega^{(w, i)}$ is called an operation symbol of type ( $w, i$ ). An $\Omega$-algebra $\mathscr{A}=\left(A, \varphi_{A}\right)$ consists of an $I$-set $A$ as carrier and a $D(I)$-mapping $\varphi_{A}: \Omega \rightarrow$ $D(A) . \varphi_{A}$ assigns to each $f \in \Omega^{(w, i)}$ a base operation $\varphi_{A}(f): A^{w} \rightarrow A^{i}$. For $z \in\{\lfloor, \Delta\}$ we say that $\mathscr{A}$ is $z$-continuous $(\mathscr{A} \in z$-alg $\Omega)$ iff $A$ is $z$-complete and all $\varphi_{A}(f)$ are $z$-continuous.

Any $z$-continuous $\Omega$-algebra $\mathscr{A}$ can be viewed as an $\Omega_{\perp}:=\Omega \cup$ $\left(\left\{\perp_{i}\right\} \mid(e, i) \in \boldsymbol{D}(I)\right)$-algebra $\mathscr{A}^{\prime}$, by letting $\perp_{i}$ denote the minimal element in $A^{i}$. Wie omit the index $\perp$ if no ambiguity arises.
An $\Omega$-algebra $A$ canonically induces the $\lfloor$-continuous powerset-algebra $\mathscr{P} \mathscr{A}$ with carrier ( $\mathrm{PA}^{i} \mid i \in I$ ) and assignment-function given by $\varphi_{\mathrm{PA}}(f)\left(T_{1}, \ldots, T_{n}\right)=$ $\left\{\varphi_{A}(f)\left(a_{1}, \ldots, a_{n}\right) \mid a_{i} \in T_{j}\right\}$.

Any $\bigsqcup$-continuous $\Omega$-algebra $\mathscr{B}$ can be viewed as an $\Delta$-continuous $\Omega_{+}:=\Omega \cup$ $\left(\left\{+{ }_{i}\right\} \mid(i i, i) \in D(I)\right)$-algebra $\mathscr{B}_{+}$with $+_{i}$ denoting the binary join operation $\amalg$ in $A^{i}$. Again we omit the index + if no ambiguity arises.

### 1.2. Initial algebras

A structure-preserving $I$-mapping $h: A \rightarrow B$ between carriers of $\Omega$-algebras $\mathscr{A}$ and $\mathscr{B}$ is called an $\Omega$-homomorphism (notation $h: \mathscr{A} \rightarrow \mathscr{B}$ ). The following result, guaranteeing the existence of unique homomorphisms $\mathscr{T} \rightarrow \mathscr{A}$ for suitable treealgebras $\mathcal{T}$ is basic to our work.

Theorem 1.1. (1) [32]. The $\Delta$-continuous algebra $\mathscr{C T}_{\Omega}$ of infinite-trees over $\Omega$ is initial in $\Delta$-alg $\Omega$, i.e. for all $\mathscr{A} \in \Delta$-alg $\Omega$ there exists a unique $\Delta$-continuous $\Omega_{\perp^{-}}$ homomorphism $h_{\Omega l}: \mathscr{C} \mathscr{T}_{\Omega} \rightarrow \mathscr{A}$.
(2) [28]. The $\left\lfloor\right.$-continuous algebra $\operatorname{CP}_{\Omega}$ of tree-languages over $\Omega$ is initial in $\llcorner$-alg $\Omega$, i.e. for ail $\mathscr{B} \in \bigsqcup$-alg $\Omega$ there exists a unique $\lfloor$-continuous $\Omega$ homomorphism $H_{\mathscr{B}}: \mathscr{P} \mathscr{T}_{\Omega} \rightarrow \mathscr{B}$.

We will not make use of any particular representation of the elements of $\mathrm{CT}_{s}$ (e.g. as partial mappings on tree domains) but will rely on initiality arguments. Note, that the following basic properties can be derived from Theorem 1.1:

Corollary 1.2. (1) Each infinite tree $t \in \mathrm{CT}_{\Omega}$ is either atomic (i.e. $t=a:=\varphi_{\mathrm{CT}_{\Omega}}(a)()$ for some $a \in \Omega_{-}^{(e . i)}$ ) or can be uniquely decomposed as $t=f t_{1} \cdots t_{n}:=$ $\psi^{\prime} \mathrm{CT}_{n}(f)\left(t_{1}, \ldots, t_{n}\right)$ for an operation symbol $f$ and infinite trees $t_{j}$.
(2) The set of finite trees $\mathrm{FT}_{\Omega}$ in $\mathrm{CT}_{\Omega}$ can be identified with the carrier of the usual $\Omega_{\perp^{\prime}}$ word algebra $\mathscr{T}_{\Omega^{\prime}}$. Clearly all trees in $\mathrm{FT}_{\Omega}$ can be obtained using the rules of (1).
$\mathrm{FT}_{\Omega}$ is partially ordered by $t \leqslant t^{\prime}$ iff $t=\perp$ or $\exists f \in \Omega^{(w, i)}, t_{j}, t_{j}^{\prime} \in T_{\Omega_{\perp}}^{w(j)}$ s.t. $t=$ $f t_{1} \cdots t_{n} \wedge t^{\prime}==f t_{1}^{\prime} \cdots t_{n}^{\prime} \wedge\left(\forall j \in[n] t_{j} \leqslant t_{j}^{\prime}\right)$ where $n=l(w)$.
(3) For cach infinite tree $t \in \mathrm{CT}_{\Omega}$ there exists a directed subset $\Delta_{t} \subseteq \mathrm{FT}_{\Omega}$ s.t. $t=\bigsqcup \Delta_{t}$. E.g. $\Delta_{1}$, may be chosen to be $\left\{t^{\prime} \in \mathrm{FT}_{\Omega} \mid t^{\prime} \leqslant t\right\}$, the ideal generated by $t$.

As auxiliary functions on (finite) trees we use depth $(t)$, front $(t)$ (the concatenation of $t$ 's leaves from left to right), breadth( $t$ ) (counting the number of leaves of $t$ ), and $b r(t)$ (the set of branches of $t$ ).

### 1.3. Derived operations, set, anà tree-nomomorphisms

In this section, we will consider some examples of mappings defined using initiality arguments. We start ty recalling the definition of derived operations.

For $w \in I^{*}$, define the set of (formal) parameters $Y_{w}$ by $Y_{e}:=\emptyset, Y_{w i}:=Y_{w} \cup$ $\left\{y_{d(w)+1, i}\right\}$. Let $\boldsymbol{Y}=\bigcup_{w \in I^{*}} Y_{w}$, then $Y$ can be viewed as an $I$-set by defining $Y^{i}:=\left\{y_{i, w(j)} \mid w(j)=i\right.$ for some $\left.w \in I^{*}\right\}$. Note, that $y_{w}:=\left(y_{1, w(1)}, \ldots, y_{n, w(n)}\right) \in Y^{w}$. Finally, let $\Omega\left(Y_{w}\right)$ denote the $D(I)$-set $\Omega \cup\left(Y_{w}^{i} \mid(e, i) \in D(I)\right)$.

To define derived operations (in the $\Delta$-continuous case; the $\downarrow$-continuous case is completely analogous and will not be restáted), consider some assignment $a: Y_{w} \rightarrow$ $A$ of the parameters into the carrier of some $\Delta$-continuous $\Omega$-algebra $\mathcal{A}$, then $a$ induces an $\Omega\left(Y_{w}\right)$-algebra $\mathscr{A}_{a}$ with $y_{j, w(i)}$ denoting $a\left(y_{j, w(j)}\right)$. Hence any infinite tree $t \in \mathrm{CT}_{\Omega}\left(Y_{w}\right):=\mathrm{CT}_{\Omega\left(Y_{w}\right)}$ defines a derived operation derop $\mathscr{A}(t): A^{w} \rightarrow A^{i}$ given by $a \mapsto$ $h_{\mathscr{A}_{a}}(t)$, where $h_{\mathscr{A}_{a}}$ is the unique $\Delta$-continursus $\Omega\left(Y_{w}\right)_{\perp}$-homomorphism guaranteed by initiality of $\mathscr{C}_{\mathscr{2}\left(Y_{w}\right)}$ (note, that we identified $a=\left(a_{1}, \ldots, a_{m}\right) \in A^{w}$ with the assignme at $y_{i, w(j)} \mapsto a_{j}$ ).

The derived operation of an infinite tree (a tree language) over a $\Delta-(\square)$ continuous algebra is $\Delta$-continuous (for a proof, see $[32,28]$ ).

In case $\mathscr{A}=\mathscr{C} \mathscr{G}_{\Omega(Y)}, t \leftarrow\left(t_{1}, \ldots, t_{n}\right):=\operatorname{derop}_{\mathscr{A}}(t)\left(t_{1}, \ldots, t_{n}\right)$ denotes the tree obtained by substitating $\left(t_{1}, \ldots, t_{n}\right)$ for the parameters $y_{w}$ in $t$. We also use $\leftarrow$ in
the $\rfloor$-continuous case; here $\leftarrow$ coincides with OI-substitution of tree languages [28] defined by

$$
\begin{aligned}
& a \longleftarrow\left(L_{1}, \ldots, L_{k}\right)=\{a\} \text { for } a \in \Omega^{(e, i)}, \\
& y_{j, w(j)} \stackrel{\text { oI }}{ }\left(L_{1}, \ldots, L_{k}\right)=L_{i}, \\
& f t_{1} \cdots t_{n} \longleftarrow\left(L_{1}, \ldots, L_{k}\right)=\left\{f s_{1} \cdots s_{n} \mid s_{j} \in t_{j} \leftarrow \text { oI }\left(L_{1}, \ldots, L_{k}\right)\right\}, \\
& L \longleftarrow\left(L_{1}, \ldots, L_{k}\right)=\bigcup_{t \in L} t \longleftarrow\left(L_{1}, \ldots, L_{k}\right) .
\end{aligned}
$$

It is straightforward to show, that substitution is $\Delta$-continuous in all its arguments [32, 28].

The next lemma, taken from [32], shows that substitution of terms corresponds to functional substitution.

Lemma 1.3. Let $t \in \mathrm{CT}_{\Omega}\left(Y_{w}\right), s \in \mathrm{CT}_{\Omega}(Y)^{w}$, and $\mathscr{A} \in \Delta \cdot a \lg \Omega$.
Then

$$
\operatorname{derop}_{\mathscr{A}}(t \leftarrow s)=\operatorname{derop}_{\mathscr{A}}(t) \circ \operatorname{derop}_{\mathscr{A}}(s)
$$

We will also refer to Lemma 1.3 in proofs involving the $\downarrow$-continuous case. An immediate corollary of Lemma 1.3 is associativity of substitution.

Lemma 1.4. Let $u \in \mathrm{CT}_{\Omega}\left(Y_{v}\right), t=\left(t_{1}, \ldots, t_{m}\right) \in \mathrm{CT}_{\Omega}\left(Y_{w}\right)^{v}, s \in \mathrm{CT}_{\sigma_{i}}(Y)^{w}$.
Extend substitution to vector arguments $t$ by $t \leftarrow s:=\left(t_{1} \leftarrow s_{p} \ldots, t_{m} \leftarrow s\right)$. Then

$$
u \leftarrow(t \leftarrow s)=(u \leftarrow t) \leftarrow s
$$

We now turn to the interpretation of infinite trees over $\Omega$ involving + . Intuitively, by viewing + as union of tree languages, such a tree $t$ defines a tree language over $\Omega$, which will be denoted $\operatorname{set}(t)$.

Definition 1.5. set denotes the unique $\boldsymbol{J}$-continuous $\left(\Omega_{\star-}\right)_{\perp}$-homomorphism $\mathscr{C} \mathscr{T}_{n_{+} \rightarrow}$ $\left(\mathscr{P} \mathscr{T}_{\Omega}\right)_{+}$.

Note, that $\operatorname{set}(\perp)=\emptyset$ and hence, by $\bigsqcup$-continuity of operations in $\mathscr{P} \mathscr{T}_{\Omega}$, $\operatorname{set}(t)=\varnothing$ for any $t \in \mathrm{FT}_{\Omega}$ containing $\perp$. By Corollary 1.2 and $\Delta$-continuity of set this implies $\operatorname{set}(t)=\emptyset$ for any nonfinite $t \in \mathrm{CT}_{\Omega}$.

The next lemma shows, that set commutes with substitution.

## Lemma 1.6.

$$
\forall t \in \mathrm{CT}_{\Omega}\left(Y_{w}\right), s \in \mathrm{CT}_{\Omega}(Y)^{w} \operatorname{set}(t \leftarrow s)=\operatorname{set}(t) \leftarrow \operatorname{set}(s)
$$

Proof. Since all involved mappings are $\boldsymbol{\Delta}$-continuous, it suffices by Corollary 1.2 to prove the assertion for innite trees. The straightforward proof is omitted.

We close this section by extending the concept of homomorphisms (in the theory of formal languages) to infinite trees.

Definition 1.7. (1) Consider $D(I)$-sets $\Omega, \Sigma$. Note, that $\mathrm{CT}_{\mathbf{\Sigma}}(Y)$ can be viewed as a $D(I)$-set $\left(\mathbb{C T}_{\Sigma}\left(Y_{w}\right)^{i} \mid(w, i) \in D(I)\right)$. By initiality of $\mathscr{C} \mathscr{T}_{\Omega}$, any $D(I)$-mapping $\sigma: \Omega \rightarrow$ $\mathrm{CT}_{\Sigma}(Y)$ extends uniquely to a $\Delta$-continuous $\Omega_{\perp}$-homomorphism $\hat{\sigma}: \mathscr{C O}_{\Omega} \rightarrow\left(\mathscr{C} \mathscr{T}_{\Sigma}\right)_{\sigma}$ the tree-homomorphism induced by $\sigma$, where $\left(\mathscr{C}_{\Sigma}\right)_{\sigma}$ denotes the $\Delta$-continuous $\Omega$-algebra with carrier $\mathrm{CT}_{\Sigma}$ and assignment-function $\leftarrow \circ \sigma$ given by $\leftarrow \circ \sigma(f)$ $\left(t_{1}, \ldots, t_{n}\right):=\sigma(f) \leftarrow\left(t_{1}, \ldots, t_{n}\right)$.
(2) A family $\mathscr{T}$ of infinite trees is closed under tree-homomorphism iff for all $D(I)$-sets $\Omega, \Sigma$ and $D(I)$-mappings $\sigma: \Omega \rightarrow \mathrm{CT}_{\Sigma}(Y)$ range $(\sigma) \subseteq \mathscr{T}(\Sigma)$ implies $\hat{\boldsymbol{\sigma}}(\mathscr{T}(\Omega)) \subseteq \mathscr{T}(\Sigma)$.

To view string-theory as a subtheory of tree-theory, we identify strings with monadic trees as explained below.

Definition 1.8. Let $\Omega$ be some $D(\{i\})$-set.
$\Omega$ is called monadic iff $\left|\Omega^{(e, i)}\right|=1 \wedge \forall k \gg 1 \Omega^{\left({ }^{(k, i)}\right.}=\emptyset$.
Clearly the left-concatenation algetra $V^{*}$ of strings over $V$ and $\mathscr{T}_{\Omega_{V}}$ with $\Omega_{V}^{(e, i)}=\{e\}, \Omega_{V}^{(i, i)}=V$ are isomorphic.

## 2. Regular equations

This section is tutorial in nature. We will review some standard results in schematology for one of the simplest cless of schemes: regular systems of equations. In doing so, we hope to familiarize the reader with some proof techniques used in the sequel, and, at the same time, prepare results in later paragraphs.

Syntactically, a regular system of equations will be deiined as a function mapping procedurenames to the body of the procedure, which in this simple case merely consists of a tree over operation symbors and procedurenames.

Definition 2.1. Let $I$ be a set of base types, and $\Omega$ a $L(I)$-set of operation symbols.
A regular system of equations over $\Omega$ of iype $i \in I$ is an $I$-mapping $S: X_{v} \rightarrow T_{\Omega}\left(X_{v}\right)$ s.t. $v \in I^{+}$and $v(1)=i$

We denote by $\operatorname{var}(S)$ the $I$-set $X_{v}$ of procedurenames of $S$, and by $R(\Omega)$ the $I$-set of all regular systems of equations, over $\Omega$.

Note that no forma parameters are allowe i, hence procedurenames occur only as leaves in the body of a procedure. In order to deal with higher type recursion,
the main procedure $x_{1, v(1)}$ will be allowed to call procedures of an arbitrarily high type.

Example. Let $I=\{i, b\}, \Omega=\{f, g, h, a\}$ with types $(b b, i),(i, b),(i, b),(e, i)$. The following system of equations defines a scheme $S$ in $R(\Omega)^{i}$ :


The notation as a system of equations suggests a fixed-point semantics for schemes in $R(\Omega)$ : over an interpretation $\mathscr{A} \in \Delta$-alg $\Omega, S$ induces a function

$$
S_{\mathscr{A}}:=\left(\operatorname{derop}_{\mathscr{A}}\left(S\left(x_{1, v(1)}\right)\right), \ldots \operatorname{derop}_{\mathscr{A}}\left(S\left(x_{m, v(m)}\right)\right)\right)
$$

which maps $A^{v}$ into itself. The semantics of $S$ over $\mathscr{A}$ is the first component of the least fixed-point of $S_{\mathscr{A}}$.

Definition 2.2. Let $S \in R(\Omega)^{i}, \mathscr{A} \in \Delta$-alg $\Omega$.
The semantics of $S$ over the interpretation $\mathscr{A}$ is

$$
\llbracket S, \mathscr{A} \rrbracket:=p r_{1}\left(\mu S_{\mathscr{A}}\right) \in A^{i}
$$

Example (continued). According to Tarski's fixed-point theorem, the semantics of $S$ over $\mathscr{C} \mathscr{T}_{\Omega}$ is the least upper bound of the chain

```
\(n \mapsto p r_{1} S_{\mathscr{C} \mathscr{F}_{\Omega}}^{n}\left(\perp_{i}, \perp_{b}\right)\)
\(n \quad \mathrm{pr}_{1} \quad \mathrm{pr}_{2}\)
\(0 \perp_{i} \quad \perp_{b}\)
\(1 f g a \perp_{b} \quad g f \perp_{b} h \perp_{i}\)
\(2 f g a g f \perp_{b} h \perp_{i} \quad g f g f \perp_{b} h \perp_{i} h f g a \perp_{b}\)
\(3 f g a g f g f \perp_{b} h \perp_{i} h f g a \perp_{b} \quad g f g f g f \perp_{b} h \perp_{i} h f g a \perp_{b} h f g a g f \perp_{b} h \perp_{i}\)
```

Having defined semantics, we immediately have a notion of equivalence: two schemes $S_{1}, S_{2}$ over $\Omega$ are equivalent (notation: $S_{1} \sim S$ ) iff they compute the same value under all interpretations.

Can we decide equivalence? In order to answer this and similar questions (such as divergence, reachability, macro-property [39],...), it is usef̂ul to lift hese problems to some syntactic domain and then apply language-theoretic tools. For regular systems of equations it is well known that the equivalence class of a scheme $S$ can be characterized by its infinitc tree $T(S)$, which is simply the interpretation of $S$ over the initial continuous algebra. This stems from the following $M W$-like theorem.

Theorem 2.3 ( 32,53$]$ ).

$$
\forall S \in R(\Omega) \forall \mathscr{A} \in \Delta-\operatorname{alg} \Omega \llbracket S, \mathscr{A} \rrbracket=h_{\mathscr{A}}(T(S)) .
$$

The proof of this result follows inmediately from the observation that the ith approxination of the semantics of $S$ over $\mathscr{A}$ is the homomorphic image of the $n$th approximation over $\mathscr{Q}_{\boldsymbol{T}} \boldsymbol{T}_{\boldsymbol{\Omega}}$.

The syntactic objects we gain through the MW-like result are still quite unmanageable. We will now work towards a more operational description of the infinite tree of a scheme which relies on regular tree languages.

Note that in the computation of the infinite tree of $S$ according to the Tarski fixed-point theorern one substitutes in the $(n+1)$ st step the $n$th approximate of $T(S)$ into the right-hand sides of the scheme. The following Kleene-characierization gives a top-down algorithm to compute $T(S)$.

Definition 2.4. Let $S \in R(\Omega)$ with $\operatorname{var}(S)=X_{v}$.
By initiality $S$ determines uniquely a $\Delta$-continuous $\Omega_{\perp}$-homomorphism $\hat{S}: \mathscr{C} \mathscr{T}_{\Omega}\left(X_{v}\right) \rightarrow \mathscr{C} \mathscr{T}_{\Omega}\left(X_{v}\right)$.

The Kleene-sequence of $S, K(S)$, is defined by

$$
K(S)(n):=\hat{\perp} っ \hat{S}^{n}\left(x_{1, v(1)}\right),
$$

where $\dot{\perp}$ is the unique homomorphism generated by

$$
x_{j, v(j)} \mapsto \perp_{v(j)} .
$$

A simple induction argument sho ws that the chains

$$
n \mapsto \hat{\perp} \circ \hat{S}\left(x_{j, v(j)}\right) \text { and } n \mapsto p r_{j} S_{\mathscr{C} \mathscr{F}_{\Omega}}^{n}\left(\perp_{v}\right)
$$

coincide. Thus we have

Theorem 2.5 ([52]). $\forall S$ € $R(\Omega) T(S)=\bigsqcup K(S)$.

Let us now discuss the relation to regular tree languages.
A regular tree grammar $G \in \operatorname{NR}(\| 2)$ with terminals $\Omega$, nonterminals $X_{v}$, and axiom $x_{1, v(1)}$ is simply a nondeterministic regular system of equations, where each procedurename may have a finite number of procedure bodies (the productions). Since
trees (written in Polish notation) are just strings, regular tree grammars are just a certain kind of context-free (string-) grammars, hence the notion of derivation $\left(\Rightarrow^{*}\right)$ is well defined. The tree language generated by $G$ is the set of all terminal trees derivable from the axiom:

$$
L(G)=\left\{t \in T_{\Omega} \mid x_{1 . v(1)} \stackrel{*}{\underset{G}{\Rightarrow} t\} . . . .}\right.
$$

Example (continued). Define a regular tree grammar over $\Omega_{\perp}$ by adding to $S$ the productions $x_{1, i}=\perp_{i}, x_{2, b}=\perp_{b}$. We show how to derive $K(S)(3) \in \mathrm{FT}_{\Omega}=T_{\Omega_{\perp}}$ :

$$
\begin{aligned}
x_{1, i} & \Rightarrow f g a x_{2, b} \Rightarrow f g a g f x_{2, b} h x_{1, i} \\
& \Rightarrow f g a g f g f x_{2, b} h x_{1, i} h x_{1, i} \\
& \Rightarrow f g a g f g f \perp_{b} h x_{1, i} h x_{1, i} \\
& \Rightarrow f g a g f g f \perp_{b} h \perp_{i} h x_{1, i} \\
& \Rightarrow f g a g f g f \perp_{b} h \perp_{i} h f g a x_{2, b} \\
& \Rightarrow f g a g f g f \perp_{b} h \perp_{i} h f g a \perp_{b} .
\end{aligned}
$$

With each (deterministic) system of equations $S$ over $\Omega$ we associate a regular tree grammar $S_{\perp}$ over $\Omega_{\perp}$ by adding the productions $x_{i, v(i)}=\perp_{v(i)}$. The tree language $L\left(S_{\perp}\right) \subseteq \mathrm{FT}_{\Omega}$ is called the schematic tree language generated by $S$. It is easy to see that each tree in the Kleene-sauence can be generated by $S_{\perp}$. On the other hand, a suitable induction on the length of a derivation shows that a tree derived in $n$ steps is always majorized by $K(S)(n)$. Hence $L\left(S_{\perp}\right)$ is directed and its join is equal to the join of the Kleene-sequence.

Theorem 2.6 ([52]). $\forall S \in R(S) \quad T(S)=\bigsqcup L\left(S_{\perp}\right)$.

It follows from the normalform theorem 2.7 that $S$ can be chosen in such a way that its schematic language is an ideal and thus characterizes the equivalence class of $S$. Hence, by the corresponding result for regular tree grammars, equivalence (and divergence) for regular systems of equations is decidable.

We conclude this section by establishing a closure property for the class

$$
\mathscr{T}:=\{T(S) \mid S \in R(\Omega) \text { for some } \Omega\}
$$

of regular infinite trees.
We would like to show that $\mathscr{T}$ is closed under tree-homomorphisms, i.e. replacing all operation symbols in a regular infinite tree by regular infinite trees of the same arity yields again a regular infinite tree. To this end we need twe normalform results which are of interest in their own right. They show that the syntactic definition of $R(\Omega)$ can be altered in wo extremes without changing the class of computable elements.

Let us first consider the restriction. Obviously, we can reduce the depth of the right-hand sides of a scheme by successively substituting $x=f t_{1} \cdots t_{k}$ by the equations $x=f x_{1} \cdots x_{k}, x_{j}=t_{j}$.

Theorem 2.7 ([45], normalform).

$$
\begin{aligned}
& \forall S \in R(\Omega) \exists S^{\prime} \in R\left(S_{i}^{\prime}\right) S \sim S^{\prime} \\
& \qquad \forall \forall x \in \operatorname{var}\left(S^{\prime}\right) S^{\prime}(x) \in\left\{x^{\prime}, f x_{1} \cdots x_{k} \mid x^{\prime}, x_{j} \in \operatorname{var}\left(S^{\prime}\right)\right\} .
\end{aligned}
$$

Note that the construction of $S^{\prime}$ according to this idea will only give a polynomial increase in the size of the scheme.

On the other hand, one car allow regular infinite trees as right-hand sides. Note that the definition of semantics extends straightforwardly to this case.

Theorem 2.8 ([69]). Let $S: X_{v} \rightarrow \mathscr{T}\left(\Omega\left(X_{v}\right)\right.$ ) be an I-mapping. Then there exists $S^{\prime} \in R(\Omega)$ with $S \sim S^{\prime}$.

The obvious idea behind the construction of $S^{\prime \prime}$ is to :eplace each right-hand side of $S$ by a call to the main procedure of the scheme defining the right-hand side.

Both of these results are corollaries of Wand's normalform theorems [69]. A rigorous proof can be found in [36].

We can now derive closure of regular infinite trees under tree-homomorphisms.
Theorem 2.9. $\mathscr{T}$ is closed under tree-homomorphisms.

Proof. Let $S \in R(\Omega)$ be in normalform, and let $\hat{\sigma}$ be a tree-homomorphism (see Definition 1.7) s.t. for all $f \in \Omega^{(w, i)} \sigma(f) \in \mathscr{T}\left(\Sigma\left(Y_{w}\right)\right)^{i}$. By Theorem 2.8 there exists $S^{\prime} \in R(\Sigma)$ such that $S^{\prime} \sim \hat{\sigma} \circ S$, hence it is sufficient to prove $\hat{\sigma}(T(S))=T(\hat{\sigma} \circ S)$.

Consider the following diagram:


Since $\hat{\sigma} \circ \hat{S}$ and $\widehat{\hat{\sigma} \circ S} \circ \dot{\sigma}$ coincide (by definition) on the generators $X_{v}$ and $\widehat{\hat{\sigma} \circ} \circ \hat{\boldsymbol{S}}$ is a strict $\Delta$-continuous $\Omega$-homomorphism, the above diagram commutes. By an easy induction argument this implies

$$
\begin{equation*}
\hat{\sigma} \circ S^{n}\left(x_{1, v(1)}\right)=\hat{\sigma}\left(\hat{S}^{n}\left(x_{1, v(1)}\right)\right) \tag{*}
\end{equation*}
$$

But then

$$
\begin{array}{rlrl}
T & (\hat{\sigma} \circ S)= \\
& =\bigsqcup_{n} \hat{\perp} \circ \widehat{\hat{\sigma} \circ S^{n}}\left(x_{1, v(1)}\right) & & \text { by Theorem } 2.5 \\
& =\bigsqcup_{n} \hat{\perp} \circ \hat{\sigma} \circ \hat{S}^{n}\left(x_{1, v(1)}\right) & & \text { by }(*) \\
& =\bigsqcup_{n} \hat{\sigma} \circ \hat{\perp} \circ \hat{S}^{n}\left(x_{1, v(1)}\right) & \\
& =\hat{\sigma}\left(\bigsqcup_{n} \hat{\perp} \circ \hat{S}^{n}\left(x_{1, v(1)}\right)\right) & & \\
& =\hat{\sigma}(T(S)) & & \text { by Theorem 2.5. }
\end{array}
$$

## 3. N-lambda schemes

In this section we introduce a $\lambda$-calculus oriented class of schemes which models higher type recursion.

For the purpose of this paper it is convenient to use a representation slightly different from the 'typed $\lambda$-calculus $+Y$ ' framework suggested in the introduction. Rather than allowing nested occurrences of the fixed-point operator, we generalize regular systems of equations and allow typed $\lambda$-terms as right-hand sides. In the terminology of programming languages, this requires elimination of nested procedure declarations. Moreover, our definition of typed $\lambda$-terms differs slightly from the standard definition in the restriction to derived types. We note that these variations in the syntax do not change the class of computable objects $\left.{ }_{2}{ }^{〔} 18\right]$.

- To aid intuition, we start with an example.

Example. Consider the sample ALGOL 68 program of the introduction. The types involved are functional types over the base types

$$
I=\{i \quad \text { integers }
$$

, $b$ booleans
,l locations
, c\} continuations.
The types of the operation symbols are given by

$$
\begin{array}{rlr}
\Omega=\{0,1,2 & :(e, i) \\
,-, \uparrow & :(i i, i) \\
& , \text { square } & :(i, i) \\
& ,= & :(i i, b)
\end{array}
$$

$$
\begin{array}{ll}
, \text { loc1, loc2, loc3, loc: }(e, l) \\
, \text { content } & :(l, i) \\
, \text { assign } & :(l i, c) \\
, \text { eval } & :(c i, i) \\
, \text { cond }\} & :(b c c, c) .
\end{array}
$$

We use the procedure identifiers

$$
\begin{aligned}
X=:\left\{x_{0}\right. & : c \\
\left., x_{1}\right\} & :((i, i),(i i, i))
\end{aligned}
$$

The formal parameters have their type as subscript

$$
Y=\left\{y_{1, i}, y_{2, i}, y_{1,(i, i)}\right\}
$$

We represent the program by the equations (omitting '( )')

```
\(x_{0}=\operatorname{assign}\left(\right.\) loc3 \(3, x_{1}(\) square \()(\) content \()(\operatorname{loc} 1)\),
    content(loc2))
\(\boldsymbol{x}_{1}\left(y_{i,(i, i)}\right)\left(y_{1, i}, y_{2, i}\right)\)
    \(=\operatorname{eval}\left(\operatorname{cond}\left(=\left(y_{1, i}, 0\right)\right.\right.\),
        \(\operatorname{assign}\left(\mathrm{loc}, y_{1,(i, i)}\left(y_{2, i}\right)\right)\),
        \(\left.\operatorname{assign}\left(\operatorname{loc}, \uparrow\left(2, x_{1}\left(y_{1,(i, i}\right)\left(-\left(y_{1, i}, 1\right), y_{2, i}\right)\right)\right)\right)\),
        content(loc))
```

in general, the right-hand sides of such equations consist of typed $\lambda$-terms which are inductively built up using operation symbols, procedure identifiers and formal parameters.

Dufinition 3.1. (1) Let $I$ be a set of basetypes. The set $D^{*}(I)$ of derived types over $I$ is defined by

$$
D^{0}(I):=I, \quad D^{n+1}(I):=D^{n}(I)^{*} \times D^{n}(I), \quad D^{*}(I):=\bigcup_{n} D^{n}(I)
$$

(2) Let $\Omega$ be a $D(I)$-set of operation symbols, and $X, Y$ be a $D^{*}(I)$-set of variables and parameters, respectively. The $D^{*}(I)$-set $T_{\Omega, X, Y}$ of typed $\lambda$-terms over $\Omega, X$ and $Y$ is the smaliest $D^{*}(I)$-set $T$ with

$$
\begin{aligned}
& \Omega \subseteq T, \quad X \cup Y \subseteq T \\
& t \in T^{(\alpha, \nu)} \wedge s \in T^{\alpha} \curvearrowright t(s) \in T^{\nu}, \\
& t \in T^{\nu} \wedge(\alpha, \nu) \in D^{*}(I) \curvearrowright \lambda y_{\alpha} \cdot t \in T^{(\alpha, \nu)} .
\end{aligned}
$$

Due to the restriction to derived types, each term can be uniquely decomposed into its subterms.

We interrupt the formal development to introduce some notation.
Notation. (1) The level of a type $\tau \in D^{n}(I)$ is its functional depth $n$.
(2) The type of a term $t$ is denoted by type $(t)$. The level of a term is the level of its type.
(3) $\operatorname{var}(t)$ and $\operatorname{par}(t)$ denotes tiie set of variables and parameters of $t$, respectively.
(4) The set of free parameiers of $t$, free $(t)$, is defined inductively by

$$
\begin{aligned}
& \operatorname{free}(f)=\emptyset=\operatorname{free}(x) \quad \text { for } f \in \Omega, x \in X, \\
& \operatorname{free}\left(y_{j, \nu}\right):=\left\{y_{j, \nu}\right\}, \\
& \text { free }\left(t_{0}\left(t_{1}, \ldots, t_{r}\right)\right):=\bigcup_{0 \leqslant j \leqslant r} \text { free }\left(t_{i}\right), \\
& \operatorname{free}\left(\lambda y_{\alpha} \cdot t\right):=\operatorname{free}(t) \backslash Y_{\alpha} .
\end{aligned}
$$

(5) $t$ is closed iff free $(t)=\emptyset$.
(6) We denote by $t \downarrow$ the level- 0 term obtained from $t$ by applying $t$ to all its formal parameters: if type $(t)=\left(\alpha_{n-1}, \ldots,\left(\alpha_{0}, i\right) \cdots\right)$, then

$$
t \downarrow:=t\left(y_{\alpha_{n-1}}\right) \cdots\left(y_{\alpha_{0}}\right) \text { ) } T_{\Omega, X, Y}
$$

Formally, we will define such systems of equations as type-preserving mappings from procedure identifiers to procedure bodies. As in programming languages, the main program has to be of a ground type, and all parameters have to be declared, i.e. we consider only closed procedure bodies.

Definition 3.2. A typed $\lambda$-scheme over $\Omega$ is a $D^{*}(I)$-mapping

$$
S: X \rightarrow T_{\Omega, X, Y}
$$

s.t.
(i) $X=\left\{x_{0}, \ldots, x_{N}\right\}$ is a finite $D^{*}(I)$-set,
(ii) $\operatorname{type}\left(x_{0}\right)=\underbrace{e}_{k}, \ldots,(e, i) \cdots)$ for some $k \in \omega$,
(iii) $\forall x \in X \quad S(x)$ is closed.

Notation. (7) $\operatorname{var}(S)$ denotes the set of variables of $S$.
(8) The ievel of a scheme $S$ is the highest level occurring in its definition:

$$
\operatorname{level}(S):=\max \{l e v e l(x) \mid x \in \operatorname{var}(S)\} .
$$

(9) The class of all typed $\lambda$-schemes over $\Omega$ with level less than or equal $n$ will be denoted $n-\lambda(\Omega)$.

In examples, we shall wrive a typed $\lambda$-scheme as a system of equations

$$
\left\{\begin{array}{l}
x_{i} \downarrow=t_{i} \downarrow \\
j \in\{0, \ldots, N\}
\end{array}\right.
$$

where $t_{j}$ is obtained from $S\left(x_{i}\right)$ by omitting all outer abstractions.
Hence the right-hand side of $x_{j}$ refers to $t_{j} \downarrow$ and $r h s(S)=\left\{t_{j} \downarrow \mid x_{j} \in \operatorname{var}(S)\right\}$.
As is usual in denotational semanties, the meaning of the procedure bodies is first computed relative to fictitious vaiues for procedure- and parameter-identifiers, which are given by an environment.

## Definition 3.3. Let $\mathscr{A} \in \Delta$-alg $\Omega$.

(1) The $D^{*}(I)$-cpo $A^{*}$ of functions over $A$ is given by

$$
A^{*}:=\left(A^{\tau} \mid \tau \in D^{*}(I)\right)
$$

vitin

$$
A^{(\alpha, \nu)}:=A^{\alpha} \rightarrow A^{\nu}
$$

(2) The set of environments over $\mathscr{A}$ is given by

$$
U_{\mathscr{A}}:=\left\{\rho: X \cup Y \rightarrow A^{*} \mid \rho \text { is a } D^{*}(I) \text {-map }\right\} .
$$

(3) The semantics of terms over the interpretation $\mathcal{A}$.

$$
\llbracket, \mathcal{A} \rrbracket \rrbracket: T_{\Omega, X, Y} \rightarrow U_{\mathscr{A}} \rightarrow A^{*}
$$

is defired inductively by

$$
\begin{aligned}
& \llbracket f, \mathscr{A} \rrbracket:=\varphi_{A}(f) \quad \text { for } f \in \Omega, \\
& \llbracket x, \mathscr{A} \rrbracket:=\rho \llbracket x \rrbracket, \quad \llbracket y_{i, \nu}, \mathscr{A} \rrbracket:=\rho \llbracket y_{i, \nu} \rrbracket, \\
& \llbracket t\left(t_{1}, \ldots, t_{r}\right), \mathscr{A} \rrbracket \rho:=\llbracket t, \mathscr{A} \rrbracket \rho\left(\llbracket t_{1}, \mathscr{A} \rrbracket \rho, \ldots, \llbracket t_{r}, \mathscr{A} \rrbracket \rho\right), \\
& \llbracket \lambda y_{\alpha \cdot} t, \mathscr{A} \rrbracket \rho:=a \mapsto \llbracket t, \mathscr{A} \rrbracket \rho\left[y_{\alpha} / a\right] .
\end{aligned}
$$

The definition of semantics of typed $\lambda$-schemes is a straightforward generalization of the regular case. As the semintics of a procedure body only depends on the value of the procedure identifiers, $\llbracket S(x), \mathscr{A} \rrbracket$ denotes a 'higher type derived operation': any assignment $\rho_{a}:=\left(x_{j} \rightarrow a_{j}\right)$ extends uniquely to $\llbracket S(x), \mathscr{A} \rrbracket \rho_{a} \in A^{\text {type(x) }}$. Hence $S$ induces a continuous functional

$$
\begin{aligned}
& S_{\mathscr{A}}: A^{t y p e\left(x_{0}\right)} \times \cdots \times A^{t y p_{i}^{p}\left(x_{N}\right)} \rightarrow \mathbb{A}^{t y p e\left(x_{x_{j}}\right)} \times \cdots \times A^{t y p e\left(x_{N}\right)}, \\
& a=\left(a_{0}, \ldots, a_{N}\right) \mapsto\left(\llbracket S\left(r_{0}\right), \mathscr{A} \rrbracket \rho_{a}, \ldots, \llbracket S\left(x_{N}\right), \mathscr{A} \rrbracket \rho_{a}\right)
\end{aligned}
$$

The semantics of $S$ over $\mathscr{A}$ will be defined essentially as the main program component of the least-fixed point of $S_{\mathscr{A}}$.

Note that by Definition 3.2 the type of the main prograin may be any ground type of the form $(e, \ldots,(e, i), \ldots)$. In order to make the semantics comparable, we apply to the appropriate number of empty parameter lists.

Notation. (10) For $a \in A^{\tau}$ with $\tau=\left(\alpha_{n-1}, \ldots,\left(\alpha_{0}, i\right) \cdots\right)$,

$$
a \downarrow_{A}:=a\left(\perp_{A^{\alpha_{n-1}}}\right) \cdots\left(\perp_{A^{\alpha_{0}}}\right)
$$

## Definition 3.4. Let $S \in n-\lambda(\Omega), \mathscr{A} \in \Delta$-alg $\Omega$.

The semantics of $S$ over the interpretation $\mathscr{A}$ is defined by

$$
\llbracket S, \mathscr{A} \rrbracket:=p r_{1}\left(\mu S_{\mathscr{A}}\right) \downarrow_{A} .
$$

In the following example we shall define an interpretation Algol which, together with the standard semantics of typed $\lambda$-schemes and the translation indicated in the introduction, defines a denotational semantics for a subset of ALGOL 68 with finite modes.

Example. Let $I, \Omega$ be given as in the previous example.
(1) The carrier of Algol of type

| $i$ |  | $S \rightarrow \mathbb{Z}$ |
| :--- | :--- | :--- |
| $b$ | is | $S \rightarrow \mathbb{B}$ |
| $l$ |  | $L$ |
| $c$ |  | $C$ |

where


$$
\begin{array}{ll}
\sigma \in S=\mathbb{L} \rightarrow \mathbb{Z} & \text { store } \\
\theta \in \boldsymbol{C}=\boldsymbol{S} \rightarrow \boldsymbol{S} & \text { continuations }
\end{array}
$$

(2) The assignment function of Algol is given by

$$
\begin{array}{ll}
n \mapsto(() \mapsto(\sigma \mapsto n)) & (n \in \omega) \\
-\mapsto\left(\left(\kappa_{1}, \kappa_{2}\right) \mapsto\left(\sigma \mapsto \kappa_{1}(\sigma)-\kappa_{2}(\sigma)\right)\right) &
\end{array}
$$

(strict extension; square, $\uparrow$ accordingly)
$=\mapsto\left(\left(\omega_{1}, \kappa_{2}\right) \mapsto\left(\sigma_{\mapsto} \mapsto \operatorname{strict~equality~of~} \kappa_{1}(\sigma), \kappa_{2}(\sigma)\right)\right.$
$\operatorname{loc} j \mapsto(() \mapsto(\sigma \mapsto l o c j)) \quad(j \in \omega)$
content $\mapsto\left(\alpha \mapsto\left(\sigma^{\circ} \mapsto \sigma(\alpha)\right)\right)$
assign $\mapsto((\alpha, \kappa) \mapsto(\sigma \mapsto \sigma[\alpha / \kappa(\sigma)]))$
eval $\mapsto((\theta, \kappa) \mapsto(\sigma \mapsto \kappa(\theta(\sigma))))$
cond $\mapsto\left(\left(\beta, \theta_{1}, \theta_{2}\right) \mapsto\left(\sigma \mapsto\left(\beta\{\sigma) \rightarrow \theta_{1}(\sigma), \theta_{2}(\sigma)\right)\right) \quad\right.$ ('strict' conditional)

$$
; \mapsto\left(\left(\theta_{1}, \theta_{2}\right)\right) \mapsto\left(\sigma \mapsto \theta_{2}\left(\theta_{1}(\sigma)\right)\right)
$$

It is but an exercise in denotational semantics to check that the semantics of the sample scheme over this interpretation satisfies

$$
\llbracket S, \text { Algol } \rrbracket(\sigma)(\operatorname{loc} 3)=\hat{2}^{\sigma(\operatorname{loc} 1)} \hat{2}^{\sigma(\operatorname{loc} 2)^{2}}
$$

Note that this connection allows us to lift problems from programming languages to schemes. In [18] we give a detailed treatment of this relation and apply this method to decidability of the macro- and formal-termination property [38].

## 4. $\boldsymbol{N}$-rational schemes

Before we proceed to generalize the results of Section 2 to typed $\lambda$-schemes, we shall take a look at a combinatoric formulation of higher type recursion. This model is essentially algebraic in nature and thus allows easy proofs of algebraic results as the MW-theorem and closure undier tree homorphisms. The equivalence of the two approaches proved in the appendix allows us to carry over these results to typed $\lambda$-schemes.

The key to the algebraic treatment of higher types is to view the function of an algebra as an algebra itself with projections, constant abstraction and substitution of functions added to the operations of the underlying algebra. The corresponding operation symbols pr, abs, slib are called derived operation symbols, cf. [42, 28]. In
this framework higher type procedures are described by regular systems of equations over (possibly $n$-times) derived operation symbols.

To illustrate these notions we shall describe by means of an example the translation of typed $\lambda$-schemes into the combinatoric model. The translation-mapping comb is based on the simple idea of replacing an application

$$
t\left(t_{1}, \ldots, t_{r}\right)
$$

by the substitution of functions


This makes it necessary to lift the type of the argumerits $t_{1}, \ldots, t_{r}$ to the level of the function $t$. The necessary type-information is given by abstractions and memorized as a subscript to the translation function.

Notation. It is convenient to abbreviate the integer types in $D^{*}(\{i\})$ by $0:=i$, $\boldsymbol{n}+1:=(\boldsymbol{n}, \boldsymbol{n})$.

Example. Let $I=\{i\}, \Omega=\{e:(e, i), a: \mathbf{1},+:(i i, i)\}, \quad X=\left\{x_{0}:(e,(e, i)), x_{1}: \mathbf{2}, x_{2}: \mathbf{2}\right\}$ and $S \in 2-\lambda(\Omega)$ be defined by

$$
\begin{aligned}
& S\left(x_{0}\right):=\lambda \cdot \lambda \cdot x_{2}(a)(e()) \\
& S\left(x_{1}\right):=\lambda y_{1} \cdot \lambda y_{0} \cdot y_{1}\left(y_{1}\left(y_{0}\right)\right) \\
& S\left(x_{2}\right):=\lambda y_{1} \cdot \lambda y_{0} \cdot+\left(x_{2}\left(x_{1}\left(y_{1}\right)\right)\left(y_{0}\right), y_{1}\left(y_{0}\right)\right)
\end{aligned}
$$

The translation is done in two steps, each of which eliminates one level of abstractions. We abbreviate comb to $c$.

$$
\begin{aligned}
c\left(S\left(x_{0}\right)\right) & =\lambda \cdot c\left(\lambda \cdot x_{2}(a)(e())\right) \\
& =\lambda \cdot c_{e}\left(x_{2}(a)(e())\right) \\
& =\lambda \cdot \operatorname{sub}\left(x_{2}\left(a^{\prime}()\right), c_{e}(e())\right) \\
& =\lambda \cdot \operatorname{sub}\left(x_{2}\left(a^{\prime}()\right), a b s_{(e, i)}\left(e^{\prime}()\right)\right) \\
& \left.\sim \lambda \cdot \operatorname{sub}\left(x_{2}\left(a^{\prime} \hat{i}\right)\right), e^{\prime}()\right),
\end{aligned}
$$

$$
\begin{aligned}
c\left(S\left(x_{1}\right)\right) & =\lambda y_{1} \cdot c\left(\lambda y_{0} \cdot y_{1}\left(y_{\mathfrak{R}}\left(y_{0}\right)\right)\right) \\
& =\lambda y_{1} \cdot c_{0}\left(y_{1}\left(y_{1}\left(y_{0}\right)\right)\right) \\
& =\lambda y_{1} \cdot \operatorname{sub}\left(y_{1}, c_{0}\left(y_{1}\left(y_{0}\right)\right)\right) \\
& =\lambda y_{1} \cdot \operatorname{sub}\left(y_{1}, \operatorname{sub}\left(y_{1}, c_{0}\left(y_{0}\right)\right)\right) \\
& =\lambda y_{1} \cdot \operatorname{sub}\left(y_{1}, \operatorname{sub}\left(y_{1}, p r_{1}^{0}\right)\right) \\
& \sim \lambda y_{1} \cdot \operatorname{sub}\left(y_{1}, y_{1}\right) \\
C\left(S\left(x_{2}\right)\right) & =\lambda y_{1} \cdot c\left(\lambda y_{0 \cdot}+\left(x_{2}\left(x_{1}\left(y_{1}\right)\right)\left(y_{0}\right), y_{1}\left(y_{0}\right)\right)\right) \\
& =\lambda y_{1} \cdot c_{0}\left(+\left(x_{2}\left(x_{1}\left(y_{1}\right)\right)\left(y_{0}\right), y_{1}\left(y_{0}\right)\right)\right) \\
& =\lambda y_{1} \cdot \operatorname{sub}\left(+^{\prime}(), c_{0}\left(x_{2}\left(x_{1}\left(y_{1}\right)\right)\left(y_{0}\right)\right), c_{0}\left(y_{1}\left(y_{0}\right)\right)\right) \\
& =\lambda y_{1} \cdot \operatorname{sub}\left(+^{\prime}(), \operatorname{sub}\left(x_{2}\left(x_{1}\left(y_{1}\right)\right), c_{0}\left(y_{0}\right)\right), \operatorname{sub}\left(y_{1}, c_{0}\left(y_{0}\right)\right)\right) \\
& =\lambda y_{1} \cdot \operatorname{sub}\left(+^{\prime}(), \operatorname{sub}\left(x_{2}\left(x_{1}\left(y_{1}\right)\right), p r_{1}^{0}\right), \operatorname{sub}\left(y_{1}, p_{1}^{0}\right)\right) \\
& \sim \lambda y_{1} \cdot \operatorname{sub}\left(+^{\prime}(), x_{2}\left(x_{1}\left(y_{1}\right)\right), y_{1}\right) .
\end{aligned}
$$

The scheme $c \circ S$ is an example of a recursive program scheme in the sense of [53]. It should be clear that the next step yields a regular system of equations $c \circ C \circ S$ (see also the next example).

We shall now define the derived alphabets and the corresponding algebras by induction on the functional level.

Definition 4.1. (1) Let $\Omega$ be a $D(I)$-set.
The derived alphabet of $\Omega, D(\Omega)$, is the smallest $D^{2}(I)$-set with

$$
\begin{aligned}
& f \in \Omega^{(w, i)} \curvearrowright f^{\prime} \in D(\Omega)^{(e,(w, i))}, \\
& w \in I^{+}, j \in[l(w)] \curvearrowright p r_{j}^{w} \in D(\Omega)^{(e,(w, w(i)))}, \\
& (w, i) \in D(I) \curvearrowright a b s_{(w, i)} \in D(\Omega)^{((e, i),(w, i))}, \\
& v \in I^{+},(w, i) \in D(I), l(v)=r \\
& \curvearrowright \operatorname{sub}_{(w, i)}^{v} \in D(\Omega)^{((v, i)(w, v(1)) \cdots(w, v(r)),(w, i))} .
\end{aligned}
$$

(2) Let $\mathscr{A} \in \Delta$-alg $\Omega$.

The derived algebra of $\mathscr{A l}, D(\mathscr{A})=\left(D(A), \varphi_{D(A)}\right)$ is the $\Delta$-continuous $D(\Omega)$ algebra with assignment function

$$
\begin{aligned}
& f^{\prime} \mapsto\left(() \mapsto \varphi_{A}(f)\right), \\
& p r_{i}^{w} \mapsto\left(() \mapsto\left(\left(a_{1}, \ldots, a_{n}\right) \mapsto a_{j}\right)\right), \\
& a b s_{w, i)} \mapsto\left(a \mapsto\left(\left(a_{1}, \ldots, a_{n}\right) \mapsto a()\right)\right), \\
& \operatorname{sub} b_{(w, i)}^{v} \mapsto\left(\left(g, g_{1}, \ldots, g_{r}\right) \mapsto\left(a \mapsto g\left(g_{1}(a), \ldots, g_{r}(a)\right)\right)\right) .
\end{aligned}
$$

To treat higher level function spaces, we iterate these constructions:

$$
D^{n+1}(\Omega):=D\left(D^{n}(\Omega)\right), \quad D^{n+1}(\Omega):=D\left(D^{n}(\mathscr{A})\right) .
$$

We can now formally define the combinatoric model of higher type recursion. The class of $n$-rational schemes coneists of those regular equations over $D^{n}(\Omega)$ whose defining equation is of the ground type

$$
b_{n}(i):=(\underbrace{e, \ldots,(e, i)}_{n} \ldots)
$$

The semantics of such a scheme is simply the ( )-application of the semantics of the underlying regular system of equations over the $n$th derived algebra.

Definition 4.2. (1) The class of $n$-rational schemes over $\Omega$ of type $i \in I$ is defined by

$$
n-R(\Omega)^{i}:=R\left(D^{n}(\Omega)\right)^{b_{n}(i)} .
$$

(2) Let $\mathscr{A} \in \Delta-a \lg \Omega, S \in n-R(\Omega)$.

The semantics of $S$ over the interpretation $\mathscr{A}$ is defined by

$$
\llbracket S, \mathscr{A} \rrbracket:=\llbracket S, D^{n}(\mathscr{A}) \mathbb{\downarrow _ { A }} .
$$

Example. Let $\Omega$ and $S \in 2-\lambda(\Omega)$ be as in the previous example. The scheme $c \circ c \circ S \in 2-R(\Omega)$ is equivalent to the scheme $S^{\prime}$ with




It is easy to see that the semantics of $S^{\prime}$ over $P a^{*}$ (with + denoting union and $e$ denoting $\{e\}$ ) is equal to the macro language $\left\{a^{2 m} \mid m \in \omega\right\}$.

By the MW -theorem for $\mathcal{K}\left(D^{n}(\Omega)\right)$, the semantics of an $n$-rational scheme is up to ( )-application equal to the homomorphic image of $T(S) \in \mathrm{CT}_{D^{n}(\Omega)}^{b_{\boldsymbol{n}^{(i)}} \text {. }}$. However, it should be obvicus that $T(S)$ no longer characterizes the equivalence class of $S$, since we are dealing with partially interpreted schemes. Instead, we expect the semantics of $S$ to be uniquely determined by the semantics over the initial interpretation $\mathscr{C} \mathscr{T}_{\Omega}$. We now show that this tree can be obtained purely syntactically from $T(S)$ by interpreting sub as substitution of infinite trees. This translation will be described by a mapping yield.

Example. Let $\Omega$ and $S$ be as above.
Consider the approximation


Then, abbreviating yield to $\gamma$, we have

$$
\begin{aligned}
v(t) & =y\left(s u b+^{\prime} s u b+^{\prime} s u b+^{\prime} \perp \perp s u b a^{\prime} a^{\prime} a^{\prime}\right) \leftarrow e \\
& =\left(+y_{1, i} y_{2, i} \leftarrow\left(y\left(s u b+^{\prime} s u b++^{\prime} \perp \perp s u b a^{\prime} a^{\prime}\right), \gamma\left(a^{\prime}\right)\right)\right) \leftarrow e \\
& =\left(++y_{1, i} y_{2, i} \leftarrow\left(y\left(s u b+^{\prime} \perp \perp\right), y\left(s u b a^{\prime} a^{\prime}\right)\right) a y_{1, i}\right) \leftarrow e \\
& =+++\perp \perp a a y_{1, i} a y_{1, i} \leftarrow e=+++\perp \perp a a e a e .
\end{aligned}
$$

The reader can cherk


Definition 4.3 ( $[42,28]$ ). Let $\operatorname{der}-\mathscr{C} \mathscr{T}_{\Omega}$ be the $\Omega$-continuous $D(\Omega)$-algebra with carrier $\left(\mathrm{CT}_{\Omega}\left(Y_{w}\right)^{i} \mid(w, i) \in D(I)\right)$ and assignment function $\varphi_{\text {der }}$ given by

$$
\begin{aligned}
& f^{\prime} \mapsto\left(() \mapsto f y_{w}\right) \quad \text { for } f \in \Omega^{(w, i)}, \\
& p r_{i}^{w} \mapsto\left(() \mapsto y_{i, w(j)}\right), \\
& a b s_{(w, i)} \mapsto(t \mapsto t), \\
& \operatorname{sub}_{(w, i)}^{v} \mapsto\left(\left(t, t_{1}, \ldots, t_{r}\right) \mapsto t \leftarrow\left(t_{1}, \ldots, t_{r}\right)\right) .
\end{aligned}
$$

The unique $\Delta$-continuous $D(\Omega)_{\perp}$-homomorphism $\mathscr{C} \mathscr{T}_{D(\Omega)} \rightarrow$ der- $\mathscr{C} \mathscr{T}_{\Omega}$ will be denoted yield.

For the proof of the 'sharper' MW-result we need the following lemma.

## Lemma 4.4.

$$
\operatorname{derop}_{\mathscr{A}}: \text { der- }_{4} \mathscr{T}_{\Omega} \rightarrow D(\mathscr{A})
$$

is a $\Delta$-continuous $D(\Omega)_{\perp}$-homomorphism.

Proot. Strictness and continuity carry over from $h_{\text {sta }}$ (see Section 1.3).
The only interesting case is to check the homomorphism property for $s u b$, which is immediate by the commutativity of $\leftarrow$ and derop ${ }_{s t}$ proved in Lemma 1.3.

Since both $h_{D(\mathscr{A})}$ and derop $_{\mathscr{A}} \circ$ yicld are strict $\Delta$-continuous $D(\Omega)$ homomorphism, we have by initiality of $\mathscr{C O}_{D(\Omega)}$

Corollary 4.5. Let $\mathscr{A} \in \Delta$-alg $\Omega$.
Then

commutes.
As der- $\mathrm{CT}_{D^{m+1}(\Omega)}^{b_{m+1}^{(i)}}=\mathrm{CT}_{D^{m}(\Omega)}^{\boldsymbol{b}_{m^{(i)}}^{(i)}}$, we can compose the translations $y$ to a map

$$
\text { yield }{ }^{(n)}: \mathrm{CT}_{D^{n}(\Omega)}^{b_{n}(i)} \rightarrow \mathrm{CT}_{\Omega}^{i} .
$$

Theorem 4.6. Let $\mathscr{A} \in \Delta-\operatorname{alg} \Omega, S \in n-R(\Omega)$.
Then

$$
\llbracket S, \mathscr{A} \rrbracket=h_{\mathscr{A}} \circ \text { yield }^{(n)}(T(S)) .
$$

Proof. Let $n>0$. By Corollary 4.5 we have for any $t \in \mathrm{CT}_{D^{m+1}(\Omega)}^{b_{m+1}(i)}$ with $m<n$

$$
\begin{equation*}
h_{D^{m}(\mathscr{A})}(y(t))=h_{D^{m+1}(\mathscr{A})}(t)() . \tag{*}
\end{equation*}
$$

## But then

$$
\begin{aligned}
\llbracket S, a \mathbb{} \rrbracket & =\llbracket S, D^{n}(S \mathcal{A}) \rrbracket \downarrow_{A} \\
& =h_{D^{n}(\mathscr{A})}(T(S)) \downarrow_{A} \quad \text { by Theorem } 2.3 \\
& =h_{\mathscr{A}}\left(y^{(n)}(T(S))\right) \quad \text { by }(*) .
\end{aligned}
$$

For the case $\mathscr{A}=\mathscr{C} \mathscr{T}_{\Omega}$, the above theorem shows $y^{(n)}(T(S))=\llbracket S, \mathscr{C} \mathscr{T}_{s 2} \rrbracket$, hence the semantics of an $n$-rational scheme is just the homomorphic image of the semantics of the scheme over the initial interpretation.

As a typical application of the MW-theorem, we now prove that the class

$$
n-\mathscr{T}:=\left\{y^{(n)}\left(T^{\prime}(S)\right) \mid S \in n-R(\Omega) \text { for some } \Omega\right\}
$$

of $n$-rational trees is closed under tree homomorphisms. Since $\mathscr{T}$ satisfies this property, it is sufficient to show that tree homomorphisms can be lifted via yield. The next two lemmata prove that this can be done.

Lemma 4.7. Let $\Omega, \Sigma$ be $D(I)$-sets, $\tilde{D}:=D(\Omega) \backslash \Omega^{\prime}$, and let $\hat{\sigma}$ be a tree homomorphism canơnizizally extended to parameters. Then

$$
\hat{\boldsymbol{\sigma}}: \operatorname{der}-\mathscr{G} \mathcal{T}_{\Omega} \rightarrow \operatorname{der}-\mathscr{C} \mathscr{T}_{\Sigma}
$$

is a $\Delta$-continuou: $\tilde{D}_{\perp}$-homomorphism.
Proof. Strictness and continuity follow by definition. The only interesting case is again the homomorphism property for sub:

$$
\hat{\sigma}(t \leftarrow s)=\hat{\sigma}(t) \leftarrow \hat{\sigma}(s) \quad \text { for } t \in \mathrm{CT}_{\Omega}\left(Y_{v}\right)^{i}, s \in \mathrm{CT}_{\Omega}\left(Y_{w}\right)^{v} .
$$

Since $\hat{\sigma}$ is continuous, this can be checked by induction on $t$, using associativity of substitution (Lemma 1.4).

The next lemma is taken from [28].
Lemma 4.8. Let $\sigma: D(\Omega) \rightarrow \mathrm{CT}_{D(\Sigma)}(Y)$ be a $D^{2}(I)$-mapping satisfying

$$
\begin{aligned}
& \sigma\left(p r_{i}^{w}\right)=p r_{i}^{w^{\prime}}, \quad \sigma\left(a b s_{(w, i)}\right)=a b s_{(w, i)} \downarrow \\
& \sigma\left(s u b_{(w, i)}^{v}\right)=s u b_{(w, i)}^{v} \downarrow,
\end{aligned}
$$

and let

$$
\sigma_{v}:=y \circ \sigma \upharpoonright \Omega^{\prime}
$$

Then

$$
y \circ \hat{\sigma}=\hat{\sigma}_{v} \circ y .
$$

Proof. Imrnediate by Lemma 4.7 and initiality of $\mathscr{C} \mathscr{T}_{\tilde{D}\left(\Omega^{\prime}\right)}$.

The proof of the closure property is now straightforward.

Theorem 4.9. $n-\mathscr{T}$ is closed under tree-homomorphisms.

Proof. Let $n>0$ and $S \in n-R(\Omega), \sigma: \Omega \rightarrow C \leq(Y)$ be a $D(I)$-mapping with

$$
\Omega^{(w, i)} \ni f \mapsto V^{(n)}\left(T\left(S_{f}\right)\right) \in \mathrm{C} \Gamma_{\Sigma}\left(Y_{w}\right)^{i}
$$

for some $S_{f} \in n-R(\Sigma)^{(\omega, i)}\left(:=R\left(D^{n}(\Sigma)\right)^{(e, \ldots,(w, i) \cdots)}\right)$.
For $k \in\{0, \ldots, n\}$, define $D^{k+1}(I)$-mappings

$$
\sigma_{k}: D^{k}(\Omega) \mapsto \mathrm{CT}_{D^{k}(\Sigma)}(Y)
$$

by


Clearly $\sigma_{0}=\sigma$. Moreover, the $\sigma_{k}$ satisfy the assumptions of Lemma 4.8 since $\sigma_{k-1}=\left(\sigma_{k}\right)_{y}$. Thus we have

$$
\begin{aligned}
& \hat{\sigma}\left(y^{(n)}(T(S))\right) \\
& \quad=y^{(n)}\left(\hat{\sigma}_{n}(T(S))\right) \quad \text { by Lemma } 4.8 \\
& \quad=y^{(n)}\left(T\left(S^{\prime}\right)\right) \quad \text { for some } S^{\prime} \in n-R(\Sigma) \text { by Theorem } 2.9 .
\end{aligned}
$$

We hope that the simplicity of the algebraic proofs justifies the introduction of the combinatoric model.

Before we turn to an operational characterization of $n$-rational trees, we state the equivalence of the two models and list as consequences the MW- and norrialform theorems for typed $\lambda$-schemes.

From the introductory example of this section it should be clear that level- $n \lambda$ schemes can be translated (by $n$ applications of comb) into $n$-rational schemes. To prove the converse, simply replace the combinators by the corresponding $\lambda$ -expressions-e.g. $p r_{j}^{\prime \prime \prime} \mapsto \lambda . \lambda y_{w} \cdot y_{j, w(j)}$. It should be obvious that this translation, called $y_{\lambda}$, preserves equivalence. Moreover, both translations are size-preserving: the size of the translation is polynomially bounded by the size of the schene.

Theorem 4.10. $n-R(\Omega) \sim n-\lambda(\Omega)$.

The proof is given in the appendix.
As an immediate consequence we obtain the MW-result for typed $\lambda$-ichemes.

We note that an appropriate extension of the unique homomorphism to higher types allows a direct proof along the lines indicated in Section 2.

Corollary 4.11. For $S \in n-\lambda(\Omega)$, let $T(S):=\llbracket S, \mathscr{C} \mathscr{T}_{\Omega} \rrbracket$.
Then
$\forall \mathscr{A} \in \Delta-\operatorname{alg} \Omega \llbracket S_{n} \mathscr{A} \rrbracket=h_{\mathscr{A}}(T(S))$.
In contrast, a direct proof of the following Chomsky-Normalform-Theorem seems to be more complicated.

By the normaliorm result for regular equations, the comb-translation of a typed $\lambda$-scheme is equivalent to a system of regular equations where the right-hand sides consist of either a combinator or a base operation symbol or a procedure identifier or a combinator applied to procedure identifiers. Translating the combinators into the corresponding $\lambda$-expressions gives the following normalform for typed $\lambda$ schemes.

Corollary 4.12. Let $S \in n-\lambda(\Omega)$. Then there exists an equivalent $S^{\prime} \in n-\lambda(\Omega)$ such that
(I) $\operatorname{size}\left(S^{\prime}\right) \leqslant p(s i z e(S))$ for some polynomia! $p$.
(2) $\forall x \in \operatorname{var}\left(S^{\prime}\right)$ with type $(x)=\left(\alpha_{m ;}, \ldots,\left(\alpha_{0}, i\right) \ldots\right)$

$$
x \downarrow=f\left(y_{\alpha_{0}}\right) \quad \text { with } f \in \Omega, \quad \alpha_{i}=e \text { for } j \geqslant 1
$$

or

$$
=x^{\prime}\left(y_{\alpha_{m}}\right) \cdots\left(y_{\alpha_{0}}\right) \text { or } x^{\prime}()\left(y_{\alpha_{m-1}}\right) \cdots\left(y_{\alpha_{0}}\right) \quad \text { with } x^{\prime} \in \operatorname{var}\left(S^{\prime}\right)
$$

or $\quad=y_{i, \alpha_{p}(i)}\left(y_{\alpha_{p-1}}\right) \cdots\left(y_{\alpha_{0}}\right)$ with $\alpha_{p(j)}=\left(\alpha_{p-1}, \ldots,\left(\alpha_{0}, i\right) \ldots\right)$
or $\quad=x_{1}\left(x_{2}\left(y_{\alpha_{p}}\right), \ldots, x_{r}\left(y_{\alpha_{p}}\right)\right)\left(y_{\alpha_{p-1}}\right) \cdots\left(y_{\alpha_{0}}\right) \quad$ with $x_{i} \in \operatorname{var}\left(S^{\prime}\right)$
or

$$
=y_{1, \alpha_{p}(1)}\left(y_{2, \alpha_{p}(2)}\left(y_{\alpha_{p-1}}\right), \ldots,\right.
$$

$$
\left.y_{k, \alpha_{p}(k)}\left(y_{\alpha_{p-1}}\right)\right)\left(y_{\alpha_{p-2}}\right) \cdots\left(y_{\alpha_{0}}\right) \quad \text { with } p \leqslant m \wedge l\left(\alpha_{p}\right)=k .
$$

In particular, it is sufficient to consider applicative terms as right-hand sides, herice $1-\lambda(\Omega)$ is equivalent to the class $\operatorname{RRS}(\Omega)$ of recursive program schemes over $\Omega$.

## 5. The Kleene characterization

As an intermediate step towards an operational semantics, we shall generalize the Kleene characterization theorem to typed $\lambda$-schemes.

Recall that the Kleene sequence of a regular system of equations was generated by iterated substitution of the procedure bodies for the corresponding procedure identifiers. Finally, the procedure identifiers were eliminated by substituting the nowhere defined procedure. The generalization of this idea to typed $\lambda$-schenes is
straightiorward, except that we have to take care of parameter passing: the canonical extension $\hat{S}$ of a scheme as a mapping on typed $\lambda$-terms defines only a textual substitution of procedure bodies without evaluating actual parameters.

Example. Consider the scheme $S \in 2-\lambda(\Omega)$ of the previous example,
Then, e.g.
$\hat{S}^{2}\left(x_{0}\right)=\lambda . \lambda \cdot \lambda y_{1} \cdot \lambda y_{0}+\left(x_{2}\left(x_{1}\left(y_{1}\right)\right)\left(y_{0}\right), y_{1}\left(y_{0}\right)\right)(a)(e())$
rather than

$$
\lambda \cdot \lambda .+\left(x_{2}\left(x_{1}(a)\right)(e()), a(e())\right)
$$

and

$$
\hat{\perp}\left(\hat{S}^{3}\left(x_{0}\right)\right)=\lambda \cdot \lambda \cdot \lambda y_{1} \cdot \lambda y_{0} \cdot+\left(s_{2}\left(s_{1}\left(y_{1}\right)\right)\left(\%_{0}\right), y_{1}\left(y_{0}\right)\right)(a)(e())
$$

where

$$
\begin{aligned}
& s_{2}=\hat{\perp}\left(\hat{S}\left(x_{2}\right)\right)=\lambda y_{1} \cdot \lambda y_{0}+\left(\perp_{2}\left(\perp_{1}\left(y_{1}\right)\right)\left(y_{0}\right), y_{1}\left(y_{0}\right)\right), \\
& s_{1}=\hat{\perp}\left(\hat{S}\left(x_{1}\right)\right)=\lambda y_{1} \cdot \lambda y_{0} \cdot y_{1}\left(y_{1}\left(y_{0}\right)\right)
\end{aligned}
$$

rather than

which we would expect since

$$
\begin{aligned}
\hat{\perp}\left(\hat{S}^{3}\left(x_{0}\right)\right) & \xrightarrow[\beta]{*} \lambda \cdot \lambda .+\left(s_{2}\left(s_{1}(a)\right)(e()), a(e())\right) \\
& \xrightarrow[\beta]{*} \lambda \cdot \lambda .+\left(+\left(\perp_{2}\left(\perp_{1}\left(s_{1}(a)\right)\right)(e()), s_{1}(a)(e())\right), a(e(1))\right. \\
& \xrightarrow[\perp]{*} \lambda . \lambda .+\left(+\left(\perp, s_{1}(a)(e())\right), a(e())\right) \\
& \xrightarrow[\beta]{*} \lambda . \lambda .+(+(\perp, a(a(e()))), a(e())) .
\end{aligned}
$$

The reason for choosing the $\lambda$-calculu: as a formal model was of course that it has the appropriate operational semantics to deal with parameter passing. As indicated in the example, the evaluation of actual parameters is split into elementary steps called $\beta$-reductions. Since the nowhere defined procedure $\perp_{\tau}$ of type $\tau=$ $\left(c_{m}, \ldots,\left(\alpha_{0}, i\right) \ldots\right.$ ) is represented by $\lambda y_{\alpha_{m}} . \cdots \lambda y_{\alpha_{0}} \cdot \perp_{i}, \perp$-reductions are a special case of $\beta$-reductions.

We now list some basic operational notions and properties of the $\lambda$-calculus as needed ir the sequel.

Definition 5.1. Let $t, t^{\prime}, s_{j} \in T_{\Omega, X, Y}$.
(1) For $a=\left(a_{1}, \ldots, a_{k}\right) \in(X \cup Y)^{k}$ with type $\left(a_{j}\right)=$ type $\left(s_{j}\right)$, we denote by $t\left[a /\left(s_{1}, \ldots, s_{k}\right)\right]$ the term obtained from $t$ by substituting $s_{i}$ for all free occurrences of $a_{i}$ in $t$.
(2) A $\beta$-redex is any term $\lambda y_{\alpha} t\left(s_{1}, \ldots, s_{k}\right)$ with level $(\alpha)=$ level $(t)$.
(3) $t$ is ir, normalform iff $t$ contains no $\beta$-redex.
(4) The set of bound parameters of $t$ is defined by bound $(a)=\emptyset$ for $a \in \Omega \cup X \cup Y$, bound $\left(s_{0}\left(s_{1}, \ldots, s_{v}\right)\right)=\bigcup_{0 \leqslant i \leqslant v}$ bound $\left(s_{i}\right)$, bound $\left(\lambda y_{\alpha} . t^{\prime}\right)=$ bound $\left(t^{\prime}\right) \cup Y_{\alpha}$.
(5) Let $\mathbb{A}:=\Omega \cup X \cup Y \cup\{\lambda, \ldots,,()$,$\} . A context of type \tau, \tau^{\prime}$ is a pair $C=\left(\gamma, \gamma^{\prime}\right) \in$ $\Lambda^{*} \times \Lambda^{*}$ such that for all $t$ of type $\tau$

$$
C[t]:=\gamma t \gamma^{\prime} \in T_{\Omega, X, Y}^{\tau^{\prime}}
$$

(5) $t$ is $\beta$-reducible to $t^{\prime}\left(t \rightarrow t^{\prime}\right)$ iff there exists a context $C$ and a redex $R=$ $\lambda y_{\mathrm{t}} . s\left(s_{1}, \ldots, s_{k}\right)$ such that

$$
\forall j \in[n] \text { free }\left(s_{i}\right) \cap \text { bound }(s)=\emptyset \wedge t=C[R] \wedge \imath^{\prime}=C\left[s\left[y_{\alpha} /\left(s_{1}, \ldots, s_{k}\right)\right]\right] .
$$

One can always ensure that a $\beta$-redex can be reduced by renaming of bound variables, called $\alpha$-conversion. As usual we shall identify two terms if they are identical up to $\alpha$-conversion.

Fect 5.2. $\beta$-reduction preserves semantics. In particular

$$
\llbracket t, \mathscr{A} \rrbracket \rho\left[a /\left(\left[s_{1}, \mathscr{A} \rrbracket \rho, \ldots, \llbracket s_{k}, \dot{\mathscr{A}} \rrbracket \rho\right)\right]=\llbracket t\left[a /\left(s_{1}, \ldots, s_{k}\right)\right], \mathscr{A} \rrbracket \rho\right.
$$

Fact 5.3 (Church-Rosser property).


Fact 5.4 ([50]). In the typed $\lambda$-calculus, any term $t$ has a unique normalform $n f(t)$ which can be obtained from $t$ by an arbitrary reduction strategy.

The above definitions cover the case of $\lambda$-terns in $\mathrm{FT}_{\Omega, X, Y}:=T_{\Omega_{\perp}, X, Y}$ arising as approximations. We sometimes refer to the reduction of $t=C\left[\perp_{(\alpha, \nu)}(s)\right]$ to $t^{\prime}=$ $C\left[\perp_{\nu}\right]$ as a $\perp$-reduction ( $t \rightarrow_{\perp} t^{\prime}$ ). Terms in $\mathrm{FT}_{\Omega, X, Y}$ are ordered canonically: $t \leqslant t^{\prime}$ iff $t=\perp_{i}$ for some $i \in I$ or $t=t_{0}\left(t_{1}, \ldots, t_{r}\right), t^{\prime}=t_{0}^{\prime}\left(f_{1}^{\prime}, \ldots, t_{r}^{\prime}\right) \wedge \forall j \in\{0, \ldots, r\} t_{j} \leqslant t_{j}^{\prime}$ or $t=\lambda y_{\alpha} . s, t^{\prime}=\lambda y_{\alpha} . s^{\prime} \wedge s \leqslant s^{\prime}$. It is easy to see that the normalform operator is monotone with respect to this ordering.

Lemma 5.5. $t \leqslant t^{\prime} \curvearrowright n f(t) \leqslant n f\left(t^{\prime}\right)$.
Proof. Clearly $\leqslant$ can be extended canonically to contexts. We prove first

$$
\begin{equation*}
t \leqslant t^{\prime} \wedge t \rightarrow s \frown \exists s^{\prime} \geqslant s \quad t^{\prime} \rightarrow^{=} s^{\prime} \tag{*}
\end{equation*}
$$

Case 1: $\rightarrow=\rightarrow_{\perp}$. Take $s^{\prime}:=t$.
Case 2: no $\perp$-reduction

$$
\frown t=C\left[\lambda y_{\alpha} \cdot t_{0}\left(t_{1}, \ldots, t_{r}\right)\right] \wedge s=C\left[t_{0}\left[y_{\alpha} /\left(t_{1}, \ldots, t_{r}\right)\right]\right] .
$$

By assumption $\lambda y_{\alpha}, t_{0} \neq \perp_{(\alpha, \nu)}$, hence since $t \leqslant t^{\prime}$ there exists a context $C^{\prime}$ and terms $t_{0}^{\prime}, \ldots, t_{r}^{\prime}$ s.t.

$$
t^{\prime}=C^{\prime}\left[\lambda y_{\alpha} . t_{0}^{\prime}\left(t_{1}^{\prime}, \ldots, t_{r}^{\prime}\right)\right], \quad C^{\prime} \geqslant C, \quad t_{i}^{\prime} \geqslant t
$$

Assume (without loss of generality) that the redex in $T^{\prime}$ can be recuced to give

$$
s^{\prime}:=C^{\prime}\left[t_{0}^{\prime}\left[y_{\alpha} /\left(t_{1}^{\prime}, \ldots, t_{r}^{\prime}\right)\right]\right]
$$

A trivial induction on $t_{0}$ proves $s \leqslant s^{\prime}$ and thus ( $*$ ).
By a simple induction on the length of the reduction sequence using ( $*$ ) we ohtain

$$
t \leqslant t^{\prime} \curvearrowright \exists s^{\prime} \geqslant n f(t) t^{\prime} \xrightarrow{*} s^{\prime} .
$$

By definition of $\leqslant$ all $\beta$-redexes $s^{\prime}$ are situated at $\perp$-positions of $n f(t)$, hence $n f(t) \leqslant n f\left(t^{\prime}\right)$.

By now it should be clear that the evaluation of actual parameters can be described by taking the normalform of a term. Hence the following definition is the proper generalization of the Kleene-sequence to typed $\lambda$-schemes.

Definition 5.6. (1) Let $S \in n-\lambda(\Omega)$ with $\operatorname{var}(S)=\left\{X_{0}, \ldots, X_{N}\right\}$.
$S$ uniquely determines a $D^{*}(I)$-mapping

$$
\hat{\boldsymbol{S}}: T_{\Omega, X, Y} \rightarrow T_{\Omega, X, Y}
$$

by

$$
\begin{aligned}
& \hat{S}(f):=f, \quad \hat{S}\left(y_{j, \nu}\right):=y_{i, \nu}, \quad \hat{S}\left(x_{j}\right):=S\left(x_{i}\right) \\
& \hat{S}\left(t\left(t_{1}, \ldots, t_{r}\right)\right):=\hat{S}(t)\left(\hat{S}\left(t_{1}\right), \ldots, \hat{S}\left(t_{r}\right)\right), \\
& \hat{S}\left(\lambda y_{\alpha} \cdot t\right):=\lambda y_{\alpha} \cdot \hat{S}(t) .
\end{aligned}
$$

(2) Let $\mathcal{I}$ be generated by $x_{j} \mapsto \perp_{\text {type }(x)}$.

The Kleine-st quence generated by $S, K(S)$, is defined by

$$
K(S)(m):=n f \circ \hat{\perp} \circ \hat{S}^{m 1}\left(x_{0} \downarrow\right)
$$

The above definition allows a number of suntactic variations In particular by the Church-Rosser property, we can freely mix taking normalforms and expanding according to the definitions of a scheme.

Lemma 5.\%. $n f \circ \hat{\boldsymbol{S}} \circ n f=n f \circ \hat{\mathbf{S}}$.

Proof. By induction on $t$ we have $t \rightarrow t^{\prime} \curvearrowright \hat{\boldsymbol{S}}(t) \rightarrow^{*} \hat{\boldsymbol{S}}\left(t^{\prime}\right)$, hence by the ChurchRosser property


The following amma gives the connection between syntactic and semantic approximations of the infinite tree.

Let $\rho_{\perp}$ denote the bottom environment, and $t \downarrow$ be the term obtained from $t$ by applying $t$ to all its $\perp$-arguments:

$$
t y p e(t)=\left(\alpha_{m}, \ldots,\left(\alpha_{0}, i\right) \ldots\right) \frown t \downarrow=t\left(\perp_{\alpha_{m}}\right) \cdots\left(\perp_{\alpha_{0}}\right) .
$$

Lemma 5.8. For all closed $t \in T_{\Omega, X, Y}$ in normalform

$$
\llbracket t, \mathscr{C} \mathscr{T}_{\Omega} \rrbracket \rho_{+} \downarrow_{\mathrm{CT}}=n f \circ \hat{\perp}(t \downarrow)
$$

Praof. By induction on the structure of closed terms in normalform.

$$
\begin{aligned}
&-t=\lambda y_{\alpha_{m_{m}}} \cdots \lambda y_{\alpha_{1}} f \text { with } f \in \Omega^{(w, i)}, \alpha_{i} \in D^{j}(I)^{*}: \\
& \llbracket t, \mathscr{C} \cdot \mathscr{V}_{\Omega} \rrbracket \rho_{\perp} \not \downarrow_{c T}=f\left(\perp_{w}\right) \\
&=n f\left(\lambda y_{\alpha_{m}} \cdots \cdot \lambda y_{\alpha_{1}}:^{f}\left(\perp_{\alpha_{m}}\right) \cdots\left(\perp_{\alpha_{1}}\right)\left(\perp_{w}\right)\right) .
\end{aligned}
$$

$-t:=\lambda y_{\alpha_{x_{n}}} \cdots \lambda y_{\alpha_{k}} x:$

$$
\begin{aligned}
\llbracket t, \mathscr{C T} \mathscr{T}_{\Omega} \rrbracket \rho_{\perp} \not \downarrow_{\mathrm{CT}} & =\perp_{\mathrm{CT}} \mathrm{tree(o)} \downarrow_{\mathrm{cT}} \\
& =\perp_{\mathrm{CT}} \quad \text { of level } 0 \\
& =n f\left(\lambda y_{\alpha_{m} \cdot} \cdots \lambda y_{\alpha_{k}} \cdot \perp_{\text {type }(x)} \downarrow\right) .
\end{aligned}
$$

$-t=\lambda y_{\alpha_{m}} \cdots \lambda y_{\alpha_{k}} \cdot y_{j, \nu}$ with $\alpha_{k}(j)=\nu:$

$$
\begin{aligned}
\mathbb{l} t, \mathscr{C} \mathscr{T}_{\Omega} \rrbracket \rho_{\perp} \downarrow_{\mathrm{CT}} & =\perp_{\mathrm{CT}^{\text {tvpe(t) }}} \downarrow_{\mathrm{CT}} \\
& =\perp_{\mathbf{C T}} \quad \text { of level } 0 \\
& =n f\left(\lambda y_{\alpha_{m}} \cdots \cdot \lambda y_{\alpha_{k}} \cdot y_{j, \nu} \downarrow\right) \quad \text { since } \alpha_{k}(j)=\nu .
\end{aligned}
$$

$-t=\lambda y_{\alpha_{m} .} \cdots \lambda y_{\alpha_{0}} \cdot a()$ with $a \in \Omega^{(e, i)}:$ follows as in the first case.
$-t=\lambda y_{\alpha_{m}} . \cdots \lambda y_{\alpha_{0}} f\left(t_{1}, \ldots, t_{r}\right)$ with $f \in \Omega^{(w, i)}, \alpha_{j} \in D^{j}(I)^{*}$ s.t. $\forall j \in[r] \lambda y_{\alpha_{m}} \cdot \cdots \lambda y_{\alpha_{0}} . t_{j}$ is closed and in normalform:

$$
\begin{aligned}
& \llbracket t, \mathscr{C} \mathcal{T}_{\Omega} \rrbracket \rho_{\mathrm{i}} \downarrow_{\mathrm{CT}} \\
& =\llbracket f\left(t_{1}, \ldots, t_{r}\right), \mathscr{C} \mathscr{T}_{\Omega} \rrbracket \rho_{\perp}\left[y_{\alpha_{m}} / \perp_{C T} \alpha_{m}\right] \cdots\left[y_{\alpha_{0}} / \perp_{C_{\mathrm{T}}} \alpha_{0}\right] \\
& =f\left(\llbracket t_{1}, \mathscr{C T}_{\Omega} \rrbracket \rho_{\perp}\left[y_{\alpha_{m}} / \perp_{\mathrm{CT}} \alpha_{m}\right] \cdots\left[y_{\alpha_{0}} / \perp_{\mathrm{CT}} \alpha_{0}\right], \ldots,\right. \\
& \left.\llbracket t_{r}, \mathscr{C} \mathscr{T}_{\Omega} \rrbracket \rho_{\perp}\left[y_{\alpha_{m}} / \perp_{\mathrm{CT}} \alpha_{m}\right] \cdots\left[y_{\alpha_{0}} / \perp_{\mathrm{CT}} \alpha_{0}\right]\right) \\
& =f\left(\llbracket \lambda y_{\alpha_{m}}, \cdots \lambda y_{\alpha_{0}}, t_{1}, \mathscr{C} \mathscr{T}_{\Omega} \rrbracket \rho_{i} \not \downarrow_{\mathrm{CT}}, \ldots,\right. \\
& \left.\llbracket \lambda y_{\alpha_{m}} \cdots \lambda y_{\alpha_{0}}, t_{r}, \mathscr{C} \mathscr{T}_{\Omega} \rrbracket \rho_{\perp} \downarrow_{\mathrm{CT}}\right) \\
& =f\left(n f \circ \hat{\perp}\left(\lambda y_{\alpha_{m}} \cdots \lambda y_{\alpha_{0}} . t_{1} \downarrow\right), \ldots,\right. \\
& \left.n f \circ \hat{\perp}\left(\lambda y_{\alpha_{m}} \cdots \lambda y_{\alpha_{0}} \cdot t_{r} \downarrow\right)\right) \\
& =n f \circ \hat{\perp}\left(f\left(\lambda y_{\alpha_{m}} \cdot \cdots \lambda y_{\alpha_{0}} . t_{1} \downarrow, \ldots, \lambda y_{\alpha_{m}} \cdots \lambda y_{\alpha_{0}}, t_{r} \downarrow\right)\right) \\
& =n f \circ \hat{L}(t \downarrow) \text {. }
\end{aligned}
$$

$-t=\lambda y_{\alpha_{m}} \cdots \lambda y_{\alpha_{k}} \cdot x\left(s_{p}\right) \cdots\left(s_{k}\right)$ with level $(x)=p+1$, level $\left(s_{j}\right)=j$, level $\left(\alpha_{r}\right)=r$
and
$t=\lambda y_{\alpha_{m}} \cdot \cdots \lambda y_{\alpha_{k}} \cdot y_{j, \nu}\left(s_{r}\right) \cdots\left(s_{k}\right)$ with $\alpha_{r+1}(j)=\nu$, $k \leqslant r+1 \leqslant m, \operatorname{level}\left(s_{j}\right)=j=\operatorname{level}\left(\alpha_{j}\right):$
both sides reduce to $\perp_{\mathrm{CT}}$ of level 0 .
We can now prove the Kleene characterization theorem for typed $\lambda$-schemes: the infinite tree can be obtained by iterated expansion of all procedure calls, starting with the main program.

Theorem 5.9. For all $S \in n-\lambda(\Omega), K(S)$ is a chain and $T(S)=\bigsqcup K(S)$.

Proof. A straightforward induction on $m$ using Fact 5.2 shows that the semantics of the $m$ th expansion in the bottom environment yields the $m$ th approximation of the least fixed point of $S_{\mathscr{G} \mathscr{F}_{n}}$ :

$$
\begin{equation*}
p r_{i} S_{\mathscr{C} \mathscr{F}_{\Omega}}^{m}(\perp, \ldots, \perp)=\llbracket \hat{S}^{m}\left(x_{i}\right), \mathscr{C} \mathscr{T}_{\Omega} \rrbracket \rho_{\llcorner\llcorner } \tag{*}
\end{equation*}
$$

But then

$$
\begin{aligned}
& =\bigsqcup_{m \in \omega}\left(\operatorname{pr}_{1} S_{\mathscr{B} \tau_{S}}^{m}(\perp, \ldots, \perp) \downarrow_{\mathrm{CT}}\right. \\
& =\bigsqcup_{m \in \omega} \llbracket \stackrel{S}{3}^{m}\left(x_{0}\right), 6 \mathscr{T}_{\Omega} \rrbracket \rho_{\perp} \not \downarrow_{c T} \quad \text { by (*) } \\
& =\bigsqcup_{m \in \omega} \llbracket n f\left(\hat{S}^{m}\left(x_{0}\right)\right), \mathscr{C} \mathscr{T}_{\Omega} \rrbracket \rho_{\perp} \downarrow_{\mathrm{CT}} \quad \text { by Fact } 5.2 \\
& =\bigsqcup_{m \in \omega} n f \circ \hat{\perp}\left(n f\left(\hat{S}^{m}\left(x_{0}\right)\right) \downarrow\right. \\
& =\bigsqcup_{n \in \omega} n f \circ \hat{\perp} \circ \hat{S}^{m}\left(x_{0} \downarrow\right) \\
& =\sqcup K(S) \\
& \text { by Lemma } 5.7 \\
& \text { since } x_{0}{ }^{\downarrow}=x_{0} \downarrow \text {. }
\end{aligned}
$$

## 6. A call-by-name operational semantics

In this chapter we prove the completeness of a leftmost-outermost reduction strategy to obtain the infinite tree of a typed $\lambda$-scheme. In terms of the programming language considered, this implies the equivalence of denotational and copy-rule semantics.

The section is organized as follows. We start with the definition of the schematic language generated by a typed $\lambda$-scheme: besides expanding procedure calls according to the (rewriting-) rules of the scheme and evaluation of actual parameters, we ailow the substitution of the nowhere defined procedure of proper type. It is then easy to see that each tree in the Kleene sequence of a scheme can be generated by the associated schematic grammar. We proceed by stating the analogon of the standardization theorem which implies that any tree in the schematic language can be derived by leftmost-outermost reductions only. In such a derivation a textual substitution of the procedure body is always followed by a complete evaluation of all aceual parameters. Such a sequence of reduction forms one OI-derivation step (as defined e.g. for the special case of context-free tree grammars). It is then straightforward to show that a tree generated by $m \mathrm{OI}$-derivation steps is majorized by the $m$ th approximation in the Kleene-sequence. By summarizing these results we obtain a characterization of the infinite tree of a scheme as the join of its schematic (OI-) language.

As in the regular case, we start by considering nondeterministic schemes and then specialice to schematic grammars.

A level-n tree grammar $C$ with terminals $\Omega$, nonterminals $X=\left\{x_{0}, \ldots, x_{N}\right\}$, parameters $Y$, and axiom $x_{0} \downarrow$ is simply a nondeterministic level- $n$ scheme where each
procedure identifier in $X$ may have a finite number of procedure bodies (the productions). We denote by $n-N \lambda(\Omega)$ the class of level $-n$ tree grammars over $\Omega$.

Definition 6.1. Let $G \in n-N \lambda(\Omega)$ and $t, t^{\prime} \in T_{\Omega, X, Y}$
Then $t$ is $G$-reducible to $t^{\prime}\left(t \rightarrow_{G} t^{\prime}\right)$ iff $t \rightarrow t^{\prime}$ or there exists a context $C$ and a nonterminal $x$ such that $t=C[x]$ and $t^{\prime}=C[s]$ for some $s \in G[x]$.
The level-n tree language generated by $G$ is defined by

$$
L(G):=\left\{t \in T_{\Omega} \mid x_{0} \downarrow \xrightarrow[G]{*} t\right\} .
$$

For an example we refer to Section 8.1.
With each (deterministic) level- $n$ scheme $S$ over $\Omega$ we associate a level- $n$ tree grammar $S_{\perp}$ over $\Omega_{\perp}$ by adding the productions $S_{\perp}\left(x_{i}\right) \ni \perp_{t, \text { pe }\left(x_{j}\right)}$. The tree language $L\left(S_{\perp}\right) \subseteq \mathrm{FT}_{\Omega}$ is called the schematic tree language generated by $S$. It is easy to see that each tree in the Kleene sequence can be generated by $S_{1}$ :

Lemma 6.2. $\forall S \in n-\lambda(\Omega) K(S) \subseteq L\left(S_{\perp}\right)$.
Proof. By induction on $t \in T_{\Omega_{X, X}, Y}$ we have $t \rightarrow{ }_{\mathcal{S}_{\perp}}^{*} \hat{S}(t)$. From this we obtain immediately by induction on $m$

$$
x_{0} \downarrow \underset{s_{\perp}}{*} \hat{S}^{m}\left(x_{0} \downarrow\right)
$$

hence

$$
x_{0} \downarrow \underset{s_{\perp}}{*} \hat{S}^{m}\left(x_{0} \downarrow\right) \xrightarrow[s_{\perp}]{*} \hat{\perp}\left(\hat{S}^{m}\left(x_{0} \downarrow\right)\right) \xrightarrow{*} K(S)(m) .
$$

We now want to show that all trees in a level- $n$ language are already derivable by either substituting the leftmost procedure identifier or reducing the leftmost $\beta$-redex. In the literature two such results are known: for the untyped $\lambda$-calculus this is a consequence of the standardization theorem [11] while for context-free tree languages, this theorem is formulated as equivalence of OI-(=outermostinnermost) and unrestricted derivations [30]. In fact, as indicated in the sequel, the second result is just a special case of the first.

In a certain sense (by solving the equations backwards by allowing explicitly a symbol for the fixed-point operator, see [18]), our language is jus a sublanguage of the untyped $\lambda$-calculus, hence we shall expect the standardization theorem to hold for derivations in level- $n$ grammars, even though it does not apply directly. Since the proof of this result follows the classical proof exactly, we shall only indicate how the proof as given in [49] can be adapted to the $\lambda$-calculus discussed in this paper.

The proof of completeness of leftmost reductions is a corollary to the standardization theorem. This states that any reduction can be simulated by a so-called standard reduction in which the redex of the $n+1$ st derivation step is always
situated to the right of the $n$th redex. In contrast with leftmost reductions, not all redexes have to be reduced.

Definition 6.3. Let $D:=t_{1} \rightarrow_{G} \cdots \rightarrow_{G} t_{n+1}$ be a derivation in a level $n$ grammar $G$ and assume that the jth reduction-step is of the form

$$
t_{j}=C_{j}\left[R_{j}\right] \underset{G}{\longrightarrow} C_{i}\left[\bar{R}_{j}\right]=t_{j+1} \quad \text { for some context } C_{i}=\left(\gamma_{j}, \gamma_{j}^{\prime}\right)
$$

$D$ is a standard derivation iff $\forall j \in[n] \gamma_{j} \leqslant \gamma_{i+1}$.
Theorem $6.4([11])$. Let $G \in n-N \lambda(\Omega)$ and $t \rightarrow{ }_{G}^{*} t^{\prime}$. Then there exists a standard derivition from $t$ to $t$ '.

Proal. The proof given in [49] carries over, if one specifies together with the set redex ( $t$ ) of redexes occurring in some term $t$ for each occurrence of a nonterminal symbol in $t$ the right-hand side to be substituted for this occurrence. Moreover, in proois one has to treat the additional case that the reduced redex consists of a nonterminal. Since the procedurebodies consist of closed terms, this case is always trivial.

In particular, for any $t \in L .(G)$, there exists a standard derivation $x_{0} \downarrow \rightarrow{ }_{G}^{*} t$. Since $t$ is in normalform and contains only terminal symbols, the standard derivation is in fact a leftmost derivation. As in a leftmost derivation of level- 0 terms a procedure call is never expanded before all actual parameters are given, a substitution of a procedure body will always be followed by a sequence of $\beta$-reductions modelling the evaluation of the parameters. We shall view such a sequence of reductions which describes in fact an application of the copy-rule as one OI-derivation step.

In order to define OI-derivations we need some auxiliary functions.
Noliation. (1) A tree $t \in T_{\Omega}(Y)$ is linear in $w \in I^{*}$ iff $t \in T_{\Omega}\left(Y_{w}\right)$ and each parameter occurs exactly once in $t$.
(2) If $t$ is linear in $w$ and $\left(s_{1}, \ldots, s_{k}\right) \in T_{\Omega, X, Y}^{w}$, we abbreviate $t\left[y_{w} /\left(s_{1}, \ldots, s_{k}\right)\right]$ to $t\left[s_{1}, \ldots, s_{k}\right]$.
(3) The bead-atom of a level- 0 term in normalform will be denoted head $(t)$. Let tail $(t)$ be the unique string such that $t=$ head $(t) \cdot \operatorname{tail}(t)$.
(4) Let $t \in T_{n, X, Y}$ be $\mathfrak{f}$ closed level- 0 term in normalform. Then $\left(s, s_{1}, \ldots, s_{k}\right)$ is called a linearization of $t$ iff

$$
\exists y \in I^{*} s \text { is linear in } w
$$

$$
\begin{aligned}
& \wedge \forall j \in[k] s_{j} \in T_{\Omega, X, Y}^{w(j)} \text { is in normalform } \\
& \wedge t=s\left[s_{1}, \ldots, s_{k}\right] \wedge \text { head }\left(s_{j}\right) \in X .
\end{aligned}
$$

Note that for such $t$ a linearization always exists which is unique up to renaming of peraneters.

Definition 6.5. Let $G \in n-N \lambda(\Omega)$ and $t$ be a closed level-0 term in normaliorm. $t$ is $O I$-derivable to $t^{\prime}$ in $G\left(t \Rightarrow \mathrm{OF}, \mathrm{G} t^{\prime}\right)$ iff there exists a linearization $\left(s_{0}, s_{1}, \ldots, s_{k}\right)$ of $t$ with $k \geqslant 1$ s.t.

$$
t^{\prime}=s_{0}\left[n f\left(s \operatorname{tail}\left(s_{1}\right)\right), s_{2}, \ldots, s_{k}\right] \quad \text { for some } s \in G\left(\text { head }\left(s_{1}\right)\right)
$$

The OI-language generated by $G$ is defined by

$$
L_{\mathrm{OI}}(G):=\left\{t \in T_{\Omega} \mid x_{0} \downarrow \stackrel{*}{\underset{\mathrm{OI}, G}{*}} t\right\} .
$$

Example. Consider the sample scheme $S \in 2-\lambda(\Omega)$ of the previous example. Then

$$
\begin{aligned}
& x_{0}()() \underset{\text { OI }}{\Longrightarrow} y_{1, i}\left[n f\left(S\left(x_{0}\right)()()\right)\right]=x_{2}(a)(e()) \\
& \Longrightarrow y_{1, i}\left[n f\left(S\left(x_{2}\right)(a)(e())\right)\right] \\
& =+\left(x_{2}\left(x_{1}(a)\right)(e()), a(e())\right) \\
& \underset{\mathrm{OI}}{\Longrightarrow}+\left(y_{1, i}, a(e())\right)\left[n f\left(S\left(x_{2}\right)\left(x_{1}(a)\right)(e())\right)\right] \\
& =+\left(+\left(x_{2}\left(x_{1}^{2}(a)\right)(e()), x_{1}(a)(e())\right), a(e())\right) \\
& \underset{\mathrm{OI}}{\Longrightarrow}+\left(+\left(y_{1, i}, y_{2, i}\right), a(e())\right)\left[n f\left(\perp_{2}\left(x_{1}^{2}(a)\right)(e())\right)_{e} x_{1}(a)(e())\right] \\
& =+\left(+\left(\perp_{i}, x_{1}(a)(e())\right), a(e())\right) \\
& \Longrightarrow+\left(+\left(\perp_{i}, y_{1, i}\right), a(e())\right)\left[n f\left(S\left(x_{1}\right)(a)(e())\right)\right] \\
& =L^{+}{ }_{a}^{+}{ }_{a}^{+} \\
& \text {a }
\end{aligned}
$$

Since OI-derivations preserve the type and the properties of being closed and in normalform, any term $t$ OI-derivable from the axiom can be decomposed according to some linearization.

As an immediate consequence of the standardization theorem we obtain the completeness of OI-derivations.

Corollary 6.6. $\forall G \in n-N \lambda(\Omega) L_{\mathrm{OI}}(G)=L(G)$.

We can now show that the infinite tree of a typed $\lambda$-scheme can be characterized as the join of all approximations generated by its schematic grammar. In fact, we prove that a tree derived in $m$ OI-derivation steps is majorized by the $m$ th member of the Kleene sequence. Since the Kleene sequence is contained in the schematic language of $S$, it follows that $L\left(S_{\perp}\right)$ is directed. Together with the previous corollary and the Kleene characterization this yields:

Theorem 6.7. $\forall S \in n-\lambda(\Omega) L\left(S_{\perp}\right)$ is directed and

$$
T(S)=\bigsqcup L\left(S_{\perp}\right)
$$

Proolf. By Theorem 5.9, Lemma 6.2 and Corollary 6.6 it is sufficient to prove

Assertion $*_{\text {. }}$ Let $\sigma_{0}, \ldots, \sigma_{m}$ be such that $x\left(\sigma_{m}\right) \cdots\left(\sigma_{0}\right)$ is a closed level-0 term in normalform and assume

$$
x\left(\sigma_{m}\right) \cdots\left(\sigma_{v}\right) \underset{\text { OI }}{\Longrightarrow} t \in \mathrm{FT}_{\Omega, X, Y}
$$

Then

$$
n f \circ \hat{\perp}(t) \leqslant n f \circ \hat{\perp} \circ \hat{S}^{r}\left(x\left(\sigma_{m}\right) \cdots\left(\sigma_{0}\right)\right)
$$

We show * by induction on $r$.
For $r=0$ there is nothing to prove.
Consider a derivation

$$
x\left(\sigma_{m}\right) \cdots\left(\sigma_{0}\right) \Longrightarrow \underset{\text { OI }}{\Longrightarrow} t^{i} \xlongequal[\text { OI }^{r}]{r} t
$$

and let $\left(s, s_{1}, \ldots, s_{k}\right)$ be a linearization of $t^{\prime}$. Then there exist $t_{1}, \ldots, t_{k} \in \mathrm{FT}_{\Omega, X, Y}$ s.t.

$$
\forall j \in[k] s_{i} \stackrel{\leq r}{\Rightarrow} t_{i} \wedge t=s\left[t_{1}, \ldots, t_{k}\right] .
$$

By induction hypothesis and monotonicity of $n f$ we have

$$
\forall j \in[k] n f \circ \hat{\perp}\left(t_{i}\right) \leqslant n f \circ \hat{\perp} \circ \hat{S}^{r}\left(s_{j}\right) .
$$

But then

$$
\begin{aligned}
n f & \circ \hat{L}(t) \\
& =s\left[n f\left(\hat{\perp}\left(t_{1}\right)\right), \ldots, n f\left(\hat{\perp}\left(t_{k}\right)\right)\right] \\
& \leqslant s\left[n f \circ \hat{\perp} \circ \hat{S}^{r}\left(s_{1}\right), \ldots, n f \circ \hat{\perp} \circ \hat{S}^{r}\left(s_{k}\right)\right] \\
& =n f \circ \hat{\perp} \circ \hat{S}^{r}\left(s\left[s_{1}, \ldots, s_{k}\right]\right) \\
& =n f \circ \hat{\perp} \circ \hat{S}^{r}\left(n f\left(S(x)\left(\sigma_{m}\right) \cdots\left(\sigma_{0}\right)\right)\right) \quad \text { by definition of } t^{\prime}
\end{aligned}
$$

$$
\begin{array}{ll}
=n f \circ \hat{\perp} \circ \hat{S}^{r}\left(\boldsymbol{S}(x)\left(\sigma_{m}\right) \cdots\left(\sigma_{0}\right)\right) & \begin{array}{l}
\text { by iterated application } \\
\text { of Lemma } 5.7
\end{array} \\
\leqslant n f \circ \hat{\perp} \circ \hat{S}^{r}\left(\boldsymbol{S}(x)\left(\hat{\boldsymbol{S}}\left(\sigma_{m}\right)\right) \cdots\left(\hat{\boldsymbol{S}}\left(\sigma_{0}\right)\right)\right) & \\
=n f \circ \hat{\perp} \circ \hat{S}^{r+1}\left(x\left(\sigma_{m}\right) \cdots\left(\sigma_{0}\right)\right) . \quad \square &
\end{array}
$$

Remark. It is easy to see, that schematic grammars in Chomsky-normalform generate all approximations of the infinite tree of the corresponding scheme (Lemma 2 in [5]), hence, as in the regular case, the equivalence class of a scheme can be characterized purely operational by a tree language. For the special case $n=1$ of recursive program schemes it is known, that the equivalence problem for schemes is reducible to the equivalence problem for deterministic pushdown automata [8]. A generalization of this result to higher levels using deterministic level- $r$ pushdown automata [44] seems to be possible using the results in [21] and Subsection 7.4.

We conclude this section with two applications of this result for particular interpretations.

In the event that the semantic of a scheme is taken over a discrete interpretation (where the carrier is a flat cpo and if • • then • • else $\cdot$. is the only non-strict operation) we can compute the semantics by repeatiag OI derivation steps until the image of the approximation under the unique homomorphism becomes defined. If (and only if) this happens, the semantic of the scheme is equal to this value, otherwise it is undefined.

For the programming language considered, this result states the equivalence of denotational and copy-rule semantics: since $\beta$-reductions preserve semantics, we already know that the copy-rule semantics is correct (with respect to the derotational semantics). Now assume that the denotational semantics of a program $P$ yields a defined integer value for a given initial store and a specified output location. By the Mezei-Wright theorem and the same argument as above, this value is already the image under $h_{\text {Algol }}$ (applied to the initial store and the specified output location) of a finite approximation of the program-tree $T\left(P_{\mathrm{A}}\right)$ which can be derived by a finite number of applications of the copy-rule.

## Appendix: Equivalence of $\boldsymbol{n}-\boldsymbol{R}$ and $\boldsymbol{n}-\boldsymbol{\lambda}$

In this appendix we prove the equivalence of both definitions of recursion on higher types. The translation from applicative to combinatoric representation by the mapping $c$ has already been illustrated in Section 4. In order to simulate $n$-rational schemes by $n-\lambda$ schemes we replace the combinators sub and pr by the corresponding $\lambda$-terms. $\lambda$-terms over derived aiphabets then occur in the intermediate stages.

We first deal with the simulation of $n$-rational schemes by level- $n \lambda$-schemes. By analogy to the mapping yield on trees, we call the translation mapping $y_{\lambda}$.

Since $\lambda$-terms over $D(\Omega)$ have the set $D(I)$ as base types they only contain parameters in $D(Y):=Y \backslash \bigcup_{i \in I} Y_{i}$.

## Definition A. 1.

$$
y_{\lambda}: T_{D(\Omega), X, D(Y)} \rightarrow T_{\Omega, X, Y}
$$

is the following $D^{*}(D(I))$-mapping:

$$
\begin{aligned}
& V_{\lambda}(x):=x, \quad y_{\lambda}\left(y_{j, \nu}\right):=y_{j, \nu}, \\
& y_{\lambda}\left(f^{\prime}\right):=\lambda \cdot f \quad \text { for } f \in \Omega, \\
& y_{\lambda}\left(p r_{j}^{w}\right):=\lambda \cdot \lambda y_{w} \cdot y_{j, w(j)}, \\
& y_{\lambda}\left(a b b_{(w, i)}\right):=\lambda y_{1,(e, i)} \cdot \lambda y_{w} \cdot y_{1(e, i)}(), \\
& y_{\lambda}\left(s u b_{(w, i)}^{v}\right):=\lambda y_{\alpha \cdot} \cdot \lambda y_{w} \cdot y_{1, \alpha(1)}\left(y_{2, \alpha(2)}\left(y_{w}\right), \ldots, y_{m, \alpha(m)}\left(y_{w}\right)\right) \\
& \\
& \quad \text { with } \alpha=(v, i)(w, v(1)) \cdots(w, v(m-1)), m-1=l(v) \geqslant 1, \\
& V_{\lambda}\left(t\left(t_{11}, \ldots, t_{r}\right)\right):=y_{\lambda}(t)\left(y_{\lambda}\left(t_{1}\right), \ldots, y_{\lambda}\left(t_{r}\right)\right), \\
& V_{\lambda}\left(\lambda y_{\lambda \cdot} t\right):=\lambda y_{\alpha \cdot} \cdot y_{\lambda}(t) .
\end{aligned}
$$

The following lemma shows that $y_{\lambda}$ preserves semantics.

## Lemma A. 2.

$\forall \mathscr{A} \in \Delta-\operatorname{alg} \Omega \forall \rho \in U_{\mathscr{s}} \llbracket t, D(\mathscr{A}) \rrbracket \rho=\llbracket y_{\lambda}(t), \mathscr{A} \rrbracket \rho$.

Proof. Induction on the structure of $t$.
$-t \in X \cup Y$ : trivial.
$-t=f^{\prime}:$

$$
\begin{aligned}
\llbracket f^{\prime}, D(\Omega \mathcal{A}) \rrbracket \rho & =\varphi_{D(A)}\left(f^{\prime}\right)=() \mapsto \varphi_{A}(f) \\
& =() \mapsto \llbracket f, \mathscr{A} \rrbracket \rho=\llbracket \lambda . f, \mathscr{A} \rrbracket \rho
\end{aligned}
$$

$-t=p r_{j}^{w}:$

$$
\begin{aligned}
\llbracket p r_{j}^{\prime \prime}, & D(\mathscr{A}) \rrbracket \rho=\varphi_{D(A)}\left(p r_{j}^{w}\right)=() \mapsto\left(\left(a_{1}, \ldots, a_{n}\right) \mapsto a_{j}\right) \\
& =() \mapsto\left(\left(a_{1}, \ldots, a_{n}\right) \mapsto \llbracket y_{j, w(j)}, \mathscr{A} \rrbracket \rrbracket\left[y_{w} /\left(a_{1}, \ldots, a_{n}\right)\right]\right) \\
& =() \mapsto \llbracket \lambda y_{w} \cdot y_{j, w(i)}, \mathscr{A} \rrbracket \rho \\
& \left.=\llbracket \lambda \cdot \lambda y_{w \cdot} y_{j, w(j)}, \mathscr{A} \rrbracket\right] \rho .
\end{aligned}
$$

$-t=\operatorname{su} b_{(w, i)}^{v}:$

$$
\begin{aligned}
& \llbracket s u b_{(w, i)}^{v}, D(\mathscr{A}) \rrbracket \rho=\varphi_{D(A)}\left(s u b_{(w, i)}^{v}\right) \\
&=\left(g_{0}, g_{1}, \ldots, g_{m}\right) \mapsto\left(a \mapsto g_{0}\left(g_{1}(a), \ldots, g_{m}(a)\right)\right) \\
&=\left(g_{0}, g_{1}, \ldots, g_{m}\right) \\
& \mapsto\left(a \mapsto \llbracket y_{1, \alpha(1)}\left(y_{2, \alpha(2)}\left(y_{w}\right), \ldots, y_{m+1, \alpha(m+1)}\left(y_{w}\right)\right), \mathcal{A}^{\prime} \rrbracket \rho^{\prime \prime}\right) \\
& \quad \text { with } \rho^{\prime \prime}=\rho\left[y_{\alpha} /\left(g_{0}, \ldots, g_{m}\right)\right]\left[y_{w} / a\right] \\
&=\left(g_{0}, \ldots, g_{m}\right) \quad \\
& \mapsto \llbracket \lambda y_{w} \cdot y_{1, \alpha(1)}\left(y_{2, \alpha(2)}\left(y_{w}\right), \ldots, y_{m+1, \alpha(m+1)}\left(y_{w}\right), \mathscr{A} \rrbracket \rho^{\prime}\right. \\
&= \text { with } \rho^{\prime}=\rho\left[y_{\alpha} /\left(g_{0}, \ldots, g_{m}\right)\right] \\
&=
\end{aligned}
$$

$$
-t=a b s_{(w, i)}
$$

$$
\llbracket a b s_{(w, i)}, D(\mathscr{A}) \rrbracket \rho=\varphi_{D(A)}\left(a b s_{(w, i)}\right)
$$

$$
=f \mapsto(a \mapsto f())
$$

$$
=f \mapsto\left(a \mapsto \llbracket y_{1,(e, i)}(), \mathscr{A} \rrbracket \rho\left[y_{1,(e, i)} f\right\rceil\left[y_{w} / a\right]\right.
$$

$$
=f \mapsto \llbracket \lambda y_{w} \cdot y_{1,(e, i)}(), \mathscr{A} \rrbracket \rho\left[y_{1,(e, i)} / f\right]
$$

$$
=\llbracket y_{\lambda}\left(a b s_{(w, i)}\right), \mathscr{A} \rrbracket \rho .
$$

$-t=t_{0}\left(t_{1}, \ldots, t_{r}\right)$ : immediate by induction.
$-t=\lambda y_{\alpha} . t^{\prime}:$ immediate by induction.
Now let $S$ be a level- $n \lambda$-scheme over $D(\Omega)$. Since the level is calculated relative to the base type, $\gamma_{\lambda} \circ S$ is a level- $n+1 \lambda$-scheme over $\Omega$ which in accordance with the above lemma is equivalent to $S$ up to ( )-application.

## Corollary A. 3 .

$$
\left.\forall S \in n-\lambda(D(\Omega))^{(e, i)} \forall \mathscr{A} \in \Delta-a l g \Omega \llbracket S, D(\mathscr{A}) \not \|_{i}\right)=\llbracket y_{\lambda}, S, \mathscr{A} \rrbracket .
$$

## Proof.

Lemma A. $2 \curvearrowright S_{D(\mathscr{A})}=\left(y_{\lambda} \circ S\right)_{\mathscr{A}} \curvearrowright$ assertion.
We now want to examine the conditions under which an inverse mapping to $y_{\lambda}$ exis's.

Ini attempting tu fefine such a function $c$ inductively, one is immediately confronted with the problen of how to deal with abstraction. While dealing with an abstraction $\lambda y_{\alpha} . t, c$ should intuitively memorize the type $\alpha$ so that constants of the
type $\nu$ are 'iffed' to constant functions of the type ( $\alpha, \nu$ ) and/or parameters $y_{i, \alpha i}$ ) are replaced by the proje tion pris. Since, however, new parameters of the same level can be declared in $t$, such as $t=\cdots y_{\beta} . s \cdots$, occurrences of $y_{i, \alpha(j)}$ in $s$ would be dealt with by $c_{\beta}$. If $\alpha(j) \neq \beta(r)$ for all $r \in[l(\beta)]$, then a translation by $c$ would lead to a contradiction.

Example. Let type $\left(x_{i}\right)=((i, s),(i, i)), e \in \Omega^{(e, i)}:$

$$
t:=\lambda y_{1, s} \cdot x_{2}\left(\lambda y_{1, i} y_{1, s}\right)(e()) .
$$

This situation results whenever 'global' parameters of the same level occur within an abstraction. The following definition characterizes $\lambda$-terms which make possible a translation by $c$.

Definition A.4. $t \in T_{\Omega . X, Y}$ is called locally closed iff for each subterm $\lambda y_{\alpha} . s$ of $t$ it holds

$$
y \in \operatorname{free}(s) \wedge \operatorname{level}(y)=\operatorname{level}(\alpha) \curvearrowright y \in Y_{\alpha} .
$$

It is possible to show that each $n-\lambda$ scheme is equivalent to a scheme whose right-hand sides are locally closed, c.f. [18]. Since the construction leads out of the class of homogeneously typed $\lambda$-terms, we merely illustrate the proof by using the following example.

Example. Let type $\left(x_{1}\right)=(\mathrm{s}, i)$ and

$$
x_{1}=\lambda y_{1, \ldots, k_{2}}\left(\lambda y_{1, i} y_{1, s}\right)(e())
$$

be an equation of a level- 2 scheme. In the first stage we replace the critical subterm $\lambda y_{1, .} \cdot y_{1, s}$ by a procedure call whereby the 'global' parameter is passed as actual parameter.

Stage 1: Elimination of 'global' parameters.

$$
\begin{aligned}
& x_{1}=\lambda y_{1, s,} \cdot x_{2}\left(x_{3}\left(y_{1, s}\right)\right)(e()), \\
& x_{3}=\lambda y_{1, s} \cdot \lambda y_{1, i} \cdot y_{1, s} .
\end{aligned}
$$

In general, the resulting scheme is no longer homogeneously typed. In particular

$$
\text { type }\left(x_{3}\right)=(s,(i, s)) .
$$

However, by applications to () and abstraction with respect to the empty parameter listit is always possible to construct an equivalent homogeneously typed $\lambda$-scheme [18].

Stage 2: Type homogenization.
Define

$$
\text { type }\left(x_{3}^{\prime}\right)=((e, s),(i, s)) .
$$

The equations for $x_{1}$ and $x_{3}$ are replaced by

$$
\begin{aligned}
& x_{1}=\lambda y_{1, s} \cdot x_{2}\left(x_{3}^{\prime}\left(\lambda \cdot y_{1, s}\right)\right)(e()), \\
& x_{3}^{\prime}=\lambda y_{1,(e, s)} \cdot \lambda y_{1, i} \cdot y_{1,(e, s)}() .
\end{aligned}
$$

The correctness of this construction follows immediately from textual substitution and $\beta$-reduction.

We assume in the following without loss of generality that the right-hand sides of $n-\lambda$ schemes are locally closed.

The inverse mapping $c$ is now defined by induction on the structure of terms. Therefore, if $w(j) \neq i$ (i.e. $y_{j, i}$ is a global parameter), we define $c_{w}\left(y_{j, i}\right)=\perp_{(w, i)}$. We then show that the mapping works correctly on locally closed terms.

Since $\lambda$-terms over $D(\Omega)$ have the set $D(I)$ as base types, we have to lift the type of level- 0 variables.

Let $D(X):=\left\{x^{\prime} \mid x \in X\right\}$, with

$$
\operatorname{level}(x)=0, \curvearrowright \operatorname{type}\left(x^{\prime}\right):=(e, \text { type }(x)
$$

and

$$
\text { type }\left(x^{\prime}\right):=\text { type }(x) \text { otherwise. }
$$

Definition A.5. Let $w \in I^{*}$.

$$
\begin{aligned}
& \operatorname{comb}_{w}: \mathrm{FT}_{\Omega, X, Y} \rightarrow \mathrm{FT}_{D(\Omega), D(X), D(Y)}, \\
& c_{w}\left(\perp_{i}\right)=\perp_{(w, i)}, \\
& i \in I \curvearrowright c_{w}\left(y_{j, i}\right):= \begin{cases}p r_{i}^{w}() & \text { if } w(j)=i, \\
\perp_{(w, i)} & \text { otherwise, }\end{cases} \\
& \nu \in D^{+}(I) \curvearrowright c_{w}\left(y_{j, \nu}\right):=y_{j, \nu}, \\
& c_{w}(x):= \begin{cases}a b s_{(w, i)}\left(x^{\prime}\right) & \text { if } w \neq e \wedge \operatorname{type}(x)=i \in I, \\
x^{\prime} & \text { otherwise, }\end{cases} \\
& f \in \Omega \curvearrowright c_{w}(f):=f^{\prime}(), \\
& t=t_{0}\left(t_{1}, \ldots, t_{\mathrm{r}}\right) \wedge \text { type }\left(t_{0}\right)=(e, i) \in D(I) \\
& \curvearrowright c_{w}\left(t_{0}()\right):=a b s_{(w, i)}\left(c_{e}\left(t_{0}\right)\right), \\
& \operatorname{type}\left(t_{0}\right)=(v, i) \in I^{+} \times I \\
& \curvearrowright\lrcorner_{w}\left(t_{0}\left(t_{1}, \ldots, t_{r}\right)\right):=\operatorname{sub}_{(w, i)}^{v}\left(c_{v}\left(t_{0}\right), c_{w}\left(t_{1}\right), \ldots, c_{w}\left(t_{r}\right)\right), \\
& \operatorname{type}\left(t_{0}\right) \notin D(I) \curvearrowright c_{w}\left(t_{0}\left(t_{1}, \ldots, t_{r}\right)\right):=c_{w}\left(t_{0}\right)\left(c_{w}\left(t_{1}\right), \ldots, c_{w}\left(t_{r}\right)\right), \\
& v \in I^{*} \curvearrowright c_{w}\left(\lambda y_{v}, t\right):=c_{v}(t), \\
& \text { level }(t)>0 \curvearrowright c_{w}\left(\lambda y_{\alpha} \cdot t\right):=\lambda y_{\alpha} \cdot c_{w}(t) .
\end{aligned}
$$

An example of the behaviour of comb is given in Section 4.
Now let $\mathscr{A} \in \Delta-a \lg \Omega$ be an interpretation of $\Omega$. We want to show that $t$ and $c_{e}(t)$ define the same value over $\mathscr{A}$ up to abstraction to the empty parameter list. Since it is possible that the type of variables occurring in $c_{e}(t)$ has been lifted, we must evaluate $C_{p}(t)$ relative to a suitably modified environment:
for

$$
\rho \in U_{\mathscr{A}}=X \cup Y \rightarrow A^{*}
$$

let

$$
\rho^{\prime} \in U_{D(s q)}=D(X) \cup D(Y) \rightarrow D(A)^{*}
$$

be defined by

$$
\rho^{\prime} \llbracket x^{\prime} \rrbracket= \begin{cases}\rho \llbracket x \rrbracket & \text { if level }(x)>0 \\ () \rightarrow \rho \llbracket x \rrbracket & \text { otherwise }\end{cases}
$$

Lemma A.6. Let $t \in T_{\Omega, X, Y}$ be locally closed and

$$
0 \text {-free }(t):=\text { free }(t) \cap\left\{y_{j, i} \mid i \in I, j \in \omega\right\} \subseteq Y_{w} .
$$

## Then it holds

(1) level $\left.(t)=0 \sim \llbracket c_{w}(t), L\right)(\mathscr{A}) \rrbracket \rho^{\prime}=\llbracket \lambda y_{w} \cdot t, \mathscr{A} \rrbracket \rho$,
(2.) level $(t)>0 \sim \llbracket c_{w}(t), D(\mathscr{A}) \rrbracket \rho^{\prime}=\llbracket t, \mathscr{A} \rrbracket \rho$.

## Prool.

$$
\begin{aligned}
& t=y_{j, i} \wedge i \in I \curvearrowright w(j)=i \curvearrowright c_{w}(t)=p r_{j}^{w}() \\
& \sim \llbracket c_{w}(t), D(\mathscr{A}) \rrbracket \rho^{\prime} \\
& =\varphi_{D(\mathfrak{q})}\left(p r_{j}^{\omega}\right)() \\
& =\boldsymbol{a} \mapsto a_{j} \\
& =\llbracket \lambda y_{w \cdot} \cdot y_{i, w(j)}, \mathscr{A} \rrbracket \rho ; \\
& t=y_{j, \nu} \wedge \nu \in I \frown c_{w}(t)=y_{j, \nu} \text { trivial; } \\
& t=x \wedge \operatorname{type}(x)=i \in I \wedge w \neq e \curvearrowright c_{w}(t)=a b s_{(w, i)}\left(x^{\prime}\right) \\
& \sim \llbracket c_{w}(t), D(\mathscr{A}) \rrbracket \rho^{\prime} \\
& =\varphi_{\Gamma(s))}\left(a b s_{(w, i)}\right)\left(\rho^{\prime} \llbracket x^{\prime} \rrbracket\right) \\
& =a \mapsto \rho^{\prime} \llbracket x^{\prime} \|() \\
& =a \mapsto \rho \| x \rrbracket \\
& =\llbracket \lambda y_{w} \cdot t, \mathscr{A} \rrbracket \rho ;
\end{aligned}
$$

$$
\begin{aligned}
& t=x \wedge \operatorname{type}(x)=i \in I \wedge w=e \\
& \frown \llbracket c_{w}(t), D(\mathscr{A}) \rrbracket \rho^{\prime} \\
& =\rho^{\prime} \llbracket x^{\prime} \rrbracket \\
& =() \mapsto \rho \llbracket x \rrbracket \\
& =\llbracket \lambda . i, \mathscr{A} \rrbracket \rho ; \\
& t=x \wedge \operatorname{level}(x)>0 \quad \text { trivial; } \\
& t=f \in \Omega \frown \llbracket c_{w}(t), D(\mathscr{A}) \rrbracket \rho^{\prime} \\
& =\llbracket f^{\prime}(), D(\mathscr{A}) \rrbracket \rho^{\prime} \\
& =\varphi_{D(\mathbb{A})}\left(f^{\prime}\right)() \\
& =\varphi_{\mathscr{A}}(f) \\
& =\llbracket f, \mathscr{A} \rrbracket \rho ; \\
& t=t_{0}\left(t_{1}, \ldots, t_{r}\right) \\
& \wedge \operatorname{type}\left(t_{0}\right)=(e, i) \in D(I) \\
& \curvearrowright \llbracket c_{w}\left(t_{0}()\right), D(\mathscr{A}) \rrbracket \rho^{\prime} \\
& =\llbracket a b s_{(w, i)}\left(c_{e}\left(t_{0}\right)\right), D(\mathscr{A}) \rrbracket \rho^{\prime} \\
& =\varphi_{D i \mathscr{A})}\left(a b s_{(w, i)}\right)\left(\llbracket c_{e}\left(t_{0}\right), D(\mathscr{A}) \rrbracket \rho^{\prime}\right) \\
& =a \mapsto \llbracket c_{e}\left(t_{0}\right), D(\mathscr{A}) \rrbracket \rho^{\prime}() \\
& \left.=a \mapsto \llbracket t_{0}, \mathscr{A} \rrbracket\right] \rho()
\end{aligned}
$$

by induction hypothesis since $t_{0}$ locally closed $\wedge$

$$
\begin{aligned}
& \text { level }\left(t_{0}\right)>0 \curvearrowright 0 \text {-free }\left(t_{0}\right)=\emptyset \\
&= a \mapsto \llbracket t_{0}(), \mathscr{A} \rrbracket \rho \\
&= \llbracket \lambda y_{w} \cdot t, \mathscr{A} \rrbracket \rrbracket \rho \\
& \wedge \text { type }\left(t_{0}\right)=(v, i) \in I^{+} \times I \\
& ค \llbracket c_{w}(t), D(\mathscr{A}) \rrbracket \rho^{\prime} \\
&= \llbracket s_{i} b_{(w, i)}^{v}\left(c_{v}\left(t_{0}\right), c_{w}\left(t_{1}\right), \ldots, c_{w}\left(t_{r}\right), D(\mathscr{A}) \rrbracket \rho^{\prime}\right. \\
&= \varphi_{D(\mathscr{A})}\left(s u b_{(w, i)}^{v}\right)\left(\llbracket c_{v}\left(t_{0}\right), D(\mathscr{A}) \rrbracket \rho^{\prime}, \ldots, \llbracket c_{w}\left(t_{i}\right), D(\mathscr{A}) \rrbracket \rho^{\prime}, \ldots\right) \\
&= a \mapsto \llbracket c_{v}\left(t_{0}\right), D(\mathscr{A}) \rrbracket \rho^{\prime}\left(\llbracket c_{w}\left(t_{1}\right), D(\mathscr{A}) \rrbracket \rho^{\prime}(a), \ldots, \llbracket c_{w}\left(t_{r}\right), D(\mathscr{A}) \rrbracket \rho^{\prime}(a)\right) \\
&= a \mapsto \llbracket t_{0}, \mathscr{A} \rrbracket \rho\left(\llbracket \lambda y_{w} \cdot t_{1}, \mathscr{A} \rrbracket \rho(a), \ldots, \llbracket \lambda y_{w} t_{r}, \mathscr{A} \rrbracket \rho(a)\right)
\end{aligned}
$$

by induction hypothesis since $t$ locally closed implies

$$
\begin{aligned}
& 0 \text {-free }\left(t_{0}\right)=\emptyset \wedge \forall j \in[r] 0 \text {-free }\left(t_{j}\right) \subseteq Y_{w} \\
& =a \mapsto \llbracket t_{0}, \mathscr{A} \rrbracket \rho\left(\left[t_{1}, \mathscr{A} \rrbracket \rho\left[y_{w} / a\right], \ldots, \llbracket t_{r}, \mathscr{A} \rrbracket \rho\left[y_{w} / a\right]\right)\right. \\
& =a \mapsto \mathbb{I} t_{0}\left(t_{1}, \ldots, t_{r}\right), \mathscr{A} \mathbb{\|} \rho\left[y_{w} / a\right] \\
& \text { since } 0 \text {-free }\left(t_{0}\right)=\emptyset \\
& =\llbracket \lambda y_{w} \cdot t, \mathscr{A} \rrbracket \rho \\
& \wedge \text { level }\left(t_{0}\right)>1 \text { immediate by induction since } t \\
& \text { locally closed implies } \\
& \forall j \in\{0, \ldots, r\} 0 \text {-free }\left(t_{j}\right)=\emptyset \text {; } \\
& t=\lambda y_{v}, t^{\prime} \wedge v \in I^{*} \curvearrowright \llbracket c_{w}(t), D(\mathscr{A}) \rrbracket \rho^{\prime} \\
& =\llbracket C_{v}\left(t^{\prime}\right), D(\mathscr{A}) \rrbracket \rho^{\prime} \\
& =\llbracket \lambda y_{v} \cdot t^{\prime}, \mathscr{A} \rrbracket \rho \\
& \text { by induction hypothesis since } t \\
& \text { locally closed implies } \\
& 0-\text { free }\left(t^{\prime}\right) \subseteq Y_{v} \\
& =\llbracket t, \mathscr{A} \rrbracket \rho ; \\
& t=\lambda y_{\alpha} \cdot t^{\prime} \wedge \operatorname{level}\left(t^{\prime}\right)>0 \\
& \curvearrowright \llbracket c_{w}(t), D(\mathscr{A}) \rrbracket \rho^{\prime} \\
& =\llbracket \lambda y_{\alpha} \cdot \mathcal{C}_{w}\left(t^{\prime}\right), D(\mathscr{A}) \rrbracket \rho^{\prime} \\
& =f \mapsto \mathbb{C} c_{w}\left(t^{\prime}\right), D(\mathscr{A}) \rrbracket \rho^{\prime}\left[y_{a} / f\right] \\
& =f \mapsto \mathbb{H}^{\prime}, \overrightarrow{\mathbb{N}} \rho\left[y_{\alpha} / f\right] \\
& \text { by induction hypothesis since } t \\
& \text { locally closed } \sim 0-\text { free }\left(t^{\prime}\right)=\emptyset \\
& =\llbracket t, \mathscr{A} \rrbracket \rho \text {. }
\end{aligned}
$$

Now let $S \in n+1-\lambda(\Omega), \operatorname{var}(S)=X$. Corresponding to $S$ we define a level- $n$ $\lambda$-acheme over $D(\Omega)$ by

$$
\begin{gathered}
c\left(S^{\prime}: D^{\prime}(X) \rightarrow T_{D(\Omega), D(X), D(Y){ }^{*}}\right. \\
c(S)\left(x^{\prime}\right):=c_{e}(S(x))
\end{gathered}
$$

## Corollary A.7.

$$
\forall S \in n+1-\lambda(\Omega) \forall \mathscr{A} \in \Delta-\operatorname{alg} \Omega\|S . s \mathbb{S}\|=\|c(S), D(\mathscr{A})\|() .
$$

Proof. Let $S \in n+1-\lambda(\Omega), \operatorname{var}(S)=\left\{x_{0}, \ldots, x_{N}\right\}$, and $\alpha:=$ type $\left(x_{0}\right) \cdots$ type $\left(x_{N}\right)$, $\alpha^{\prime}:=\operatorname{type}\left(x_{0}^{\prime}\right) \cdots \cdot \operatorname{type}\left(x_{N}^{\prime}\right)$.

We frst show by induction on $k \in \omega$ :

$$
\operatorname{pr}_{j} c(S)_{D(\mathscr{A})}^{k}\left(\perp_{A^{\alpha}}\right)= \begin{cases}\operatorname{pr}_{j} S_{\mathscr{A}}^{k}\left(\perp_{A^{\alpha}}\right) & \text { if level }\left(x_{j}\right)>0  \tag{*}\\ () \mapsto \mathrm{pr}_{j} S_{\mathscr{A}}^{k}\left(\perp_{A^{\alpha}}\right) & \text { otherwise }\end{cases}
$$

$-k=0$ : trivial since $\perp_{A^{(e, i)}}=() \mapsto \perp_{A^{i}}$.
$-k \rightarrow k+1$ :

$$
\begin{aligned}
& \operatorname{pr}_{j} c(S)_{D(\mathcal{A R})}^{k+1}\left(\perp_{A^{\alpha^{\prime}}}\right) \\
& =\llbracket c(S)\left(x_{j}^{\prime}\right), D(\mathscr{A}) \rrbracket \tilde{\rho} \\
& \text { with } \tilde{\rho} \llbracket x_{r}^{\prime} \rrbracket=\operatorname{pr}_{r} c(S)_{D(\mathscr{A})}^{k}\left(\perp_{A^{\alpha^{\prime}}}\right) \\
& =\llbracket c_{e}\left(S\left(x_{j}\right)\right), D(\mathscr{A}) \rrbracket \rho^{\prime} \\
& \text { with } \rho \llbracket x_{r} \rrbracket=\operatorname{pr}_{r} S_{\mathcal{A}}^{k}\left(\perp_{A^{\alpha}}\right) \\
& \text { since level }\left(x_{r}\right)=0 \curvearrowright \\
& \rho \llbracket x_{r}^{\prime} \rrbracket \stackrel{\text { I.H. }}{=}() \mapsto \operatorname{pr}_{r} S_{\mathscr{A}}^{k}\left(\perp_{A^{\alpha}}\right)=\rho^{\prime} \llbracket x_{r}^{\prime} \rrbracket \\
& \text { (level }\left(x_{r}\right)>0 \text { analogous by induction hypothesis) } \\
& = \begin{cases}\llbracket S\left(x_{j}\right), \mathscr{A} \rrbracket \rho & \text { if level }\left(x_{j}\right)>0, \\
\llbracket \lambda . S\left(x_{i}\right), \mathscr{A} \rrbracket \rho & \text { otherwise }\end{cases} \\
& \text { by Lemma A. } 6 \\
& =\left\{\begin{array}{l}
\operatorname{pr}_{j} S_{s d}^{k+1}\left(\perp_{A^{\alpha}}\right) \quad \text { if level }\left(x_{i}\right)>0, \\
() \mapsto \mathrm{pr}_{i} S_{s d}^{k+1}\left(\perp_{A^{\alpha}}\right) \text { otherwise. }
\end{array}\right.
\end{aligned}
$$

We now show the assertion of the corollary.

## Case 1:

$$
\begin{aligned}
& \text { level }\left(x_{0}\right)=0 \\
& \sim \llbracket c(S), D(\mathscr{A}) \rrbracket() \\
& =\operatorname{pr}_{1} \bigsqcup_{k} c(S)_{D(\mathscr{A})}^{k}\left(\perp_{A^{\alpha^{\alpha}}}\right) \downarrow_{D(\mathscr{A})}() \\
& =\operatorname{pr}_{1} \bigsqcup_{k} c(S)_{D(\mathscr{A})}^{k}\left(\perp_{A^{\alpha}}\right)() \\
& \begin{array}{ll}
(*) & \text { since level }\left(x_{0}^{\prime}\right)=0 \\
=\operatorname{pr}_{1} \bigsqcup_{k} S^{\left.k_{\left(1 A^{\alpha}\right.}\right)} \\
=\llbracket S, \mathscr{A} \rrbracket & \text { since level }\left(x_{0}\right)=0 .
\end{array}
\end{aligned}
$$

Case 2:

$$
\begin{aligned}
& \text { level }\left(x_{9}\right)>0 \\
& \sim \llbracket c(S), D(\mathscr{A}) \rrbracket() \\
& =\left.\operatorname{pr}_{1}\right|_{k} c\left(S^{\prime}\right)_{D(\mathscr{A})}^{k}\left(\perp_{A^{\alpha}}\right) \downarrow_{D(S Q)}() \\
& =\operatorname{pr}_{1} \|_{k} S_{\mathscr{A}}^{k}\left(\perp_{A^{\alpha}}\right) \downarrow_{D(\mathscr{A})}() \\
& =\operatorname{pr}_{1} \|_{k} S_{\mathscr{A}}^{k}\left(\perp_{A^{x}}\right) \downarrow_{\mathbb{A}}=\llbracket S, \mathscr{A} \rrbracket .
\end{aligned}
$$

Tlae corollaries in this chapter show that we can translate $\lambda$-schemes in a stepwise fashion into an $n$-rational scheme and vice versa. This proves the equivalence of the two definstions of recursion on higher $t / p$ pes.

Theorem A.8. $n-\lambda(\Omega) \sim n-R(\Omega)$.

Proof. ' $\leqslant$ ' Let $S \in n-\lambda(\Omega), \mathscr{A} \in \Delta$-alg $\Omega$.

$$
\begin{aligned}
\llbracket S, \mathscr{A} \rrbracket & =\llbracket c^{n}(S), D^{n}(\mathscr{A}) \rrbracket(\underbrace{( }_{n}) \cdots() \quad \text { Corollary A. } 7 \\
& =\llbracket c^{n}(\mathcal{S}), D^{2}(\mathscr{A}) \rrbracket \downarrow_{A} \\
& =\llbracket c^{n}(\mathbb{S}), \mathscr{A} \rrbracket .
\end{aligned}
$$

‘$\equiv \geq$ " similarly using Corollary A.3.
Remark. Since the size of'a translated term is bounded linearly by the size of the original term we have

$$
\begin{aligned}
& \operatorname{size}\left(c^{n}(S)\right) \leqslant p(\operatorname{size}(S)) \\
& \operatorname{size}\left(y^{n}(S)\right) \leqslant p^{\prime}(\operatorname{size}(S)) \quad \text { for polynomials } p, p^{\prime}
\end{aligned}
$$

## PART II. LEVEL-N LANGUAGES

In part one of this paper, we developed a theory of level- $n$ schemes. In particular level-n grammars were introduced to generate (in the schematic case) approximations of the infinite tree of a scheme. It turned out, that OI-derivations are sufficient to generate all trees in a leveli-n language.

Contrary to the context-free string case, the classes of languages generated by level- $n$ grammars using rightmost (or innermost-outermost) and leftmost (or outer-most-innermost) cerivations are incomparable [30]. In this part we apply the results of part one to establish closure properties, decidability results, and various characterizations for level-n IO- and OI-languages and prove both hierarchies to be infinite. Sufficient conditions are derived to prove strictness of IO-like hierarchies. It is shown that level- $n$ schemes form a strict hierarchy.

## 7. OIf

In this section we study the families $n-\mathscr{L}_{\text {OI }}$ of languages generated by level- $n$ grammars (in OI- or, equivalently, unrestricted mode of derivation). It will turn out that level- $n$ languages share almost all essential properties with the first three members in the OI-hierarchy and thus indeed form a natural, perhaps the natural extension of the (revised) Chomsky-hierarchy (cf. [70]) of regular, context-free and macro languages.

After presenting example languages at each level, we prove a fixed-point characterization, which gives the link between level- $n$ languages and level- $n$ schemes. We show that the family $n-\mathscr{L}_{\mathrm{OI}}(\Omega)$ coincides with the class of languages obtained by interpreting level- $n$ schemes over $\Omega_{+}$in the power-set algebra of (tree-) languages over $\Omega$. As an immediate consequence we inherit a Chomsky-ncrmalform from level $n$ schemes. To demonstrate the usefulness of the fixed-point characterization, we apply the MW-theorem to obtain an casy algebraic proof of the decidability of the emptiness problem of level- $n$ languages.

To substantiate the claim of naturalness of the OI-hierarchy, we show that it 'solves' the language-family producing diagram of the introduction. This involves two miore characterization theorems: level- $n$ OI string languages coincide with the path languages of level-n OI tree languages and the frontier languages of level( $n-1$ ) OI tree languages.
We close the section by investigating closure properties. An extension of the classical state-product construction for context-free (tree-) grammars (cf. [61]) shows that levei-n OI languages are size-closed under intersection with regular sets. This answers a question raised by Schmidt [58]. Together with the decidability of emptiness this demonstrates recursiveness of level- $n$ languages. Finally, closure of level- $n$ trees under tree-homomorphisms implies substitution-closure of level- $n$ string languages, hence for monadic $\Omega n-\mathscr{L}_{\mathrm{OI}}(\Omega)$ fcrms a substitution closed AFL.

### 7.1. Example languages

It will be shown that level- $n$ languages are in essence exponentially thinner than level- $(n-1)$ languages. In this subsection we define sample languages $L_{n} \in n-\mathscr{L}_{\text {or }}$ which are typical in this sense:

Let $\Omega=\{e, a, b\}$ with ypes $(c, i), \mathbf{1}, 1$.
Define the language $L_{n}\left(f{ }_{\text {for }} n>2\right)$ by


We first show by means of an example how $L_{3}$ can be generated by a level-3 grammar. In this section we identify $e()$ and $e$ and define $y_{m}:=y_{1, m}$ for $m \in \omega$.

Example. Let $X=\left\{x_{0}, x_{1}, x_{2}, x_{3}, A, B\right\}$ with types $0,2,3,3,3,2$. Let $G_{3} \in$ $3-N \lambda(\Omega)$ be defined by

$$
\begin{aligned}
& x_{0}=x_{3}\left(x_{1}\right)(b)(e), \\
& x_{1} \downarrow=y_{1}\left(y_{1}\left(y_{0}\right), \quad x_{2} \downarrow=y_{2}\left(y_{2}\left(y_{1}\right)\right)!,\right. \\
& A \downarrow=y_{2}(a)\left(y_{1}\left(y_{0}\right), \quad B \downarrow=b\left(y_{1}\left(y_{0}\right)\right),\right. \\
& x_{3} \downarrow=x_{3}\left(x_{2}\left(y_{2}\right)\right)\left(B\left(y_{1}\right)\right)(A \downarrow), \quad x_{3} \downarrow=A \downarrow .
\end{aligned}
$$

In the following derivation of $a^{16} b^{3} a^{4} b^{2} a^{2} b(e)$ we view a textual substitution hollowed by a complete evaluation of all actual parameters as one derivation step.

$$
\begin{aligned}
& x_{0} \Rightarrow \stackrel{\downarrow}{x_{3}}\left(x_{1}\right)(b)(e) \\
& \Rightarrow x_{3}\left(x_{2}\left(x_{1}\right)\right)(B(\dot{b}))\left(\stackrel{\downarrow}{A}\left(x_{1}\right)(b)(e)\right) \\
& \left.\left.\Rightarrow \stackrel{\downarrow}{\downarrow} \stackrel{\downarrow}{ } \quad x_{3}\left(x_{2}\left(x_{1}\right)\right)(B)(b)\right)\left(x_{1}(a)\right)\right) \\
& \begin{aligned}
& \downarrow \\
& \Rightarrow x_{3}\left(x_{2}\left(x_{1}\right)\right)(B(b))\left(a^{a^{2} b(e)}\right) \\
& \downarrow
\end{aligned} \\
& \Rightarrow x_{3}\left(x_{2}^{2}\left(x_{1}\right)\right)\left(B^{2}(b)\right)\left(A\left(x_{2}\left(x_{1}\right)\right)(B(b))\left(a^{2} b(e)\right)\right) \\
& \Rightarrow x_{3}\left(x_{2}^{2}\left(x_{1}\right)\right)\left(B^{2}(b)\right)\left(x_{2}\left(x_{1}\right)(a)\left(B(b)\left(a^{2} b(e)\right)\right)\right) \\
& \Rightarrow x_{3}\left(x_{2}^{2}\left(x_{1}\right)\right)\left(B^{2}(b)\right)\left(x_{2}\left(x_{1}\right)(a)\left(b^{2} a^{2} b(e)\right)\right) \\
& \Rightarrow x_{3}\left(x_{2}^{2}\left(x_{1}\right)\right)\left(B^{2}(b)\right)\left(x_{1}\left(x_{1}(a)\right)\left(b^{2} a^{2} b(e)\right)\right) \\
& \Rightarrow x_{3}\left(x_{2}^{2}\left(x_{1}\right)\right)\left(B^{2}(b)\right)\left(x_{1}(a)\left(x_{1}(a)\left(b^{2} a^{2} b(e)\right)\right)\right) \\
& \Rightarrow x_{3}\left(x_{2}^{2}\left(x_{1}\right)\right)\left(B^{2}(b)\right)\left(x_{1}(a)\left(a^{2} b^{2} a^{2} b(e)\right)\right) \\
& \Rightarrow \stackrel{\downarrow}{x_{3}}\left(x_{2}^{2}\left(x_{1}\right)\right)\left(B^{2}(b)\right)\left(a^{4} b^{2} a^{2} b(e)\right) \\
& w_{1}=a^{2} b(e) \\
& w_{2}=a^{4} b^{2} a^{2} b(e)
\end{aligned}
$$

$$
\begin{aligned}
& \Rightarrow \stackrel{\downarrow}{A}\left(x_{2}^{2}\left(x_{1}\right)\right)\left(B^{2}(b)\right)\left(a^{4} b^{2} a^{2} b(e)\right) \\
& \left.\Rightarrow \stackrel{\downarrow}{\stackrel{\downarrow}{2}} x_{2}^{2}\left(x_{1}\right)(a)(B(b))\left(a^{4} b^{2} a^{2} b(e)\right)\right) \\
& \Rightarrow x_{2}^{2}\left(x_{1}\right)(a)\left(b\left(B(b)\left(a^{4} b^{2} a^{2} b(e)\right)\right)\right) \\
& \Rightarrow \quad \stackrel{\downarrow}{\Rightarrow} x_{2}\left(x_{2}\left(x_{1}\right)\right)(a)\left(b^{3} a^{4} b^{2} a^{2} b(e)\right) \\
& \begin{aligned}
& \downarrow \\
& x_{2}\left(x_{1}\right)\left(x_{2}\left(x_{1}\right)(a)\right)\left(b^{3} a^{4} b^{2} a^{2} b(e)\right)
\end{aligned} \\
& \stackrel{\downarrow}{\Rightarrow}{ }_{x_{1}}\left(x_{1}\left(x_{2}\left(x_{1}\right)(a)\right)\right)\left(b^{3} a^{4} b^{2} a^{2} b(e) ;\right. \\
& \Rightarrow \stackrel{\downarrow}{\downarrow} x_{1}\left(x_{2}\left(x_{1}\right)(a)\right)\left(x_{1}\left(x_{2}\left(x_{1}\right)(a)\right)\left(b^{3} a^{4} b^{2} a^{2} b(e)\right)\right) \\
& \underset{ }{\stackrel{\downarrow}{ }} \underset{x_{1}\left(x_{2}\left(x_{1}\right)(a)\right)\left(x_{2}\left(x_{1}\right)(a)\left(x_{2}\left(x_{1}\right)(a)\left(b^{3} a^{4} b^{2} a^{2} b(e)\right)\right)\right)}{ } \\
& \left.\Rightarrow \quad \stackrel{\downarrow}{\downarrow} x_{1}\left(x_{2}\left(x_{1}\right)(a)\right)\left(x_{2}\left(x_{1}\right)(a)\left(x_{1}(a)\right)\left(b^{3} a^{4} b^{2} a^{2} b(e)\right)\right)\right) \\
& \Rightarrow x_{1}\left(x_{2}\left(x_{1}\right)(a)\right)\left(x_{2}\left(x_{1}\right)(a)\left(x_{1}(a)\left(x_{1}(a)\left(b^{3} a^{4} b^{2} a^{2} b(e)\right)\right)\right)\right) \\
& \Rightarrow x_{1}\left(x_{2}\left(x_{1}\right)(a)\right)\left(x_{2}\left(x_{1}\right)(a)\left(x_{1}(a)\left(a^{2} b^{3} a^{4} b^{2} a^{2} b(e)\right)\right)\right) \\
& \Rightarrow x_{1}\left(x_{2}\left(x_{1}\right)(a)\right)\left(x_{2}\left(x_{1}\right)(a)\left(a^{4} b^{3} a^{4} b^{2} a^{2} b(e)\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& \Rightarrow \quad \underset{x_{1}\left(x_{2}\left(x_{1}\right)(a)\right)\left(x_{1}(a)\left(x_{1}(a)\left(a^{4} b^{3} a^{4} b^{2} a^{2} b(e)\right)\right)\right)}{ } \\
& \Rightarrow x_{1}\left(x_{2}\left(x_{1}\right)(a)\right)\left(x_{1}(a)\left(a^{6} b^{3} a^{4} b^{2} a^{2} b(e)\right)\right) \\
& \Rightarrow \stackrel{\downarrow}{x_{1}\left(x_{2}\left(x_{1}\right)(a)\right)\left(a^{8} b^{3} a^{4} b^{2} a^{2} b(e)\right)} \\
& \left.\stackrel{\downarrow}{\Rightarrow} \stackrel{\downarrow}{x_{2}}\left(x_{1}\right)(a)\left(x_{2}\left(x_{1}\right)(a)\left(a^{8} b^{3} a^{4} b^{2} a^{2} b(e)\right)\right)\right) \\
& \stackrel{2}{\Rightarrow} \stackrel{\downarrow}{\underset{\Rightarrow}{x}} \underset{x_{1}(a)\left(x_{1}(a)\right)\left(x_{1}(a)\left(x_{1}(a)\left(a^{8} b^{3} a^{4} b^{2} a^{2} b(e)\right)\right)\right)}{\downarrow}
\end{aligned}
$$

$$
\begin{aligned}
& \stackrel{2}{\Rightarrow} a^{16} b^{3} a^{4} b^{2} a^{2} b(e)=w_{3} .
\end{aligned}
$$

Obviously, $x_{1}$ and $x_{2}$ define copy-functions of type 2 and 3 respectively. The characteristic exponential growth is due to the possibility of defining an arbitrary
number of iterations of copy functions of the highest type in each case and successively applying them to copy-functions of a lower type.
We now show that the obvious generalizations of $G_{3}$ generate the languages $L_{n}$.
Lemma 7.1. $\forall n \equiv 3 \quad L_{n} \in n-\mathscr{L}_{\mathrm{OI}}(\Omega)$.
Proof. Let $n \geqslant 3$. Define $G_{n} \in n-N \lambda(\Omega)$ by

$$
\begin{equation*}
\operatorname{var}\left(G_{n}\right)=\left\{x_{0}, \ldots, x_{n}, A, B\right\} \tag{1}
\end{equation*}
$$

with

$$
\begin{aligned}
& \operatorname{type}\left(x_{0}\right)=0, \quad \forall j \leq[n-1] \quad \operatorname{type}\left(x_{i}\right)=j+1, \\
& \operatorname{type}(A)=\operatorname{type}\left(x_{n}\right)=n \quad \operatorname{type}(B)=2 .
\end{aligned}
$$

$$
\begin{align*}
& x_{0}=x_{n}\left(x_{n-2}\right) \cdots\left(x_{1}\right)(b)(e),  \tag{2}\\
& x_{i} \downarrow=y_{i}\left(y_{i}\left(y_{i-1}\right)\right), \quad \text { for } j \in[n-1], \\
& A \downarrow:=y_{n-1}\left(y_{n-2}\right) \cdots\left(y_{2}\right)(a)\left(y_{1}\left(y_{0}\right)\right), \quad B \downarrow=b\left(y_{1}\left(y_{0}\right)\right), \\
& x_{n} \downarrow=x_{n}\left(x_{n-1}\left(y_{n-1}\right)\right)\left(y_{n-2}\right) \cdots\left(y_{2}\right)\left(B\left(y_{1}\right)\right)(A \downarrow), \\
& x_{n} \downarrow=A \downarrow .
\end{align*}
$$

We now show that the copy-functions have the desired characteristics.
Let $m \in[n-1], k \in \omega$. By induction on $k$ it follows immediately

$$
\left(x_{m n}\left(\sigma_{m}\right\rangle\right)^{k}\left(\sigma_{m-1}\right) \cdots\left(\sigma_{0}\right) \stackrel{*}{\Rightarrow} \sigma_{m}^{2 k}\left(\sigma_{m-1}\right) \cdots\left(\sigma_{0}\right)
$$

Asserion 1.

$$
x_{m}^{k}\left(\sigma_{m}\right)\left(\sigma_{m-1}\right) \cdots\left(\sigma_{0}\right) \stackrel{*}{\Rightarrow} \sigma_{m}^{2 k}\left(\sigma_{m-1}\right) \cdots\left(\sigma_{0}\right)
$$

$-k=0$ : trivial.
$-k \rightarrow k+1$ :

$$
\begin{aligned}
& x_{m}^{k+1}\left(\sigma_{m}\right)\left(\sigma_{m-1}\right) \cdots\left(\sigma_{0}\right) \\
& \quad:=x_{m}^{k}\left(x_{m}\left(\sigma_{m}\right)\right)\left(\sigma_{m-1}\right) \cdots\left(\sigma_{0}\right) \\
& \quad \stackrel{*}{\Rightarrow}\left(x_{m}\left(\sigma_{m}\right)\right)^{2 k}\left(\sigma_{m-1}\right) \cdots\left(\sigma_{0}\right) \quad \text { induction hypothesis } \\
& \quad \stackrel{*}{\Rightarrow} \sigma_{m}^{2+1}\left(\sigma_{m-1}\right) \cdots\left(\sigma_{0}\right) .
\end{aligned}
$$

Thus it follows:
Assertion 2.

$$
x_{m}^{k}\left(x_{m-1}\right) \cdots\left(x_{1}\right)(a)(w) \stackrel{*}{\Rightarrow} a^{\stackrel{m}{2}}(w) .
$$

## Proof.

$$
\begin{aligned}
& -m=1: \quad x_{1}^{k}(a)(w)=a^{2 k}(w) \quad \text { by Assertion } 1 . \\
& -m \rightarrow m+1: \quad x_{m+1}^{k}\left(x_{m}\right) \cdots\left(x_{1}\right)(a)(w) \stackrel{*}{\Rightarrow} \\
& \stackrel{*}{\Rightarrow} x_{m}^{2 k}\left(x_{m-1}\right) \cdots\left(x_{1}\right)(a)(w) \quad \text { by Assertion } 1 \\
& \stackrel{*}{\Rightarrow} a^{\stackrel{m}{2}}(w) \\
& =a^{2+1}(w) . \\
& { }^{n-1} \hat{2}^{k} \\
& \text { Let } w_{0}:=e, w_{k+1}:=a^{2} \quad b^{k+1}\left(w_{k}\right) \text {. }
\end{aligned}
$$

## Assertion 3.

$$
x_{0} \stackrel{*}{\Rightarrow} x_{n}\left(x_{n-1}^{k}\left(x_{n-2}\right)\right)\left(x_{n-3}\right) \cdots\left(x_{1}\right)\left(B^{k}(b)\right)\left(w_{k}\right) .
$$

$-k=0$ : trivial.
$-k \rightarrow k+1$ :

$$
\begin{gathered}
x_{0} \stackrel{*}{\Rightarrow} x_{n}\left(x_{n-1}^{k}\left(x_{n-2}\right)\right)\left(x_{1-3}\right) \cdots\left(x_{1}\right)\left(B^{k}(b)\right)\left(w_{k}\right) \\
\Rightarrow x_{n}\left(x_{n-1}^{k+1}\left(x_{n-2}\right)\right)\left(x_{12-3}\right) \cdots\left(x_{1}\right)\left(B^{k+1}(b)\right) \\
\underbrace{\left(A\left(x_{n-1}^{k}\left(x_{n-2}\right)\right)\left(x_{n-3}\right) \cdots\left(x_{1}\right)\left(B^{\dot{c}}(b)\right)\left(w_{k}\right)\right)}_{=:}
\end{gathered}
$$

It therefore suffices to show $t_{k} \stackrel{*}{\Rightarrow} w_{k+1}$.
This follows immediately from Assertion 2:

$$
\begin{aligned}
t_{k} & \Rightarrow x_{n-1}^{k}\left(x_{n-2}\right)\left(x_{n-3}\right) \cdots\left(x_{1}\right)(a)\left(B^{k}(b)\left(w_{k}\right)\right) \\
& \stackrel{k}{\Rightarrow} x_{n-1}^{k}\left(x_{n-2}\right)\left(x_{n-3}\right) \cdots\left(x_{1}\right)(a)\left(b^{k+1}\left(w_{k}\right)\right) \\
& \stackrel{n-1}{\Rightarrow} a^{2} b^{k+i}\left(w_{k}\right)=w_{k+1} .
\end{aligned}
$$

From Assertion 3 it follows immediately $L_{n} \subseteq L\left(G_{n}\right)$.
It should be obvious that these are also the only derivable words.

### 7.2. Ficed-point characterization

Let $G$ be a level- $n$ grammar with terminals $\Omega$. Clearly there is unly one canonical way of associating a functional $G_{\mathrm{PT}_{\Omega}}$ with $G$, such that (the first component of) its least fixed-point yields the language generated by $G$ : define $G_{+} \in n-\lambda\left(\Omega_{+}\right)$by viewing, the nondeterministic choice in the productions of a nonterminal $x$ as an operation symbol + (cf. Subsection 1.1). Then, by the Mezei-Wright theorem and the operational characterization of the infinite tree of $\boldsymbol{G}_{+}$,

$$
\mathbb{W} G_{+},\left(\mathscr{P} \mathscr{T}_{\Omega}\right)_{+} \mathbb{I}=\bigcup \operatorname{set}\left(L\left(G_{+\perp}\right)\right) ;
$$

hence it suffices to prove (by a straightforward induction on the length of a derivation) that the (Jo set-image of the schematic language generated by $G_{+}$ coincides with the lainguage generated by $G$. Thus the fixed-point characterization is essentially a coroliary to the completeness of the operational semantics.

On the other hand, each level- $n$ scheme cver $\Omega_{+}$can be viewed as a level- $n$ grammar by associating with a nonterminal $x$ the set-image of the right-hand side of $x$ in $G_{+}$. This proves

Theorem \% 2. $n-\mathscr{L}_{\mathrm{OI}}(\Omega)=\left\{\left[S, \mathscr{P P}_{\Omega} \rrbracket \mid S \in n-\lambda\left(\Omega \Omega_{+}\right)\right\}\right.$.

Proof, ' $\supseteq$ ' Let $S \in n-\lambda\left(\Omega_{+}\right)$. Let + occut without loss of generality (see Corcllary 4.12) only in the rule $P \downarrow=+\downarrow$.

Then set $\circ S \in n-N i(\Omega)$ is identical to $S$ excluding the rules $P \downarrow=y_{1, i} \mid y_{2, i}$.
Moreover we have

$$
\begin{array}{rlrl}
\llbracket S, \mathscr{P} \mathscr{T}_{\Omega} \rrbracket & =\operatorname{set}(T(S)) & & \text { Corollary } 4.11 \\
& =\operatorname{set}\left(\left\lfloor L\left(S_{\perp}\right)\right)\right. & & \text { Theorem } 6.7 \\
& =\bigcup \operatorname{set}\left(L\left(S_{\perp}\right)\right) &
\end{array}
$$

Because of Corollary 6.6 it therefore suffices to show

$$
\begin{equation*}
\bigcup \operatorname{set}\left(L_{\mathrm{OI}}\left(S_{\perp}\right)\right)=L_{\mathrm{OI}}(\operatorname{set} \circ S) \tag{*}
\end{equation*}
$$

Assertion 1.
$-k=0$ : trivial.

Let $\left(t_{0}, t_{1}, \ldots, t_{k}\right)$ be a linearization of $t$ so that $t_{1}=x\left(\sigma_{m}\right) \cdots\left(\sigma_{0}\right)$ is replaced.

Case 1: $t^{\prime}=t_{0}\left[1, t_{2}, \ldots, t_{k}\right]$.

$$
\begin{aligned}
& \left.s^{\prime} \in \operatorname{set}\left(t^{\prime}\right)=\operatorname{set}\left(t_{0}\right) \lll \emptyset,\left\{t_{2}\right\}, \ldots,\left\{t_{k}\right\}\right) \\
& \curvearrowright \exists s_{0} \in \operatorname{ser}\left(t_{0}\right) \text { without occurrences of } y_{1, i} \quad \text { such that } s^{\prime}=s_{0}\left[t_{1}, t_{2}, \ldots, \varepsilon_{k}\right] \\
& \sim s^{\prime} \in \operatorname{set}(t) \curvearrowright x_{0} \downarrow \underset{\text { Ol }}{*} s^{\prime} \text { in set }{ }^{\circ} S \text { by induction hypothesis. }
\end{aligned}
$$

Case 2: $t^{\prime}=t_{0}\left[+\left(\sigma, \sigma^{\prime}\right), t_{2}, \ldots, t_{k}\right]$ with $\left(\sigma, \sigma^{\prime}\right)=\sigma_{0}, m=0$.
Linearity of $t_{0} \wedge s^{\prime} \in \operatorname{set}\left(t^{\prime}\right)=\operatorname{set}\left(t_{0}\right) \leftarrow\left(\left\{\sigma, \sigma^{\prime}\right\},\left\{t_{2}\right\}, \ldots,\left\{t_{k}\right\}\right)$
$\curvearrowright \exists s_{0} \in \operatorname{set}\left(t_{0}\right) s^{\prime}=s_{0}\left[\sigma, t_{2}, \ldots, t_{k}\right] \vee s^{\prime}=s_{0}\left[\sigma^{\prime}, t_{2}, \ldots, t_{k}\right]$
$\curvearrowright x_{0} \downarrow \stackrel{*}{\mathrm{Ol}} t_{0}\left[P\left(\sigma, \sigma^{\prime}\right), t_{2}, \ldots, t_{k}\right]$ in set $\circ S$ by I.H.

$$
\Longrightarrow s^{\prime} \text { since } P \downarrow=y_{1, i} \mid y_{2, i} \text { in set } \circ S .
$$

Case 3: $x \neq P$, no $\perp$-rule.
Immediate by induction hypothesis since set $\circ S(x)=\{S(x)\}$ is the only $x$-rule.
Assertion 2.

$$
x_{0} \downarrow \underset{\text { oi,set } 0 \mathrm{~S}}{\stackrel{k}{\Longrightarrow}} s \curvearrowright \dot{\exists} t x_{0} \downarrow \underset{\mathrm{O}_{1, S_{1}}}{*} t \wedge s \in \operatorname{set}(t) .
$$

$-k=0$ : trivial.
$-k \rightarrow k+1$ : Consider $x_{0} \downarrow \underset{\text { O1 }}{\stackrel{k}{\Longrightarrow}} s \underset{\text { O1 }}{\Longrightarrow} s^{\prime}$ in set $\circ S$.
Let $\left(s_{0}, s_{1}, \ldots, s_{k}\right)$ be a linearization of $s$, so that $s_{1}=x\left(\sigma_{m} ; \ldots\left(\sigma_{0}\right)\right.$ is replaced.
Case 1: $x=P, m=0, \sigma_{0}=\left(\sigma, \sigma^{\prime}\right), s^{\prime}=s_{0}\left[\sigma, s_{2}, \ldots, s_{k}\right]$ (without loss of generality).

$$
\begin{aligned}
& \curvearrowright x_{0} \downarrow \underset{\text { ol }}{\stackrel{*}{\Longrightarrow}} t \text { by I.H. for a } t=t_{0}\left[s_{1}, \ldots, s_{k}\right] \text { with } s_{0} \in \operatorname{set}\left(t_{0}\right) \\
& \curvearrowright x_{0} \downarrow \underset{\text { or, } s_{\perp}}{*} t^{\prime}:=t_{0}\left[+\left(\sigma, \sigma^{\prime}\right), s_{2}, \ldots, s_{k}\right] \wedge s^{\prime} \in \operatorname{set}\left(\iota^{\prime}\right) .
\end{aligned}
$$

Case 2: $x \neq P$ : Immediate by induction hypothesis.
This allows to proof ( $*$ ):
' $\subseteq$ '

$$
\begin{aligned}
& s \in \bigcup \operatorname{set}\left(L_{\mathrm{Or}}\left(S_{\perp}\right)\right) \curvearrowright \exists t \in \mathrm{FT}_{: 2_{+}} x_{0} \downarrow \underset{\text { Ol, }_{\perp}}{*} t \wedge s \in \operatorname{set}(t) \\
& \sim x_{0} \downarrow \underset{\text { Ot,set } \circ S}{*} s \text { by Assertion } 1 .
\end{aligned}
$$

'?'

$$
\begin{aligned}
s \in L_{\mathrm{OI}}(\operatorname{set} \circ S) & \curvearrowright x_{0} \downarrow \stackrel{\mathrm{OI}, \text { set } \circ S^{*} s \in T_{\Omega}}{*} \\
& \curvearrowright \exists t \in \mathrm{FT}_{\Omega_{+}, X} x_{0} \downarrow \stackrel{\text { OI,S}}{*} t \wedge s \in \operatorname{set}(t) \quad \text { by Assertion } 2 .
\end{aligned}
$$

Let $\left(t_{0}, t_{1}, \ldots, t_{k}\right)$ be a linearization of $t$.
Case 1: $k=0 \frown t \in \mathrm{FT}_{\Omega_{+}} \curvearrowright t \in L_{\mathrm{OI}}\left(S_{\perp}\right)$.
Case 2: $k>0$.
Since

$$
\begin{aligned}
s \in T_{\Omega} \curvearrowright s \in \operatorname{set}\left(t_{0}\right) \curvearrowright & s \in \operatorname{set}\left(t_{0}[\perp, \ldots, \perp]\right) \\
& \wedge t \underset{{\mathrm{OH}, \mathrm{~s}_{\perp}}_{*}^{*}}{\tan }[\perp, \ldots, \perp]
\end{aligned}
$$

end of proof of $(*)$.
Thus ' 2 ' is proven.
' $\subseteq$ ' Let $G \in n-N \lambda(\Omega)$. Associate with $G$ an equivalent grammar $G^{\prime}$ with $\operatorname{var}\left(\mathcal{I}^{\prime}\right):=\operatorname{var}(G) \bigcup\{P\}$ by

$$
\begin{aligned}
& x \downarrow=t_{1}, \ldots, x \downarrow=i_{n} \text { all } x \text {-productions in } G \\
& \sim m=1 \quad x \downarrow=t_{1} \text { in } G^{\prime} \\
& m>1 \quad x \downarrow=P\left(t_{1}, \ldots, P\left(t_{m-1}, t_{m}\right) \ldots\right) \text { in } G^{\prime}
\end{aligned}
$$

and

$$
P_{\downarrow}=y_{1, i}, P \downarrow=y_{2, i} \text { in } G^{\prime}
$$

$$
\left\ulcorner * G^{\prime} \text { is determiristic up to the } P\right. \text {-productions. }
$$

Now let $G_{+}^{\prime} \in n-\lambda\left(\Omega_{+}\right)$denote the deterministic variant of $G^{\prime}$ with $P \downarrow=+\left(y_{1, i}, y_{2, i}\right)$. Then since set $\circ G_{+}^{\prime}=G^{\prime}$ it: holds

$$
\begin{aligned}
L(G) & =L\left(G^{\prime}\right)=L\left(\text { set } \circ G_{+}^{\prime}\right) \\
& =\bigcup \operatorname{sei}\left(L\left(G_{+\perp}^{\prime}\right)\right) \\
& =\operatorname{set}\left(\amalg L\left(G_{+1}^{\prime}\right)\right)
\end{aligned}
$$

$$
=\operatorname{set}\left(T\left(G_{+}^{\prime}\right)\right) \quad \text { Theorem } 6.7
$$

$$
=\llbracket G_{+}^{\prime}, \mathscr{P} \mathscr{T}_{2} \rrbracket \quad \text { Corollary 4.11. }
$$

As a first application of the fixed-point characterization we state the nondeterministic variant of the normalform theorem.

Corollary 7.3 (Chomsky-Normalform). For each grammar $G \in n-N \lambda(\Omega)$ one can effectively construct ant equivalent grammar $G^{\prime} \in n-N \lambda(\Omega)$ such that
(1) size $\left(\mathcal{G}^{\prime}\right) \leqslant p\left(\operatorname{size}\left(G^{\prime}\right)\right)$ for a polynomial $p$,
(2) $G$ is deterministic up to the productions

$$
P\left(y_{1, i}, y_{2, i}\right)=y_{1, i} \mid y_{2, i} \quad \text { for } P \in i \operatorname{ar}(G)
$$

(3) If $x \in \operatorname{var}(G) \backslash\{P\}$ and type $(x)=\left(\alpha_{m}, \ldots,\left(\alpha_{0}, i\right) \ldots\right)$, then

$$
x \downarrow=f y_{x_{0}} \quad \text { for } f \in \Omega, \quad \alpha_{j}=e \text { for } j \geqslant 1
$$

or

$$
=x^{\prime}\left\{y_{\alpha_{m}}\right) \cdots\left(y_{\alpha_{0}}\right) \text { for } x^{\prime} \in \operatorname{var}(G)
$$

or

$$
=y_{j, x_{p}(i j}\left(y_{\alpha_{p-1}}\right) \cdots\left(y_{\alpha_{0}}\right) \quad \text { with } \alpha_{p}(j)=\left(\alpha_{p-1}, \ldots,\left(\alpha_{0}, i\right) \ldots\right)
$$

or

$$
=x_{1}\left(x_{2}\left(y_{\alpha_{p}}\right), \ldots, x_{r}\left(y_{\alpha_{p}}\right)\right)\left(y_{c_{t_{p-1}}}\right) \cdots\left(y_{\alpha_{0}}\right) \quad \text { with } x_{y} \in \operatorname{var}(G)
$$

or

$$
\begin{aligned}
& =y_{, \alpha_{p}(1)}\left(y_{2, \alpha_{p}(2)}\left(y_{\alpha_{p-1}}\right), \ldots,\right. \\
& \left.\quad y_{k, \alpha_{p}(k)}\left(y_{\alpha_{p-1}}\right)\right)\left(y_{\alpha_{p-2}}\right) \cdots\left(y_{\alpha_{0}}\right) \quad \text { with } p \leqslant m \wedge k=l\left(\alpha_{p}\right) .
\end{aligned}
$$

In particular, $1-\mathscr{L}_{\mathrm{OI}}(\Omega)$ coincides with the class $\mathscr{C} \mathscr{F}(\Omega)$ of context-iree tree languages over $\Omega$.

### 7.3. Decidability of emptiness

In this subsection, we shall first give a simple algebraic proof of decidability of the emptiness problem for level-n Ol-tree languages and then analyse the algorithm to derive upper bounds for the depth of a tree in a nonempty level- $n$ language.

Consider some OI-language $L \in n-\mathscr{L}_{\text {OI }}(\Omega)$. By Theorem 7.2 we can represent $L$ as the semantics of a level- $n$ scherne $S \in n-\lambda\left(\Omega_{+}\right)$over the domain of tree languages over $\Omega$. In order to decide whether $\llbracket S,\left(\mathscr{P}_{\Omega}\right)_{+} \rrbracket$ is empty, it suffices by the MW-theorem to analyse the infinite tree $T(S)$. Thus we want to define a predicate test, such that

commutes. Here, empty denotes the predicate which sends $L$ to true iff $L=\emptyset$.
To define test, we shall give $\{$ trae, fianse $\}$ an $\Omega_{+}$structure.

Delinition 7.4. Let $C F=(B, \alpha)$ denote the $\Omega_{+}$-algebra with carrier $\{$true, false $\}$and assigament function given by:

$$
\begin{aligned}
& a \mapsto(() \mapsto \text { false }) \text { for } a \in \Omega^{(e, i)}, \\
& f \mapsto\left(\left(b_{1}, \ldots, b_{n}\right) \mapsto b_{1} \vee b_{2} \vee \cdots \vee b_{n}\right) \quad \text { for } f \in \Omega^{(w, i)}, \\
& +\mapsto\left(\left(b_{1}, b_{2}\right) \mapsto b_{1} \wedge b_{2}\right) .
\end{aligned}
$$

Lemma 7.5. Setting true $\leqslant$ false makes $\mathscr{B}$ into a $\Delta$-continuous $\Omega_{+}$-algebra with L-complete carrier.

Proof. For flat cpo's it suffices to prove the operations monotone, and this follows directly by checking the truth tables. Note that the join operation is given by

$$
\lfloor M=\text { false } \sim \text { false } \in M \quad \text { for } M \subseteq B
$$

Lemma 7.6. empty: $\left(\mathscr{P} \mathscr{T}_{\Omega}\right)_{+} \rightarrow \mathscr{B}$ is a $\left\lfloor\right.$-continuous $\Omega_{+}$-homomorphism.

Proof. (i) empty is an $\Omega_{+}$-homomorphism:

$$
\begin{aligned}
& \operatorname{empty}(\{a\})=\text { false }=\alpha(a)() \quad \text { for } a \in \Omega^{(e . i)}, \\
& \operatorname{empty}\left(f\left(L_{1}, \ldots, L_{n}\right)\right)=\operatorname{empty}\left(\left\{f\left(t_{1}, \ldots, t_{n}\right) \mid t_{i} \in L_{i}\right\}\right) \\
& = \begin{cases}\text { true } & \text { iff } \exists j L_{j}=\emptyset \\
\text { false } & \text { otherwise }\end{cases} \\
& =\operatorname{empty}\left(L_{1}\right) \vee \cdots \vee \operatorname{empty}\left(L_{n}\right) \\
& =\alpha(f)\left(\operatorname{empty}\left(L_{\mathrm{R}}\right), \ldots, \operatorname{empty}\left(L_{n}\right)\right) \text {, } \\
& \text { empt; }\left(L_{1} \cup L_{2}\right)=\left\{\begin{array}{l}
\text { true } \quad \text { iff } L_{1}=L_{2}=\emptyset \\
\text { false otherwise }
\end{array}\right. \\
& =\operatorname{entpty}\left(L_{1}\right) \wedge \operatorname{empty}\left(L_{2}\right) \\
& =\alpha(+)\left(e m p t y\left(L_{1}\right), e m p i y\left(L_{2}\right)\right) .
\end{aligned}
$$

(ii) empty is strict by definition.

Now let $\mathscr{L} \subseteq \mathbf{P T}, \mathscr{L}, \mathscr{L} \neq \emptyset$

$$
\begin{aligned}
& \therefore(c m p t y(\cup \mathscr{L})=\text { true } \propto \forall L \in \mathscr{L} \text { empty }(L)=\text { trae }) \\
& =\left\{\begin{array}{l}
\text { false iff } \exists L \in \mathscr{S} L \neq \emptyset \\
\text { true otherwise }
\end{array}\right. \\
& =\operatorname{empty}(\cup \mathcal{L}) .
\end{aligned}
$$

Now let test by initiaiity of $\mathscr{C O}_{\Omega_{+}}$denote the unique $\Delta$-continuous $\Omega_{+}$. homomorphism, then we have

Corollary 7.7. test $=$ empty $\circ$ set .

Thus an infinite tree $t \in \mathrm{Cl}_{\Omega_{+}}$generates the empty language iff test $(t)$ is true. The decidability of the emptiness problem thus follows from the Mezei-Wrignt-like theorem and the finiteness of $B$.

Theorem 7.8. The emptiness problem for level-n OI-tree languages is decidable.

Proof. For the following application it is convenient to represent $L$ as the solution $L(S):=\llbracket S, \mathscr{P} \mathscr{T}_{\Omega} \rrbracket$ of an $n$-rational scheme $S \in n-R\left(\Omega_{+}\right)$.

$$
\begin{aligned}
& L=\emptyset \\
& \curvearrowright \operatorname{empty}(L(S))=\text { true } \\
& \sim \operatorname{empty}\left(\operatorname{set}\left(y i e l d^{(n)}(T(S))\right)\right)=\text { true } \quad \text { Theorem } 4.6 \\
& \sim \text { test }\left(\text { yield }^{(n)}(T(S))\right)=\text { true } \quad \text { Corollary } 7.7 \\
& \sim \llbracket S, \mathscr{B} \rrbracket=\text { true } \quad \text { Theorem } 4.6 \\
& \curvearrowleft \llbracket S, D^{n}(\mathscr{B}) \rrbracket(\underbrace{}_{n}) \cdots()=\text { true } \quad \text { Definition } 4.2 \\
& \curvearrowright \operatorname{pr}_{1}\left(\underset{k \in \omega}{\perp} S_{D^{n}(\mathscr{B})}^{k}\left(\perp_{\alpha(1)}, \ldots, \perp_{\sigma(N+1)}\right)\right)(\underbrace{}_{n}) \cdots()=\text { true } \\
& \text { Definition } 2.2 \\
& \text { Theorem } 1.1 \\
& \text { where } \alpha \text { and } S_{D^{n}(\mathscr{F})}: D^{n}(B)^{\alpha} \rightarrow D^{n}(B)^{\alpha} \text { are determined by } \\
& S \text { and } N+1=l(\alpha)=|\operatorname{var}(S)| \\
& \curvearrowleft \operatorname{pr}_{1}\left(S_{D^{n}(\mathscr{B})}^{\bar{k}}\left(\perp_{\alpha(1)}, \ldots, \perp_{\alpha(N-1)}\right)\right)(\underbrace{) \cdots()}_{n}=\text { true } \\
& \text { with } \bar{k}:=D^{n}(B)^{\alpha} \text { since for iterations } k \mapsto f^{k}(\perp) \text { we have } \\
& f^{k}(\perp)=f^{k+1}(\perp) \curvearrowright \forall m \geqslant k f^{k}(\perp)=f^{m}(\perp) \text {. }
\end{aligned}
$$

By analysing the above proof we now derive an upper bound for the depth of a tree in an nonempty level-n language. To ihis end, we first estimate the number of iterations needed to compute the test semantics of a level-n scheme.

Lemma 7.9. For $\tau \in D^{n}(r)$, defie: inductively

$$
\begin{aligned}
& \operatorname{rank}(i)=0, \\
& \operatorname{rank}(\alpha, \nu)=\operatorname{ma} i\{l(\alpha), \operatorname{rank}(\nu), \operatorname{rank}(\alpha(j)) \mid j \in[l(\alpha)]\} .
\end{aligned}
$$

## Then it holdis

$$
\left|\boldsymbol{E}^{\tau}\right| \leq 2 \cdot \overbrace{}^{\left.2_{n} \cdot \operatorname{tank}^{(\tau)}\right)^{n}}
$$

for some $c_{n} \in \mathbb{R}_{+}$not depending on $\tau$.

## Proof. Wie first show


$-n=0$ : trivial.
$-n \rightarrow n+1$ :



$$
=l d(\overbrace{2 \cdot \cdot}^{n} \cdot 2^{c_{1}}) \cdot \overbrace{2 \cdot \cdot 2^{c_{2}}}^{n}-l d\left(\tilde{2}_{2 \cdot \cdot \cdot 2^{c_{1}}}^{n}\right)
$$



Thus ( $*$ ) is proven.

The assertion now follows by induction on $\tau$ :

```
\(-\tau=i\) : define \(c_{0}=2\).
\(-\tau=(\alpha, \nu) \in D^{n+1}(I):\)
\(\left|B^{(\alpha, \nu)}\right|=\left|B^{\nu}\right|^{\left|B^{\alpha(1)}\right| \ldots \cdot \mid B^{\alpha(k) \mid}}\)
```



by I.H. and trivial arithmetic for $n>0$ (for $n=0$ the expression reduces to $c_{0}^{k \cdot c_{0}}=2^{l d\left(c_{0}\right) \cdot k \cdot c_{0}}$ )
 by (*)




Together with the proof of the Kleene characterization, this implies that at nost EXP $^{n}$ (POL) steps of the Kleene sequence of an $n$-rational scheme are needed to guarantee that the image under set $\circ$ yield ${ }^{(s)}$ is not empty.

We now prove that in translating by yield the depth of a tree can increase at most exponentially.

Lemma 7.10. Let $\sum$ be a many-sorted alphabet, $t \in \mathrm{FT}_{D(\Sigma)}$.
Then it holds

$$
\operatorname{depth}(y i e l d(t)) \leqslant 2^{\text {depth }(t)}
$$

Proof. Induction on $t$.
$-t=f^{\prime}:$

$$
\operatorname{depth}\left(y\left(f^{\prime}\right)\right)=\operatorname{depth}\left(f y_{\alpha}\right)=2=2^{\operatorname{depth}\left(f^{\prime}\right)}
$$

$-t=\perp_{(\alpha, \nu)}:$

$$
\operatorname{depth}\left(v\left(\perp_{(\alpha, \nu)}\right)\right)=\operatorname{depth}\left(\perp_{\nu}\right)=1=\operatorname{depth}\left(\perp_{(\alpha, \cdot \nu)}\right) .
$$

$$
\begin{aligned}
& -t=p i i_{i}^{a}: \\
& \operatorname{depth}\left(\boldsymbol{V}\left(\operatorname{pr}_{j}^{\alpha}\right)\right)=\operatorname{depth}\left(y_{i, a(j)}\right)=\mathbb{l}=\operatorname{d\epsilon pth}\left(p r_{j}^{\alpha}\right) . \\
& -t=a b s_{(\alpha, \nu\rangle} t^{\prime}: \text { direct by I.H. since } \gamma\left(a b s_{\langle\alpha, \nu)} t^{\prime}\right)=y\left(t^{\prime}\right) \text {. } \\
& -t=s u b_{\alpha, \nu, \nu}^{\gamma} t_{0} t_{1} \cdots t_{r}: \\
& \operatorname{depth}\left(y\left(s u b_{(\alpha, \nu)}^{\gamma} t_{0} t_{1} \cdots t_{r}\right)\right. \\
& =\operatorname{depih}\left(y\left(t_{0}\right) \leftarrow\left(y\left(t_{1}\right), \ldots, y\left(t_{r}\right)\right)\right\} \\
& \leqslant \operatorname{depth}\left(y\left(t_{\mathrm{i}}\right)\right)+\max \left\{\operatorname{depth}\left(\boldsymbol{V}\left(t_{j}\right)\right) \mid j \in[r]\right\} \\
& \leqslant 2^{\operatorname{dephin}\left(t_{0}\right)}+2^{\left.\max \left(\operatorname{seph}\left(v i t_{i}\right)\right) \mid \equiv[r]\right\}} \text { by I.H. } \\
& \leqslant 2 \cdot 2^{\text {maxidepth }\left(v\left(t_{j}\right)\right) \mid j \in\{0, \ldots, r\}} \\
& \leqslant 2^{\text {depth }(t)} \text {. }
\end{aligned}
$$

It is easy to see that this bound is optimal (consider $t_{0}:=f^{\prime}, t_{n+1}:=s u b_{(i i, i)}^{i i} t_{n} t_{n}$ ).
Remark. For the typed $\lambda$-calculus, this lemma implies that the size of the normalform of a term $t$ of type 0 , whose highest subtype is $n$, can be restricted by

$$
\operatorname{size}(n f(t)) \leqslant 2_{2 \cdot \cdot 2^{\text {size }}(t)}^{n}
$$

since size $(t) \cong \operatorname{size}\left(\operatorname{comb}^{(n)}(t)\right)$ and the notmalform of $t$ coincides with yield ${ }^{(n)}$ $\left(\operatorname{comb}^{(n)}(t)\right.$ ).

By summarizing, we obtain a $2 n$-exponential bound on the depth of a tree in a nonempty level-n language.

Theorem 7.11. Let $L=\llbracket S, \mathscr{P} \mathscr{T}_{\Omega} \rrbracket$ for a level-n scheme $S$ over $\Omega_{+}$.

$$
L \neq \emptyset \leftrightarrow \exists t \in L \quad \operatorname{depth}(t) \leqslant \Sigma_{2}^{\frac{2 n}{1} \cdot 2^{p(s i z e(S))}}
$$

for a polynomial p.
Proof. Let (without loss of generality) $S \in n-R\left(\Omega_{+}\right)$, with $\operatorname{var}(S)=X_{\alpha}, r=l(\alpha)$, $\bar{k}=\left|B^{\alpha}\right|$. From the proof of Theorem 7.8 it follows

$$
\begin{array}{ll}
L \neq \emptyset \propto \operatorname{pr}_{1}\left(S_{D^{n}(\mathscr{B})}^{\bar{k}}\left(\mathrm{i}_{\alpha}\right)\right) \downarrow=\text { faise } & \\
\curvearrowright \operatorname{test}\left(\text { yield }^{(n)}\left(\operatorname{pr}_{1}\left(S_{\left.\mathscr{G} \mathscr{D}_{D^{n}\left(\Omega_{+}\right)}^{\bar{k}}\right)}\left(\perp_{\alpha}\right)\right) \downarrow\right)\right)=\text { false } & \text { Theorems 2.3,4.6 } \\
\sim \operatorname{test}\left(\operatorname{yield}^{(n)}(K(S)(\bar{k}))\right)=\text { false } & \text { Theorem 2.5 or 5.9 } \\
\curvearrowleft{\operatorname{set}\left(\operatorname{yield}^{(n)}(K(S)(\bar{k}))\right) \neq \emptyset}^{\text {Corollary 7.7. }}
\end{array}
$$

$L \neq \emptyset$ therefore implies $\exists t \in \operatorname{set}\left(y \operatorname{ield}^{(n)}(K(S)(\bar{k}))\right) \subseteq L$.

Let $\operatorname{depth}(S):=\max \{\operatorname{depth}(S(x)) \mid x \in \operatorname{var}(S)\}$, then it holds

$$
\operatorname{depth}(K(S)(\bar{k})) \leqslant \bar{k} \cdot \operatorname{depth}(S)
$$

and thus

$$
\begin{aligned}
\operatorname{depth}(t) & \leqslant \operatorname{depth}\left(\operatorname{yield}^{(n)}(K(S)(\bar{k}))\right) \\
& \leqslant \int^{n} \cdot 2^{\operatorname{depth}(K(S)(\tilde{k}))}
\end{aligned}
$$

Lemma 7.10



$$
\text { with } \operatorname{rank}(S)=\max \{\operatorname{rank}(\alpha(j)) \mid j \in[r]\}
$$

$$
\leqslant 2^{2 n} \cdot 2^{p(\text { size(S)) }} \quad \text { for a suitable polynomial } p
$$

since

$$
\operatorname{size}(S) \geqslant \operatorname{rank}(S) \cdot|\operatorname{var}(S)| \cdot \operatorname{depth}(S)
$$

### 7.4. Paths and leaves

In the present subsection we shall prove that the OI-hierarchy solves the languageproducing diagram of the introduction. Thus we have to characterize level- $n+1$ string languages as frontier-languages of level- $n$ tree languages in a uniform way.

For one direction of the proof it is convenient to assume that a level-n string grammar only uses one parameter of the base type $i$. Here we shall prove the more general resuit that path languages of level- $n$ tree languages can be generated by level-n grarmars satisfying this requirement.

In the sequel we shall use the following property of OI-derivations in a grammar in Chomsky normalform.

Lemma 7.12. Let $\boldsymbol{N}$ denote the det of applicative terms over nonterminals of level 0 . If $G \in n-N \lambda(\Omega)$ is in Chomsky normalform, then

$$
x_{0} \downarrow \underset{\mathrm{OI}, G}{*} t \curvearrowright t \in T_{3}(N)
$$

The assertion follows immediately by induction on the length of the derivation and case-splitting according to the form of the right-hand side.

We shall now prove the path language characterization.

As in the context-free case (cf. [8]) we replace a nonterminal of 'arity' $k$ (i.e. with type $\left.\left(\ldots,\left(i^{k}, i\right) \ldots\right)\right)$ by $k$ nonterminals $x^{i}, j \in[k]$, whose right-hand sides will be the set of 'peths leading to $y_{j, i}$ ' of the right-hand sides of $x$.

In order to describe this notion formally we shall define a mapping $b r_{j}$ on applicative terms. In the treatment of higher type subterms we first allow all possible paths and in an actual derivation choose the correct one by means of projections. This implies a change of types.

## Construction

(1) Types
(1.1) The arity of a type $\tau=\left(\alpha_{m} \ldots,\left(i^{k}, i\right) \ldots\right)$ is $\operatorname{ar}(\tau)=k$.
(1.2) Define br: $D^{*}(I) \rightarrow D^{*}(I)$ by

$$
\begin{aligned}
& \operatorname{br}(i):=i, \quad b r\left(i^{k}, i\right):=(i, i) \\
& \operatorname{br}(\alpha(1) \cdot \ldots \cdot \alpha(r), \nu):=\left(b r(\alpha(1))^{a r(\alpha(1))} \cdot \ldots \cdot b r(\alpha(r))^{a r(\alpha(r))}, \operatorname{br}(\nu)\right)
\end{aligned}
$$

(2) Terms
(2.1) $\operatorname{ar}(t):=\operatorname{ar}(t y p e(t))$.
(2.2) For applicative terms $t \in T_{S, X, Y}$ and $0 \leqslant j \leqslant \operatorname{ar}(t)$ we define $b r_{j}(t)$ by induction on $t$ :

$$
\begin{array}{ll}
b r_{i}\left(y_{j, i}\right):=y_{1, i}, \\
b r_{j}\left(y_{k_{k} \nu}\right):=y_{k, b r(\nu)}^{j} & \text { if level }(\nu)>0, \\
b r_{i}(f):=f^{i} \in \Omega_{b r}^{(i, i)} & \text { if } f \in \Omega^{\left(i k_{i, i}\right)} \wedge k>0, \\
b r_{0}(a):=e \in \Omega_{b r}^{(e, i)} & \text { if } a \in \Omega^{(e, i)}, \\
b r_{j}(x):=x^{i} & \text { with } \operatorname{type}\left(x^{i}\right)=b r(t y p e(x)), \\
b r_{0}\left(t_{0}()\right):=b r_{0}\left(t_{0}\right)() \text { if } \operatorname{level}\left(t_{0}\right)=1_{;} \\
b r_{j}\left(t_{0}\left(t_{1}, \ldots, t_{k}\right)\right)=\bigcup_{r \in[k]} b r_{r}\left(t_{0}\right)\left(b r_{i}\left(t_{r}\right)\right) \quad \text { if } \operatorname{level}\left(t_{0}\right)=1, \\
b r_{i}\left(t_{0}\left(t_{1}, \ldots, t_{k}\right)\right)=b r_{j}\left(t_{0}\right)\left(b r_{\left[a r\left(t_{1}\right)\right]}\left(t_{i}\right), \ldots, b r_{\left[a r\left(t_{k}\right)\right]}\left(t_{k}\right)\right)
\end{array}
$$

To simplify notation we identify

$$
\begin{aligned}
& t \text { and }\{t\}, \\
& b r_{[r]}(t) \text { and } b r_{1}(t), \ldots, b r_{r}(t) .
\end{aligned}
$$

(3) Grammars. Let $G \in n-N \lambda(\Omega)$ be a grammar in Chomsky-normalform. We define $\operatorname{br}(G) \in n-N \lambda\left(\Omega_{b}\right)$ by
(3.1) Nonterminal symbols $X_{b r}:=\left\{x^{i} \mid x \in \operatorname{var}(G), 0 \leqslant j \leqslant \operatorname{ar}(x)\right\}$.
(3.2) Axiom $x_{0}^{0} \downarrow$.
(3.3) Productions

$$
t \in r h s(x) \text { in } G \curvearrowleft \forall 0 \leqslant j \leqslant \operatorname{ar}(x) b r_{i}(t) \in r h s\left(x^{i}\right) \text { in } b r(G) .
$$

Before we prove the correctness of the construction, we first give a simple example.

Example. Let $\Omega=\{e:(e, i), f, g:(i i, i)\}$ and $G \in 2-N \lambda(\Omega)$ be defined by

$$
\begin{aligned}
& \operatorname{var}(G)=\left\{x_{0}: i, x_{1}:(i i, i), x_{2}:((i i, i),(i i, i))\right\}, \\
& x_{0}=x_{2}\left(x_{1}\right)(e, e), \quad x_{1} \downarrow=f\left(y_{i i}\right) \mid g\left(y_{i i}\right) \\
& \left.x_{2} \downarrow=y_{1,(i i, i)}\left(y_{1,(i, i)}\left(y_{2, i}, y_{1, i}\right), y_{2, i}\right)\right)
\end{aligned}
$$

Clearly

$$
L_{\mathrm{OI}}(G)=\{f(f(e, e), e), f(g(e, e), e), g(f(e, e), e), g(g(e, c), e)\}
$$

Then

$$
\operatorname{var}(b r(G))=\left\{x_{0}^{0}: i, x_{1}^{1}, x_{1}^{2}:(i, i), x_{2}^{1}, x_{2}^{2}:((i, i)(i, i),(i, i))\right\}
$$

and

$$
\begin{aligned}
& x_{0}^{0}=x_{2}^{1}\left(x_{1}^{1}, x_{1}^{2}\right)(e) \mid x_{2}^{2}\left(x_{1}^{1}, x_{1}^{2}\right)(e), \\
& x_{1}^{1} \downarrow=f^{1}\left(y_{1, i}\right)\left|g^{1}\left(y_{1, i}\right), \quad x_{1}^{2} \downarrow=f^{2}\left(y_{1, i}\right)\right| g^{2}\left(y_{1, i}\right), \\
& x_{2}^{1} \downarrow=y_{1,(i, i)}^{1}\left(y_{1,(i, i)}^{2}\left(y_{1, i}\right)\right), \\
& x_{2}^{2} \downarrow=y_{1,(i, i)}^{1}\left(y_{1,(i, i)}^{1}\left(y_{1, i}\right)\right) \mid y_{1,(i, i)}^{2}\left(y_{1, i}\right) .
\end{aligned}
$$

An example of an OI-derivation in $\operatorname{br}(G)$ is

$$
x_{0}^{0} \Longrightarrow x_{2}^{1}\left(x_{1}^{1}, x_{1}^{2}\right)(e) \underset{\mathrm{C}}{\Longrightarrow} \mathrm{t}_{1}^{1}\left(x_{1}^{2}(e)\right) \Longrightarrow f^{1}\left(x_{1}^{2}(e)\right) \Longrightarrow f^{1}\left(g^{2}(e)\right) .
$$

Clearly $L_{\text {OI }}(b r(G))=b r\left(L_{\mathrm{OI}}(G)\right)$
Theorem 7.13. The path languages of $n-\mathscr{L}_{\text {OI }}$ coincile with the level-n OI string languages.

Proof. One inclusion is trivial.
Now let $G$ be a level-n grammar in Chomsky-norralform. Without loss of
generality (sce [18]) we may assume

$$
\begin{equation*}
\forall A \in N \quad \exists t \in T_{\Omega} A=\stackrel{*}{G} t . \tag{*}
\end{equation*}
$$

The proof of $\operatorname{br}(L(G))=L(\operatorname{br}(G))$ is based on the following two assertions (here $b r:=b r_{0}$ ).

## Assertion 1.

$$
N \ni A \underset{O T, S}{*} t \curvearrowright \forall w \in b r(t) \exists \gamma \in b r(A) \gamma \underset{O \bar{O}, b r(G)}{*} w .
$$

## Assertion 2.

$$
\exists A \in \mathbb{N} \gamma \in b r(A) \wedge \gamma \underset{O I, b r(G)}{*} w \curvearrowright \exists t w \in b r(t) \wedge A \underset{O I, G}{*} t .
$$

Both assertions are proved by induction on the length of the derivation and case-splitting by the form of the applied production.

Proof of Assertion 1. The base step is trivial.
Now let $A \stackrel{*}{\Rightarrow} t \Rightarrow t^{\prime}$ be an OI-desivation in $G$ and $\left(t_{0}, t_{1}, \ldots, t_{r}\right)$ a linearization of t such that $t^{\prime}=t_{0}\left[t_{1}^{\prime}, \ldots, t_{r}\right]$ with

$$
t_{1}^{\prime}=s\left[y_{\alpha_{\alpha_{n}}} / \sigma^{m}\right] \cdots\left[y_{\alpha_{1}} / \sigma^{1}\right]\left[y_{a_{0}} /\left(s_{1}, \ldots, s_{k}\right)\right]
$$

where

$$
t_{1}=x\left(\sigma^{\prime n}\right) \cdots\left(\sigma^{1}\right)\left(s_{1}, \ldots, s_{k}\right) \quad \text { and } \quad s \in r h s(x) .
$$

By induction hypothesis it suffices to consider the case

$$
w^{\prime} \in w_{0}\left[b r\left(t_{1}^{\prime}\right)\right] \quad \text { with } w_{0}=b r_{1}\left(t_{0}\right) .
$$

Case 1:

$$
\begin{aligned}
& s=f\left(y_{1, i}, \ldots, y_{k, i}\right) ; m=0 \\
& \curvearrowright \exists j \in[k] \exists v \in b r\left(s_{j}\right) w^{\prime}=w_{0}\left[f^{i}(v)\right]
\end{aligned}
$$

and by construction

$$
f^{i}\left(y_{1, i}\right) \subseteq r h s\left(x^{i}\right) .
$$

As $w_{0}\left[x^{j}(j)\right] \in b r(t)$ we have by I.H.

$$
\gamma \xrightarrow[\text { Ol }]{*} w_{0}\left[x^{j}(c)\right] \xrightarrow[\text { OI }]{*} w^{\prime} \quad \text { in } b r(G) \text { for some } \gamma \in b r(A) \text {. }
$$

## Case 2:

$$
\begin{aligned}
& s=a(), \alpha_{0}=e \\
& \sim w^{\prime}=w_{0}[e()] \text { and by construction } e\left(, \in r h s\left(x^{0}\right) .\right.
\end{aligned}
$$

Since $w_{0}\left[x^{0}()\right] \in b r(t)$ we have by I.H.

$$
\gamma \underset{\mathrm{OI}}{*} w_{0}\left[x^{0}()\right] \underset{\text { OI }}{\Longrightarrow} w^{\prime} \quad \text { in } b r(G)
$$

Case 3: $s=x^{\prime}\left(y_{\alpha_{m}}\right) \cdots\left(y_{\alpha_{0}}\right)$.
(3.1) level $(x)=0$
$\sim w^{\prime}=w_{0}\left[x^{\prime 0}\right]$ and by constructionin $x^{\prime 0} \in \operatorname{rhs}\left(x^{0}\right)$
$\curvearrowright$ since $w_{0}\left[x^{0}\right] \in b r(t) \gamma \underset{\text { ol }}{*} w_{0}\left[x^{0}\right] \underset{\text { Ol }}{\Longrightarrow} w^{\prime}$.
(3.2) level $(x)>0$

$$
\curvearrowright \exists j \in[k] \exists v \in b r\left(s_{i}\right) w^{\prime}=w_{0}\left[b r_{i}\left(x^{\prime}\left(\sigma^{m}\right) \cdots\left(\sigma^{1}\right)\right)(v)\right] .
$$

Since

$$
\begin{aligned}
b r(t) \ni w_{0}\left[b r_{i}\left(x\left(\sigma^{m}\right) \cdots\left(\sigma^{1}\right)\right)(v)\right]= & w_{0}\left[x^{i}\left(b r_{\left[a r\left(\sigma^{m}\right)\right]}\left(\sigma^{m}\right)\right) \cdots\right. \\
& \left.\left(b r_{\left[a r\left(\sigma^{1}\right)\right]}\left(\sigma^{1}\right)\right)(v)\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& b r_{i}\left(x^{\prime}\left(y_{\alpha_{m}}\right) \cdots\left(y_{\alpha_{1}}\right)\left(y_{\alpha_{0}}\right) \cdot\right)=x^{\prime i}\left(b r_{\left[a r\left(\alpha_{m}\right)\right]}\left(y_{\alpha_{m}}\right)\right) \cdots \\
&\left(b r_{\left[a r\left(\alpha_{i}\right)\right]}\left(y_{\alpha_{t}}\right)\right)\left(y_{1, i}\right) \in r h s\left(x^{i}\right)
\end{aligned}
$$

it follows that

$$
\begin{aligned}
\gamma & \stackrel{*}{\Rightarrow} w_{0}\left[b r_{i}\left(x\left(\sigma^{m}\right) \cdots\left(\sigma^{1}\right)\right)(v)\right] \\
& \left.\underset{\text { ó }}{\Longrightarrow} w_{0}\left[x^{i j}\right]\left(b r_{\left[a r\left(\alpha_{m}\right)\right]}\left(\sigma^{m}\right)\right) \cdots\left(b r_{\left[\operatorname{ar}\left(\alpha_{1}\right)\right]}\left(\sigma^{1}\right)\right)(v)\right]=w^{\prime} .
\end{aligned}
$$

Case 4: $s=y_{r, \alpha_{p}(r)}\left(y_{\alpha_{p-1}}\right) \cdots\left(y_{\alpha_{0}}\right)$.
(4.1) $p=0$
$\curvearrowright \exists v \in b r\left(s_{\mathrm{r}}\right) w^{\prime}=w_{0}[v]$ and

$$
\begin{aligned}
w_{0}\left[b r_{r}\left(x\left(\sigma^{m}\right) \cdots\left(\sigma^{1}\right)\right)(v)\right]=w_{0} & {\left[x^{r}\left(b r_{\left[a r\left(\alpha_{m}\right)\right]}\left\{\sigma^{m}\right)\right) \cdots\right.} \\
& \left.\left(b r_{\left[\operatorname{ar}\left(\alpha_{1}\right)\right]}\left(\sigma^{1}\right)\right)(v)\right] \in b r(t)
\end{aligned}
$$

and by construction $y_{1, i} \in h s\left(x^{r}\right)$
$\curvearrowright \gamma \stackrel{\text { OI }}{*} w_{0}\left[b r_{r}\left(x\left(\sigma^{m}\right) \cdots\left(\sigma^{1}\right)\right)(v)\right] \Longrightarrow \Rightarrow w_{0}[v]$ in $b r(G)$ by I.H.
(4.2) $p>0, \quad \sigma^{p}=\left(\sigma_{1}, \ldots, \sigma_{q}\right), \quad \nu=\alpha_{p}(r)$

$$
\begin{array}{r}
\curvearrowright \exists j \in[k] \exists v \equiv b r\left(s_{i}\right) w^{\prime}=w_{0}\left[b r_{j}\left(\sigma_{r}\left(\sigma^{p-1}\right) \cdots\left(\sigma^{1}\right)\right)(v)\right] \text { and } \\
w_{0}\left[b r_{i}\left(x\left(\sigma^{m}\right) \cdots\left(\sigma^{1}\right)\right)(v)\right]=w_{0}\left[x^{i}\left(b r_{\left[a r\left(\alpha_{m}\right)\right]}\left(\sigma^{m}\right)\right) \cdots\right. \\
\left.\left(b r_{\left[a r\left(\alpha_{1}\right)\right]}\left(\sigma^{1}\right)\right)(v)\right] \in b r(t)
\end{array}
$$

## and by construction

$$
\begin{aligned}
b r_{j}\left(y_{r, \nu}\left(y_{\alpha_{p-1}}\right) \cdots\left(y_{\alpha_{0}}\right)\right)=y_{r, b r(p)}^{j}( & \left.b r_{\left[\operatorname{ar(}\left(\alpha_{p-1}\right)\right]}\left(y_{\alpha_{p-1}}\right)\right) \cdots \\
& \left(\operatorname{br}_{\left[\operatorname{ar}\left(\alpha_{1}\right)\right]}\left(y_{\alpha_{1}}\right)\right)\left(y_{1, i}\right) \in r h s\left(x^{i}\right)
\end{aligned}
$$

$$
\begin{gathered}
\sim \gamma \underset{\text { oi }}{\Rightarrow} w_{0}\left[b r_{j}\left(x\left(\sigma^{m}\right) \cdots\left(\sigma^{1}\right)\right)(v)\right] \\
\underset{\text { oit }}{\Rightarrow} w_{0}\left[b r_{j}\left(\sigma_{r}\right)\left(b r_{\left[\operatorname{ar}\left(\alpha_{p-1}\right)\right]}\left(\sigma^{p-1}\right)\right) \cdots\right. \\
\left.\quad\left(b r_{\left[\operatorname{ar}\left(\alpha_{1}\right)\right]}\left(\sigma^{1}\right)\right)(v)\right]=w^{\prime}
\end{gathered}
$$

since

$$
b r_{\left[a r\left(\alpha_{p}\right)\right]}\left(\sigma^{p}\right)=\left(\ldots, b r_{1}\left(\sigma_{r}\right), \ldots, b r_{a r(\nu)}\left(\sigma_{r}\right), \ldots\right)
$$

and

$$
\nu=\left(\alpha_{p-1}, \ldots,\left(\alpha_{0}, i\right) \ldots\right), \quad j \leqslant \operatorname{ar}(\nu)
$$

Case 5: $s=x_{1}\left(x_{2}\left(y_{\alpha_{p}}\right), \ldots, x_{r}\left(y_{\alpha_{F}}\right)\right)\left(y_{\alpha_{p-1}}\right) \cdots\left(y_{\alpha_{0}}\right)$.
(5.1) $p=0$ : similar to (6.1).
(5 2) $p>0$

$$
\frown \exists j \in[k] \exists v \in b r\left(s_{j}\right) w^{\prime}=w_{0}\left[v^{\prime}(v)\right]
$$

with

$$
\begin{aligned}
v^{\prime}= & b r_{j}\left(x_{1}\left(x_{2}\left(\sigma^{p}\right), \ldots, x_{r}\left(\sigma^{p}\right)\right)\left(\sigma^{p-1}\right) \cdots\left(\sigma^{1}\right)\right) \\
= & x_{1}^{i}\left(b r_{\left[\operatorname{ar}\left(x_{2}\right)\right]}\left(x_{2}\right)\left(b r_{\left[\operatorname{ar}\left(\alpha_{p}\right)\right]}\left(\sigma^{p}\right)\right), \ldots, b r_{\left[\operatorname{ar}\left(x_{r}\right)\right]}\left(x_{r}\right)\left(b r_{\left[\operatorname{ar(}\left(\alpha_{p}\right)\right]}\left(\sigma^{p}\right)\right)\right) \\
& \left(b r_{\left[a r\left(\alpha_{p-1}\right)\right]}\left(\sigma^{p-1}\right)\right) \cdots\left(b r_{\left[\operatorname{ar}\left(\alpha_{1}\right)\right]}\left(\sigma^{1}\right)\right)
\end{aligned}
$$

Since

$$
w=: v_{0}\left[x^{i}\left(b r_{\left\{\operatorname{ar}\left(\alpha_{m}\right)\right]}\left(\sigma^{m}\right)\right) \cdots\left(b r_{\left[a r\left(\alpha_{1}\right)\right]}\left(\sigma^{1}\right)\right)(v)\right] \in \operatorname{br}(t)
$$

and by conseruction

$$
\begin{aligned}
& x_{1}^{j}\left(b r_{\left[a r\left(x_{2}\right)\right]}\left(x_{2}\right)\left(b r_{\left[\operatorname{ar}\left(\alpha_{p}\right)\right]}\left(y_{\alpha_{p}}\right)\right), \ldots, b r_{\left[a r\left(x_{r}\right)\right]}\left(x_{r}\right)\left(b r_{\left[a r\left(\alpha_{p}\right)\right]}\left(y_{\alpha_{p}}\right)\right)\right) \\
& \quad\left(b r_{\left[a r\left(\alpha_{p-1}\right)\right]}\left(y_{\alpha_{p-1}-1}\right)\right) \cdots\left(b r_{\left[a r\left(\alpha_{1}\right)\right]}\left(y_{\alpha_{1}}\right)\right)\left(y_{1, i}\right) \in r h s\left(x^{i}\right)
\end{aligned}
$$

it follows by I.H.

$$
\gamma \stackrel{*}{\text { OI }} w \underset{\text { OI }}{\Longrightarrow} w^{\prime} \quad \text { in } b r(G)
$$

Case 6: $s=y_{1, \nu_{1}}\left(y_{2, \nu_{2}}\left(y_{\alpha_{p}}\right), \ldots, y_{r, \nu_{r}}\left(y_{\alpha_{p}}\right)\right)\left(y_{\alpha_{p-1}}\right) \cdots\left(y_{\alpha_{0}}\right)$ with $\alpha_{p+1}=\nu_{1} \cdots \nu_{r}$, $\sigma^{p+1}=\left(\sigma_{1}, \ldots, \sigma_{r}\right)$.
(6.1) $p=0$

$$
\curvearrowright \exists j \in[k] \exists v \in b r\left(s_{i}\right) \exists q \in\{2, \ldots, r\} w^{\prime}=w_{0}\left[v_{1}\left(v_{2}(v)\right)\right]
$$

with

$$
v_{1}=b r_{q}\left(\sigma_{1}\right) \wedge v_{2}=b r_{j}\left(\sigma_{q}\right)
$$

Since

$$
w=w_{0}\left[x^{i}\left(b r_{\left[\operatorname{ar}\left(\alpha_{m}\right)\right]}\left(\sigma^{m}\right)\right) \cdots\left(b r_{\left[a r\left(\alpha_{1}\right)\right]}\left(\sigma^{1}\right)\right)(v)\right] \in b r(t)
$$

and by construction

$$
\operatorname{rhs}\left(x^{j}\right) \ni y_{1, b r\left(\nu_{1}\right)}^{q}\left(y_{q, b r\left(\nu_{q}\right)}^{j}\left(y_{1, i}\right)\right)
$$

it follows by I.H.

$$
\gamma \stackrel{\text { OI }}{*} w \underset{\mathrm{OI}}{\Longrightarrow} w^{\prime} \quad \text { in } b r(G)
$$

(6.2) $p>0$; similarly to (5.2).

Proof of Assertion 2. The base sten is trivial.
Now let $A \in N$ and $\gamma \Rightarrow$ or $w \Rightarrow$ Oi $w^{\prime}$ be a derivation in $\operatorname{br}(G)$ with $\gamma \in \operatorname{br}(A)$, such as

$$
\begin{aligned}
A & =x\left(\sigma^{m}\right) \cdots\left(\sigma^{1}\right)\left(s_{1}, \ldots, s_{k}\right), \quad \operatorname{type}(x)=\left(\alpha_{m}, \ldots,\left(\alpha_{0}, i\right) \ldots\right), \\
\gamma & =x^{i}\left(b r_{\left[\operatorname{ar}\left(\alpha_{m}\right)\right]}\left(\sigma^{\prime m}\right)\right) \cdots\left(b r_{\left[a r\left(\alpha_{1}\right)\right]}\left(\sigma^{1}\right)\right)(v)
\end{aligned}
$$

for $j \in[k], v \in b r\left(s_{j}\right)$. Then it holds

$$
\begin{aligned}
w= & v\left[b r_{\left[\operatorname{ar}\left(\alpha_{m}\right)\right]}\left(y_{\alpha_{m}}\right) / b r_{\left[\operatorname{ar}\left(\alpha_{m}\right)\right]}\left(\sigma^{m}\right)\right] \\
& \cdots\left[b r_{\left[\operatorname{ar}\left(\alpha_{1}\right)\right]}\left(y_{\alpha_{1}}\right) / b r_{\left.\operatorname{ar}\left(\alpha_{1}\right)\right]}\left(\sigma^{1}\right)\right]\left[y_{1, i} / v\right]
\end{aligned}
$$

for $v \subseteq r m s\left(x^{i}\right)$.
By construction there exists $s \in r h s(x)$ with $v \in b r_{j}(s)$.
Let

$$
t:=s\left[y_{\alpha_{m}} / \sigma_{m}\right] \cdots\left[y_{\alpha_{1}} / \sigma_{1}\right]\left[y_{\alpha_{0}} /\left(s_{1}, \ldots, s_{k}\right)\right]
$$

By case-splitting according to the form of $s$ we show that $w \in b r(t)$.

Case 1: $s=f\left(y_{1, i}, \ldots, y_{k, i}\right), m=0 \curvearrowright w=f^{i}(v) \in \operatorname{br}(t)$.
Case 2: $s=a() \curvearrowright w=e() \in b r(t)$.
Case 3: $s=x^{\prime}\left(y_{\alpha_{m}}\right) \cdots\left(y_{\alpha_{0}}\right)$.
(3.1) level $(x)=0 \curvearrowright w=x^{\prime 0} \in \operatorname{br}\left(x^{\prime 0}\right)$.
(3.2) leveli $(x)>0 \curvearrowright w=w_{1}(v) \in b r(t)$ with

$$
w_{1}=x^{i j}\left(b r_{\left[\operatorname{ar}\left(\alpha_{m}\right)\right]}\left(\sigma^{m}\right)\right) \cdots\left(b r_{\left[\operatorname{ar}\left(\alpha_{1}\right)\right]}\left(\sigma^{1}\right)\right)
$$

Case 4: $s=y_{1, o p p r)}\left(y_{\alpha_{p-1}}\right) \cdots\left(y_{x_{0}}\right)$.
(4.1) $p=0$

$$
b r_{j}(s) \neq \emptyset \frown r=j \frown w=v \in b r\left(s_{j}\right) \wedge t=s_{j} .
$$

$(4.2) p>0, \nu=\alpha_{p}(r), \sigma^{p}=\left(\sigma_{1}, \ldots, \sigma_{q}\right)$

$$
\frown w=w_{1}(v) \in b r(t)
$$

with

$$
\begin{aligned}
w_{1} & =b_{r j}\left(\sigma_{r}\left(\sigma^{p-1}\right) \cdots\left(\sigma^{1}\right)\right) \\
& =b r_{i}\left(\sigma_{r}\right)\left(b r_{\left[\operatorname{ar}\left(\alpha_{p-i}\right)\right)}\left(\sigma^{p-1}\right)\right) \cdots\left(b r_{\left\{\operatorname{ar}\left(\alpha_{1}\right)\right]}\left(\sigma^{1}\right)\right) .
\end{aligned}
$$

Case 5: $s=x_{1}\left(x_{2}\left(y_{\alpha_{p}}\right), \ldots, x_{r}\left(y_{\alpha_{F}}\right)\right)\left(y_{\alpha_{p-1}}\right) \cdots\left(y_{\alpha_{0}}\right)$.
(5.1) level $(x)=0$ : similar to (6.1).
(5.2) level $(x)>0$

$$
\cap u^{\prime}=: w_{1}(v) \in b r(t)
$$

with

$$
\begin{aligned}
w_{1}= & b r_{i}\left(x_{1}\left(x_{2}\left(\sigma^{p}\right), \ldots, x_{r}\left(\sigma^{p}\right)\right)\left(\sigma^{p-1}\right) \cdots\left(\sigma^{1}\right)\right) \\
== & x_{1}^{i}\left(b r_{\left[\operatorname{ar}\left(x_{2}\right)\right]}\left(x_{2}\right)\left(b r_{\left[\operatorname{ar}\left(\alpha_{p}\right)\right]}\left(\sigma^{p}\right)\right), \ldots, b r_{\left[\operatorname{ar}\left(x_{r}\right)\right]}\left(x_{r}\right)\right. \\
& \left.\left(b r_{\left[a r\left(\alpha_{p}\right)\right]}\left(\sigma^{p}\right)\right)\right)\left(b r_{\left\{\operatorname{ar}\left(\alpha_{p-1}\right)\right]}\left(\sigma^{p-1}\right)\right) \cdots\left(b r_{\left\{\operatorname{ar}\left(\alpha_{1}\right)\right]}\left(\sigma^{1}\right)\right) .
\end{aligned}
$$

Case 6: $s=y_{1, \nu_{1}}\left(y_{\cdots, \nu_{2}}\left(y_{\alpha_{p}}\right), \ldots, y_{r, \nu_{r}}\left(y_{\alpha_{p}}\right)\right)\left(y_{\alpha_{p-1}}\right) \cdots\left(y_{\alpha_{0}}\right)$ with $\alpha_{p+1}=\nu_{1} \cdots \nu_{r}$, $\sigma^{p+1}:=\left(\sigma_{1}, \ldots, \sigma_{r}\right)$.
(6.1) $p=C$

```
\(\curvearrowright v=y_{1, b r\left(y_{j}\right)}^{q}\left(y_{q, b r\left(\nu_{q}\right)}^{i}\left(y_{1, i}\right)\right)\) for \(q \in\{2, \ldots, r\}\)
\(\left.\cdots w_{j}=\stackrel{w_{1}}{\hat{b}_{q}\left(\sigma_{1}\right)\left(b r_{j}\left\{\sigma_{q}\right)\right.}(v)\right) \in b r\left(\sigma_{1}\left(\sigma_{2}\left(s_{1}, \ldots, s_{k}\right), \ldots, \sigma_{r}\left(s_{1}, \ldots, s_{k}\right)\right)\right)\).
```

(6.2) $p^{\prime}>0$ : similar to (5.2).

In each case there exis. $N_{0}, w_{1}$, a linearization $\left(t_{0}, t_{1}, \ldots, t_{r}\right)$ of $t$ and $j \in[r]$, such that

$$
w=w_{0}\left[w_{1}(v)\right], \quad w_{0} \in b r_{i}\left(t_{0}\right), \quad w_{1}(v) \in b r\left(t_{j}\right)
$$

and

$$
w^{\prime}=w_{0}\left[v^{\prime}\right] \text { with } w_{1}(v) \stackrel{\text { or }}{*} v^{\prime}
$$

therefore $t_{j}^{\prime}$ exists by induction hypothesis with

$$
\begin{aligned}
v^{\prime} \in b r\left(t_{i}\right) \wedge A & \stackrel{\text { ol }}{\Rightarrow} t_{0}\left[t_{1}, \ldots, t_{i}, \ldots, t_{r}\right] \\
& \stackrel{\text { ol }}{\Rightarrow} t_{0}\left[t_{1}, \ldots, t_{j}^{\prime}, \ldots, t_{r}\right]=: t^{\prime} .
\end{aligned}
$$

Obviously $w \in \operatorname{br}\left(t^{\prime}\right)$.
This Assertion 2 is proven.
Now let $w \in b r(L(G)\}$, such as $x_{0} \downarrow \stackrel{*}{O}_{\mathcal{O I}_{\mathrm{I}}} t \in T_{\Omega}$ and $w \in b r(t)$, then by Assertion 1

$$
x_{0}^{0} \downarrow \underset{\mathrm{Ol}, b r(G)}{\stackrel{*}{\Longrightarrow}} w \in T_{\Omega_{b r}}
$$

therefore $w \in L(b r(G))$.
If $w \in L(b r(G))$, then since $x_{0}^{0} \in b r\left(x_{0}\right)$ by Assertion $2 w \in b r(t)$ for $t \in T_{\Omega}(N)$ with $x_{0} \downarrow \stackrel{*}{\Rightarrow}_{\mathrm{OI}, G} t$. Let $\left(t_{0}, t_{1}, \ldots, t_{r}\right)$ be a linearization of $t$.

If $\Omega$ is monadic, then since $w \in T_{\Omega_{b r}}, r=0$ and hence $t^{\prime}=t_{0} \in L(G)$ hold. If $\Omega$ is not monadic, then $w \in b r\left(t_{0}\right) . \mathrm{By}(*)$ there exist $t_{1}^{\prime}, \ldots, t_{r}^{\prime} \in T_{\Omega}$ with $t_{i} \stackrel{*}{\Rightarrow} \mathrm{OII}_{i} t_{i}^{\prime}$, therefore

$$
x_{0} \downarrow \stackrel{\text { Ol }}{*} t_{0}\left[t_{1}^{\prime}, \ldots, t_{r}^{\prime}\right]=: t \in T_{\Omega}
$$

and

$$
w \in b r\left(t_{0}\right) \subseteq b r\left(t^{\prime}\right) \subseteq b r(L(G))
$$

We now discuss the characterization of frontier languages. In order to show that the front language of a level- $n$ tree language can be generated at the $(n-1)$ st level, we replace each operation symbol $f$ with arity $k$ by the functional $\lambda y_{1,(i, i)^{k}}, y_{1,(i, i)} \circ \cdots \circ y_{k(i, i)}$ which concatenates the fronts of the subtrees $t_{1}, \ldots, t_{k}$ of $f\left(t_{1}, \ldots, t_{k}\right)$.

## Construction

(1) Types

$$
\begin{aligned}
& f r: D^{*}(\{i\}) \rightarrow D^{*}(\{(i, i)\}), \\
& i \mapsto(i, i) \\
& (\alpha(1), \cdots \cdots \alpha(r), \nu) \mapsto(f r(\alpha(1)) \cdots \cdots f r(\alpha(r)), f r(\nu))
\end{aligned}
$$

(2) Terms. Let $\Omega$ be a $D(\{i\})$-set. Define a monadic alphabet $\Omega_{f r}$ by $\Omega_{f r}^{(1, i)}:=\Omega^{(e, i)}$. By induction on the construction of $t \in T_{\Omega, X, Y}$ we define the front of $t, f r_{\lambda}(t)$, by

$$
\begin{aligned}
& \operatorname{fr}_{h}(a):=a \quad \text { for } a \in \Omega^{(e, i)}, \\
& f r_{r}(f):=f:=\lambda y_{(i, i)^{h}} \cdot \lambda y_{1, i} \cdot y_{1,(i, i)}\left(\cdots\left(y_{k,(i, i)}\left(y_{1, i}\right)\right) \cdots\right)
\end{aligned}
$$

for $f \in \Omega 2$ with $\operatorname{ar}(f)=k$,

$$
\begin{aligned}
& f r_{\lambda}\left(y_{i, \nu}\right):=y_{i, f r(\nu)} \\
& f r_{\lambda}(x):=x, \\
& f r_{\lambda}\left(t_{0}\left(t_{1}, \ldots, t_{r}\right)\right):=f r_{\lambda}\left(t_{0}\right)\left(f r_{\lambda}\left(t_{1}\right), \ldots, f r_{\lambda}\left(t_{r}\right)\right), \\
& f r_{\lambda}\left(\lambda y_{\alpha}, t^{\prime}\right): \lambda y_{f r(\alpha) \cdot f r_{\lambda}\left(t^{\prime}\right) .}
\end{aligned}
$$

(3) Cirammar. Let $G \in n-N \lambda(\Omega)$ with $\operatorname{var}(G)=X$ and axiom $S=x_{0} \downarrow$.

We define $f r(G) \in n+1-N \lambda\left(\Omega_{f r}\right)$ by $\operatorname{var}(f r(G)):=X \cup\left\{x_{0}^{\prime}\right\}$ with type $\left(x_{0}^{\prime}\right):=i$ and productions $f r(G)\left(x_{0}^{\prime}\right):=S(e), \forall x \in X f r(G)(x)=f r_{\lambda}(G(x))$.

Since $f r_{A}$ is a homomorphisrn with respect to abstraction, application and substitution, a derivation in $G$ canonically induces a derivation in $f r(G)$ by replacing $f$ by $f$ and applying all terms to $s$. The following lemma shows that the normalform of the resulting term coincides with the front of the derived tree.

Lemma 7.14. $\forall t \in T_{\Omega}$ front $(t)=n f\left(f r_{\lambda}(t)(e)\right)$.

Proof. By induction on $t$ we show that

$$
\text { front }_{0}(t) \leftarrow w=n f\left(f r_{\lambda}(t)(w)\right)
$$

Since front $(t)=$ front $_{0}(t) \leftarrow e$ the assertion thus follows.
$-t=a:$

$$
\begin{aligned}
讠_{i}\left(f r_{\lambda}(a)(w)\right) & =a(w) \\
& =a\left(y_{1, i}\right) \leftarrow w=\operatorname{front}_{0}(a) \leftarrow w ;
\end{aligned}
$$

$-t=f_{1} \cdots t_{r}:$

$$
\begin{aligned}
n f & \left(f r_{\lambda}\left(f\left(t_{1}, \ldots, t_{r}\right)(w)\right)=\right. \\
& =n f\left(f\left(f r_{\lambda}\left(t_{1}\right), \ldots, f r_{\lambda}\left(t_{r}\right)\right)(w)\right) \\
& =n f\left(\lambda y_{1, i} \cdot f r_{\lambda}\left(t_{1}\right)\left(\cdots\left(f r_{\lambda}\left(t_{r}\right)\left(y_{1, i}\right)\right) \cdots\right)\left(w^{\prime}\right)\right) \\
& =n f\left(f r_{\lambda}\left(t_{1}\right)\left(\cdots\left(f r_{\lambda}\left(t_{r}\right)(w)\right) \cdots\right)\right) \\
& =n f\left(f r_{\lambda}\left(t_{1}\right)\left(\cdots\left(n f\left(f r_{\lambda}\left(t_{r}\right)(w)\right) \cdots\right)\right)\right.
\end{aligned}
$$

Facts 5.3, 5.4

$$
\begin{align*}
& =n f\left(\text { fr }_{\lambda}\left(t_{1}\right)\left(\cdots\left(\text { front }_{0}\left(t_{r}\right) \leftarrow w\right) \cdots\right)\right) \\
& \quad \vdots \\
& =n f\left(\text { fr }_{\lambda}\left(t_{1}\right)\left(\text { front }_{0}\left(t_{2}\right) \leftarrow \cdots \leftarrow \text { front }_{0}\left(t_{r}\right) \leftarrow w\right)\right) \\
& =\text { front }_{0}\left(t_{1}\right) \leftarrow \text { front }_{0}\left(t_{2}\right) \leftarrow \cdots \leftarrow \text { front }_{0}\left(t_{r}\right) \leftarrow w \\
& =\text { front }_{0}(t) \leftarrow w . \quad \square
\end{align*}
$$

The correctness of the construction is based on the following lemma.
Lemma 7.15. $f r_{\lambda}\left(t\left[y_{\alpha} / s\right]\right)=f r_{\lambda}(t)\left[y_{f r(\alpha)} / f r_{\lambda}(s)\right]$.

Proof. Immediate ty induction on the construction of $t$.
We now show that $f(G)$ generates the frontier language of $L(G)$.
Lemma 7.16. $\operatorname{front}(L(G))=L(f r(G))$.
Proof. ' $\subseteq$ ' We prove first by induction on $t$

$$
\begin{equation*}
t \longrightarrow \vec{G} s \curvearrowright f r_{\lambda}(t) \underset{f r_{1}(G)}{ } f r_{\lambda}(s) . \tag{*}
\end{equation*}
$$

$-t=x \curvearrowright s \in G(x) \curvearrowright f r_{\lambda}(x)=x \underset{f r(G)}{\longrightarrow} f r_{\lambda}(s)$.
$-t \in \Omega \cup Y:$ trivial.
$-t=\lambda y_{\alpha} . t^{\prime}$ : immediate by I.H.
$-t=t_{0}\left(t_{1}, \ldots, t_{r}\right):$

Case 1: $\exists j t_{i} \longrightarrow s_{j}$ : immediate by I.H.
Case 2:

$$
\begin{aligned}
& t_{0}=\lambda y_{\alpha} \cdot t^{\prime} \wedge s=t^{\prime}\left[y_{c} /\left(t_{1}, \ldots, t_{F}\right)\right] \\
& \curvearrowright f r_{\lambda}(t)=\lambda y_{f r(\alpha) \cdot f r_{\lambda}}\left(t^{\prime}\right)\left(f r_{\lambda}\left(t_{1}\right), \ldots f r_{\lambda}\left(t_{r}\right)\right) \\
& \rightarrow f r_{\lambda}\left(t^{\prime}\right)\left[y_{f r(\alpha)} /\left(f r_{\lambda}\left(t_{1}\right), \ldots, f r_{\lambda}\left(t_{r}\right)\right)\right] \\
& =f r_{\lambda}(s) \quad \text { Lemma } 1.15 .
\end{aligned}
$$

Thus ( $*$ ) is proven.
Now let $S=x_{0} \nmid$ be the axiom of $G$, then it follows immediately from (*)

$$
S \xrightarrow[G]{*} t \in T_{\Omega} \curvearrowright X \underset{f r(G)}{*} f r_{\lambda}(t)
$$

and thus

$$
x_{0}^{\prime} \xrightarrow[f(G)]{\longrightarrow} S(e) \xrightarrow[f r(G)]{*} f r_{\lambda}(t)(e) \xrightarrow[\beta]{*} n f\left(f r_{\lambda}(t)(e)\right)=f r o n t(t) \text { by Lemma 7.14. }
$$

‘ㅡㅡ’ Call an $f$-redex any redex of the form $f\left(t_{1}, \ldots, t_{r}\right)$.
We first show

> if $f r_{\lambda}(t) \xrightarrow[f r(G)]{ } w$ is not an $f$-reduction, then there
> exists $s$ with $t \xrightarrow[G]{ } s \wedge w=f r_{\lambda}(s)$
by induction on $t$.
$-t=x \curvearrowright w=f r_{\lambda}(s)$ with $s \in G(x) \curvearrowright t \xrightarrow[G]{\longrightarrow} s$.
$-\boldsymbol{t} \in \boldsymbol{\Omega} \cup Y$ : trivial.
$-t=\lambda y_{o} . t^{\prime}:$ immediate by I.H.
$-t=t_{0}\left(t_{1}, \ldots, i_{r}\right):$
Case 1: $\exists j f r\left(t_{i}\right) \rightarrow w_{i}$ : immediate by induction.
Case 2: $\operatorname{fr}\left(t_{c}\right)=\lambda y_{c_{r}} w^{\prime} \wedge w=w^{\prime}\left[y_{\alpha} /\left(f r_{\lambda}\left(t_{1}\right), \ldots, f r_{\lambda}\left(t_{r}\right)\right)\right]$.
By the assumption that $t$ is not an $f$-redex we have $t_{0} \neq f$. Since new abstractions are only introduced in the translation of terminal symbols we must have

$$
\begin{aligned}
& \exists \beta \exists t^{\prime} w^{\prime}=f r_{\lambda}\left(t^{\prime}\right) \wedge \alpha=f r(\beta) \\
& \qquad \begin{aligned}
\sim & =f r_{\lambda}\left(t^{\prime}\right)\left[y_{f r(\beta)} /\left(f r_{\lambda}\left(t_{3}\right), \ldots, f r_{\lambda}\left(t_{r}\right)\right)\right] \\
& =f r_{\lambda}(s) \quad \text { with } s=f r_{\lambda}\left(t^{\prime}\left[y_{\beta} /\left(t_{1}, \ldots, t_{r}\right)\right]\right) \quad \text { by Lemma } 7.15 .
\end{aligned}
\end{aligned}
$$

Obviousiy it holds $t \rightarrow s$.
This proves (*).
Now let $w \in L(f r(G))$. By Theorem 6.4 there exists a left reduction leading to $w$. Without loss of generality we may assume that the evaluation of the actual parameter $\epsilon$ is delayed and carried out as the last reduction step. Then the above derivation $D$ has to be of the form

$$
\begin{aligned}
x_{0}^{\prime} & \rightarrow S(e) \rightarrow w_{1}(e) \xrightarrow[\beta]{*} n f\left(w_{1}\right)(e) \rightarrow \cdots \\
& \rightarrow w_{n}(e) \xrightarrow[\beta]{*} n f\left(w_{n}\right)(e) \underset{\beta}{\rightarrow} w .
\end{aligned}
$$

Note that only the last $\beta$-reduction is a non-standard derivation step. Since in an $f$-reduciion no actual parameters are copied, we can arrange that all $f$-reductions
are carried out at the end of derivation by interchanging $f$-reductions with non-f-reductions, starting from the right. This is possible since $D$ is (essentially) a standard derivation and thus the redexes interchanged are either contained or situated to the right of the corresponding f-redex. Hence $D$ is equivalent to a derivation $D^{\prime}$

$$
\begin{aligned}
x_{0}^{\prime} & \rightarrow S(e) \rightarrow w_{1}(e)=v_{1}(e) \xrightarrow[\beta]{*} v_{1}^{\prime}(e) \rightarrow \cdots \\
& \rightarrow v_{n}(e) \xrightarrow[\beta]{*} v_{n}^{\prime}(e) \xrightarrow[f]{*} n f\left(w_{n}\right)(e) \xrightarrow[\beta]{\longrightarrow} w
\end{aligned}
$$

where no $f$-reductions are carried out from $v_{i}$ to $v_{i}^{\prime}$. But then $S \rightarrow v_{1} \rightarrow{ }_{\beta}^{*} v_{1}^{\prime} \rightarrow \cdots \rightarrow$ $v_{n} \rightarrow_{\beta}^{*} v_{n}^{\prime}$ is a derivation in $f r(G)$, hence by $(*)$ and the fact that $f r_{\lambda}(S)=S$ there musi exist terms $t_{j}, t_{i}^{\prime}$ with $f r_{\lambda}\left(t_{j}\right)=v_{j}, f r_{\lambda}\left(t_{j}^{\prime}\right)=v_{j}^{\prime}$ such that

$$
S \rightarrow t_{1} \xrightarrow[\beta]{*} t_{1}^{\prime} \rightarrow \cdots \rightarrow t_{n} \xrightarrow[\beta]{*} t_{n}^{\prime} \quad \text { in } G .
$$

Since $f$ is linear, $t_{n}^{\prime}$ inherits from $v_{n}^{\prime}$ the property of being a term over parameters and operation symbols only. Moreover, $v_{n}^{\prime}$ contains only $f$-redexes, hence $t_{n}^{\prime}$ is in normalform and thus by the above $t_{n}^{\prime} \in L(G)$. This proves $w$ to be the front of a tree in the language generated by $G$ :

$$
\begin{aligned}
f r o n t\left(t_{n}^{\prime}\right) & =n f\left(f r_{\lambda}\left(t_{n}^{\prime}\right)(e)\right) & & \text { Lemma } 7.14 \\
& =n f\left(v_{n}^{\prime}(e)\right) & & \\
& =n f\left(n f\left(w_{n}\right)(e)\right)=w & & \text { Facts 5.3,5.4 }
\end{aligned}
$$

We shall now characterize level- $(n+1)$ string languages as frontier languages of level- $n$ tree languages.

By the construction used in the path language characterization it suffices to consider string grammars in Chomsky-normalform, such that all types of nonterminals and/or parameters are either a base-type or of the form $\left(\alpha_{m}, \ldots,\left((i, i)^{n},(i, i)\right) \ldots\right)$. It is easy to see that such a grammar is equivalent to a grammar which uses $e$ only in a new initial production $x_{0}^{\prime}=x_{0}(e())$ and where $x_{0}^{\prime}$ is the only nonterminal of a ground type (otherwise replace each expression $x \downarrow$ with

$$
\operatorname{type}(x)=(\underbrace{e, \ldots,(e, i) \ldots)}_{k} \text { by } x() \cdots()\left(y_{1, i}\right)
$$

and $e()$ by $y_{1, i}$, and add the production

$$
x_{0}^{\prime}=x_{0}() \cdots()(e())
$$

We now associate with such a level- $(n+1)$ string grammar $G$ a level $n$ grammar $c(G)$ (essentially the image under comb) by writing an application $t_{1}\left(t_{2}\left(y_{1, i}\right)\right.$ ) as composition $t_{1} \circ t_{2}$ and omitting the parameters $y_{1, i}$ in all higher level productions.

Taking the image of $\boldsymbol{C}(\boldsymbol{G})$ under front yields again the grammar $G$, hence by the above lemma the frontier language of $c(G)$ coincides with the language generated by $\boldsymbol{G}$.

## Construction

(1) Types:

$$
\begin{aligned}
& c: D^{*}\left(\{(i, i)\} \mid \rightarrow D^{*}(\{i\}),\right. \\
& (i, i)_{\mapsto \rightarrow i} \quad(\alpha, \nu)_{\mapsto} \rightarrow(c(\alpha(1)) \cdots c(\alpha(:)), c(\nu)) .
\end{aligned}
$$

(2) Let $\Omega$ be a monadic $\{i\}$-sorted alphabet. Define an $\{i\}$-sorted alphabet $\Omega_{c}$ by

$$
\Omega_{r}^{(e, i)}:=\Omega^{(i, i)}, \quad \Omega_{c}^{(i 2, i)}:=\{0\} .
$$

We use the symbol for composition in infix-notation.
(3) Assume, that all productions of $G \in n+1-N \lambda(\Omega)$ are of one of the following forms:
(3.1) axiom $x_{c}^{\prime}=x_{0}() \cdots()(e())$
(3.2) $x \downarrow=a\left(y_{1, i}\right)$
(3.3) $x \downarrow=x_{1}\left(x_{2}\left(y_{1, i}\right)\right)$
(3.4) $\varepsilon \downarrow=x_{1}\left(x_{2}\left(y_{\alpha_{p}}\right), \ldots, x_{r}\left(y_{\alpha_{p}}\right)\right)\left(y_{\alpha_{p-1}}\right) \cdots\left(y_{\alpha_{1}}\right)\left(y_{1, i}\right)$
(3.5) $x \downarrow=x^{\prime}\left(y_{\alpha_{p}}\right) \cdots\left(y_{\alpha_{1}}\right)\left(y_{1, i}\right)$
(3.6) $x \downarrow=y_{1,(i, i)}\left(y_{2,(i, i)}\left(y_{1, i}\right)\right)$
(3.7) $x \downarrow=y_{1, \nu_{1}}\left(y_{2, \nu_{2}}\left(y_{\alpha_{p}}\right), \ldots, y_{r, \nu_{r}}\left(y_{\alpha_{p}}\right)\right)\left(y_{\alpha_{p-1}}\right) \cdots\left(y_{\alpha_{1}}\right)\left(y_{1, i}\right)$
(3.8) $x \downarrow=y_{1, \nu}\left(y_{\alpha_{p}}\right) \cdots\left(y_{\alpha_{1}}\right)\left(y_{1, i}\right)$.
$c(G\rangle \in n-N \lambda\left(\Omega_{c}\right)$ has as nonterminals $\operatorname{var}(G) \backslash\left\{x_{0}^{\prime}\right\}$ with re-definsd types. The productions of $c(G)$ are obtained by substituting each production of the form
(3.2) by $x \downarrow=a$
(3.3) by $x \downarrow=x_{1} \circ x_{2}$
(3.4) by $x \downarrow=x_{1}\left(x_{2}\left(y_{c\left(\alpha_{p}\right)}\right), \ldots, x_{r}\left(y_{c\left(\alpha_{p}\right)}\right)\right)\left(y_{c\left(\alpha_{p-1}\right)}\right) \cdots\left(y_{c\left(\alpha_{1}\right)}\right)$
(3.5) by $x \downarrow=x^{\prime}\left(y_{c\left(\alpha_{0}\right)}\right) \cdots\left(y_{c\left(\alpha_{1}\right)}\right)$
(3.6) by $x \downarrow=y_{1, i} \circ y_{2, i}$
(3.7) by $x \downarrow=y_{1, \Omega\left(\nu_{1}\right)}\left(y_{2, c\left(\nu_{2}\right)}\left(y_{c\left(\alpha_{p}\right)}\right), \ldots\right.$,

$$
\left.y_{r, c\left(\nu_{r}\right)}\left(y_{c\left(\alpha_{0}\right)}\right)\right)\left(y_{c\left(\alpha_{p-1}\right)}\right) \cdots\left(y_{c\left(\alpha_{1}\right)}\right)
$$

(3i.8) by $x \downarrow=y_{1, c(\nu)}\left(y_{c\left(\alpha_{p}\right)}\right) \cdots\left(y_{c\left(\alpha_{1}\right)}\right)$.
This proves the following characterisation of OI-string languages.
Theorem 7.17. The frontier languages of $n-\mathscr{L}_{\text {OI }}$ coincide with the level- $(n+1)$ OI-string languages.

Pronf. ' $\subseteq$ ' Let $L=f r o n t(L(G))$ with $G \in n-N \lambda(\Omega)$, then $L=L(\operatorname{fr}(\mathcal{S}))$ by Lemma $\% 16$, hence $L \in(n+1)-\mathscr{L}_{O I}\left(\Omega_{f r}\right)$.
' $\supseteq$ ' Let $\Omega$ be a monadic alphabet and $L=L(G)$ for some $G \in(n+1)-N \lambda(\Omega)$. Then there exists an equivalent level- $n+1$ grammar $G^{\prime}$ which contains only productions of the form (3.1)-(3.8) (take the Chomsky-normalform $G_{1}$ of $G$ and use the above hint to construct $G^{\prime}$ out of $\left.\operatorname{br}\left(G_{1}\right)\right)$. Since $\operatorname{fr}(c(\tau))=\tau \in D^{*}(\{i\})$ and hence (up to $\beta$-reduction) $f r_{\lambda}\left(c\left(G^{\prime}(x)\right)\right)=G^{\prime}(x)$ we have by Lemma 7.16 $L(G)=L\left(G^{\prime}\right)=$ $L(f r(c(G)))=\operatorname{front}(L(c(G)))$.

Since $0-N \lambda(\Omega)$ and $1-N \lambda(\Omega)$ coincide with the class of regular and/or contextfree tree grammars over $\Omega$ and frontier-languages of context-free tree languages define exactly the class of macro-ianguages [56], the OI-hierarchy starts for a monadic alphabet with the resular, context-free and macro-languages.

Corollary 7.18. Let $\Omega$ be a monadic alphabet. Then

$$
0-\mathscr{L}_{\mathrm{OI}}(\Omega)=\mathscr{R} \mathscr{C} \mathscr{G}(\Omega), \quad 1-\mathscr{L}_{\mathrm{OI}}(\Omega)=\mathscr{C} \mathscr{F}(\Omega), \quad 2-\mathscr{L}_{\mathrm{OI}}(\Omega)=\mathscr{A} \mathscr{A} \mathscr{C}(\Omega)
$$

A sketch of a proof of this result can also be found in [28, 70]. An alternate proof using top-down tree transducers on infinite trees is given in [5].

### 7.5. Closure properties

In this section we will demonstrate, that level-n OI string languages form a substitution closed AFL.

We start by investigating closure under intersection with regular languages. The construction employed is an extension of the classical state-product construction for context-free tree-grammars (c.f. [61]): in an OI-derivation, the current state of the finite automata is memorized in the top-nonterminals; as soon as a new terminal symbol is derived, it is fed as input to the automata and the new state is again stored in the top-nonterminal. To avoid the (technical!) elimination of rules which generate a special symbol for nonacceptance (c.f. [61]), we simulate the intersection at the level of trees over $\Omega_{+}$and use $\perp$ to 'erase' nonaccepted branches.

Essentially, intersection of languages over $\Omega$ corresponds to taking meets of the associated languages over $\Omega_{+}$. For the monadic case considered in this section, the meet operation can be further specialized. We need the following nstation.

Notation. Let $\Omega$ be a monadic alphabet, $t \in \mathrm{FT}_{\Omega_{+}}(N), R \subseteq T_{\Omega}$, and $L=\bigcup \operatorname{set}\left(L_{+}\right)$ with $L_{+} \subseteq \mathrm{FT}_{\Omega_{+}}$.
(1) $R_{+}:=\left\{t \in \mathrm{FT}_{\Omega_{+}} \mid \operatorname{set}(t) \subset R\right\}$.
(2) $\left(s, t_{1}, \ldots, t_{k}\right) \wedge$ a full linearization of $t$ iff
(i) $t_{j} \in N \cup\{e, \perp\}$,
(ii) front $_{0}(s)=y_{i, 1} \leftarrow \cdot \cdot \leftarrow y_{i, k}$,
(iii) $t=s\left[t_{1}, \ldots, t_{k}\right]$.

Clearly each $t$ has exactly one full linearization. In the sequel we will restrict ourselves to full linearizations.
(3) If $\left(s, t_{1}, \ldots, t_{k}\right)$ is as above, we set leave ${ }_{j}(t):=t_{j}$, breadth $(t):=k$.
(4) $\operatorname{path}_{j}(t)$ is the string in $\Omega^{(i, i)}$ leading to leave $j_{j}(t)$. The set path $(t)=$ $\left\{\right.$ path $_{i}(t) \mid j \in\left[\right.$ breadth $\left.^{(t)] \wedge \text { leave }}{ }_{j}(t)=e\right\}$ contains all paths of $t$ leading to an $e$-leave.
(5) Define a partial order $\subseteq$ on $\mathrm{FT}_{\Omega_{+}}(N)$ by

$$
\begin{aligned}
t \subseteq t^{\prime} \text { iff } t & =s\left[t_{1}, \ldots, t_{k}\right] \wedge t^{\prime}=s^{\prime}\left[t_{1}^{\prime}, \ldots, t_{k}^{\prime}\right] \curvearrowright \\
s & =s^{\prime} \wedge k=k^{\prime} \wedge \forall j \in[k] t_{j} \neq t_{j}^{\prime} \curvearrowright t_{j}=\perp,
\end{aligned}
$$

i.e. $t$ can be obtained from $t^{\prime}$ by replacing some leaves by $\perp$.
(6) The meet of $L_{+}$and $R_{+}$is given by

$$
L_{+} \sqcap R_{+}:=\left\{s \in R_{+} \mid \exists t \in L_{+} s \subseteq t\right\} .
$$

It is now siraightforward to prove, that the intersection of $L$ and $R$ corresponds to the meet of $L_{+}$and $\boldsymbol{R}_{+}$.

Lemma 7.19. $\forall t \in \mathrm{FT}_{\Omega_{+}} \operatorname{path}(t) e=\operatorname{set}(t)$.

Prouf: Immediate by induction over $t$.
Lemma'7.20. $\forall t \in \mathrm{FT}_{\Omega_{+}} S \subseteq \operatorname{set}(t) \curvearrowright \exists s \subseteq t S=\operatorname{set}(s)$.

Prsof. Let $t=t_{0}\left[t_{1}, \ldots, t_{k}\right]$. By Lemma 7.19 we have

$$
S=\left\{\text { path }_{i_{1}}(t) e, \ldots, \text { path }_{i_{r}}\left(\frac{s}{( }\right) e\right\} \text { for some } r \in\{0, \ldots, k\} .
$$

Define $s:=t_{0}\left[t_{1}^{\prime}, \ldots, t_{k}^{\prime}\right]$, where

$$
t_{j}^{\prime}= \begin{cases}e & \text { if } j \in\left\{i_{1}, \ldots, i_{r}\right\} \\ \perp & \text { otherwise }\end{cases}
$$

By Lerama 7.19 we have $S=\operatorname{set}(s)$.
Corollary 7.21. $L \cap R=\bigcup \operatorname{set}\left(L_{+} \sqcap R_{+}\right)$.
Proof. ' $\subseteq$ ' Let $w \in \operatorname{set}(t) \cap R$ with $t \in L_{+} \frown$ by Lemma $7.20 \exists s \subseteq t w \in \operatorname{set}(s)=$ set $(t) \cap R$.

Then $\operatorname{set}(s) \equiv R \frown s \in R_{+}$, hence $s \in L_{+} \sqcap R_{+}$.
" ${ }^{\prime}$ Le: $w \in \operatorname{set}(s)$ with $s \in L_{+} \sqcap R_{+}$
$\curvearrowright s \in R_{+} \wedge \exists t \in L_{+} s \subseteq t$
$\curvearrowright w \in \operatorname{set}(t) \wedge w \in \operatorname{set}(s) \subseteq R$
$\curvearrowright w \in \cup \operatorname{set}\left(L_{+}\right) \cap R$.

Now let $L$ be a level- $n$ OI language over $\Omega$, and $R=L(\mathscr{Q})$ for some Rabin-Scottautomata 2 with states [ $k$ ], input alphabet $\Omega^{1}$, transition function $\delta$, initial state 1 , and final states $F$. Then $R_{+}$is the set of trees such that a path is either accepted by $\mathscr{Q}$ or leads to $\perp$. By Corollary 4.11 and Theorems 6.7 and 7.2 we have $L=\bigcup \operatorname{set}\left(L\left(S_{\perp}\right)\right)$ for some level-n $\lambda$-scheme $S \in n-\lambda\left(\Omega_{+}\right)$. Thus it is sufficient to construct some $\bar{S} \in n-\lambda\left(\Omega_{+}\right)$, such that the schematic language generated by $\bar{S}$ contains exactly those trees of $\boldsymbol{R}_{+}$, which differ at most at $\perp$-leaves 'by $e$ ' from trees in $L\left(S_{\perp}\right)$. Clearly $\bar{S}_{\perp}$ has to simulate (OI-)derivations of $S_{\perp}$ except that an $e$-leave is only generated in case the path leading to this leave takes 2 into a final state. Recall that the current state will be memorized in the head-nonterminals.

While simulating a production $x \downarrow=x_{1}\left(x_{2}\left(y_{\alpha}\right), \ldots, x_{r}\left(y_{\alpha}\right)\right) \downarrow$, say, we do not know in advance, which state the automata will have reached while working on strings generated from $x_{j}$ with $j \geqslant 2$. To cope with this, we allow all possible states and, later on, choose the correct state by means of projections.

## Construction

(1) Types

$$
\begin{aligned}
& \overline{-}: D^{*}(\{i\}) \rightarrow D^{*}(\{i\}) \\
& \left.\bar{i}:=i, \quad(\overline{\alpha(1) \cdots \cdot \alpha(r), \nu}):=(\overline{\alpha(1)})^{k} \cdots \overline{\alpha(r)}^{k}, \bar{\nu}\right) .
\end{aligned}
$$

We identify $[k] \times Y_{\alpha}$ and $Y_{\tilde{\alpha}^{k}}$ via

$$
\left(q, y_{j, \alpha(j)}\right) \mapsto y_{l, \bar{\alpha}} k_{(l)} \quad \text { with } l=(j-1) \cdot k+q .
$$

(2) Terms
(2.1) Let $t \in T_{X, Y}^{\tau}$ be an applicative term.

We define inductively $\bar{t} \in T_{[k] \times X,[k] \times Y}^{i k}$ by

$$
\begin{aligned}
& \bar{x}:=(1 x, \ldots, k x) \quad \text { with type }(q x):=\overline{\operatorname{type}(x)}, \bar{y}:=(1 y, \ldots, k y), \\
& \overline{t\left(t_{1}, \ldots, t_{r}\right)}:=\left(p r_{1}(\bar{t})\left(\bar{t}_{1}, \ldots, \bar{t}_{r}\right), \ldots, p r_{k}(\bar{t})\left(\bar{t}_{1}, \ldots, \bar{t}_{r}\right)\right) .
\end{aligned}
$$

(2.2) Let $\bar{N}:=\left\{p r_{j}(\bar{t}) \mid t \in N \wedge j \in[k]\right\}$.
${ }_{-}: \mathscr{F}_{\Omega_{+}}(\bar{N}) \rightarrow \mathscr{F} \mathscr{T}_{\Omega_{+}}(N)$ is the unique $\Omega_{+}$-homomorphism generated by $p r_{i}(t) \mapsto t$.
(3) Let $S \in n-\lambda\left(\Omega_{+}\right)$in Chomsky-normalform, $\mathscr{Q}=\left([k], \Omega^{\mathbf{1}}, \delta, 1, F\right)$ a RabinScott automata.

Define $\bar{S} \in n-\lambda\left(\Omega_{+}\right)$with $\operatorname{var}(\bar{S}):=[k] \times \operatorname{var}(S)$ by

$$
\begin{align*}
x \downarrow & =e() \text { in } S \curvearrowright \forall q \in F q x \downarrow=e() \text { in } \bar{S} .  \tag{3.1}\\
x \downarrow & =+\downarrow \text { in } S \curvearrowright \forall q \in[k] q x \downarrow=+\left(c y_{1, i}, q y_{2, i}\right) \text { in } \bar{S} . \\
x \downarrow= & a \downarrow \text { in } S \curvearrowright \forall q \in[k] q x \downarrow=a\left(\delta(q, a) y_{1, i}\right) \text { in } \bar{S} . \\
x \downarrow & =x^{\prime} \downarrow \text { in } S \curvearrowright \forall q \in[k] q x \downarrow=q x^{\prime} \downarrow \text { in } \bar{S} . \\
x \downarrow= & x_{1}\left(x_{2}\left(y_{\alpha}\right), \ldots, x_{r}\left(y_{\alpha}\right)\right) \downarrow \text { in } S \\
& \curvearrowright \forall q \in[k] q x_{1}\left(\overline{x_{2}}\left(y_{\alpha}\right), \ldots, x_{r}\left(y_{\alpha}\right)\right) \downarrow \text { in } \bar{S} .
\end{align*}
$$

(3.6) $x \downarrow=y_{i, \nu} \downarrow$ in $S \curvearrowright \forall q \in[k] q x \downarrow=q y_{j, \nu} \downarrow$ in $\bar{S}$.

$$
\begin{align*}
x \downarrow= & y_{1, \nu_{2}}\left(y_{2, \nu_{2}}\left(y_{\alpha}\right), \ldots, y_{r, \nu_{r}}\left(y_{\alpha}\right)\right) \downarrow \text { in } S  \tag{3.7}\\
& \sim \forall q \in[k] q y_{1, \nu_{1}}\left(y_{2, \nu_{2}}\left(y_{\alpha}\right), \ldots, y_{r, \nu_{r}}\left(y_{\alpha}\right)\right) \downarrow \text { in } \bar{S} .
\end{align*}
$$

To aid intaition, we will first give an example.
Example. Consider the grammar $G_{3}$ of Section 7.1. In order to be able to carry out the constraction, it is sufficient to replace each occurrence of $a, b$, and $e$ in $G_{3+}$ by nonteminals $a, b$, and $e$, respectively, and to add the productions

$$
a \downarrow=a \downarrow, \quad b \downarrow=b \downarrow, \quad e \downarrow=e
$$

$L \mathrm{~L}:=S_{\in} \in 3-\lambda\left(\Omega_{+}\right)$dencte the modified version of $G_{3+}$. Now consider the regular set

$$
\boldsymbol{R}_{2}:=a^{+}\left(b^{2}\right)^{+} a^{+}\left(b^{3}\right)^{+}(a \vee b)^{*}=a^{+}\left(b^{2}\right)^{+} a^{-} b^{3}(a \vee b)^{*}
$$

which will be employed in Section 9 to evaluate lower bounds on the 'complexity' of the sample languages. $\boldsymbol{R}_{2}$ is recognized deterministically by

$$
\rightarrow(1) \xrightarrow{a} \underbrace{(2)}_{a} \xrightarrow{b}(3) \xrightarrow[b]{b}(\underbrace{b}_{(5)}, \stackrel{a}{b}(\underbrace{6}_{-}) \xrightarrow{b}(7) \xrightarrow{b}(8) \xrightarrow{b}((9))_{a}^{a}
$$

The set of productions of $\bar{S}$ consists of the extended rules of $S$

$$
\begin{aligned}
& 1 x_{0}=1 x_{3}\left(\overline{x_{1}}\right)(\bar{b})(\bar{e}), \quad q x_{1} \downarrow=q y_{1}\left(\overline{y_{1}\left(y_{0}\right)}\right), \quad q x_{2} \downarrow=q y_{2}\left(\overline{y_{2}\left(y_{1}\right)}\right)\left(\overline{y_{0}}\right), \\
& q x_{3} \downarrow=+\left(q x_{3}\left(\overline{x_{2}\left(y_{2}\right)}\right)\left(\overline{B\left(y_{1}\right)}\right)\left(\overline{A\left(y_{2}\right)\left(y_{1}\right)\left(y_{0}\right)}\right), q A\left(\overline{y_{2}}\right)\left(\overline{y_{1}}\right)\left(\overline{y_{0}}\right)\right), \\
& q B \downarrow=q b\left(\overline{y_{1}\left(y_{0}\right)}\right), \quad q A \downarrow=q y_{2}(\bar{a})\left(\overline{y_{1}\left(y_{0}\right)}\right)
\end{aligned}
$$

and productions modelling the behaviour of the finite automata

$$
q a \downarrow=a\left(\delta(q, c) y_{0}\right), \quad q b \downarrow=b\left(\delta(q, b) y_{0}\right), \quad q e=e .
$$

An example on an Ol-derivation in $\bar{S}_{\perp}$ is

$$
\begin{aligned}
& 1 x_{0} \Rightarrow 1 x_{3}\left(\overline{x_{1}}\right)(\bar{b})(\bar{e}) \\
& \Rightarrow+\left(t, 1 A\left(\overline{x_{1}}\right)(\bar{b})(\bar{e})\right) \\
& \text { with } t:=1 x_{3}\left(\overline{x_{2}\left(x_{1}\right)}\right)(\overline{B(b)})\left(\overline{A\left(x_{1}\right)(b)(e)}\right) \\
& \Rightarrow+\left(t, 1 x_{1}(\bar{a})(\overline{b(e)})\right. \\
& \Rightarrow+(t, 1 a(\overline{a(b(e))})) \\
& \Rightarrow+(t, a(2 a(\overline{b(e)}))) \\
& \Rightarrow+(t, a(a(2 b(\bar{e})))) \\
& \Rightarrow+(t, a(a(b(3 e))) \\
& \Rightarrow+(t, a a b(\perp))
\end{aligned}
$$

$$
\begin{aligned}
& \Rightarrow+\left(+\left(t^{\prime}, 1 A\left(\overline{x_{2}\left(x_{1}\right)}\right)(\overline{B(b)})\left(\overline{A\left(x_{1}\right)(b)(e)}\right)\right), w_{1}\right) \\
& \text { with } w_{1}=a a b(\perp) \text {, } \\
& \left.t^{\prime}=1 x_{3}\left(\overline{x_{2}^{2}\left(x_{1}\right)}\right)\left(\overline{B^{2}(b)}\right)\left(\overline{A\left(x_{2}\left(x_{1}\right)\right.}\right)(\overline{B(b)})\left(\overline{A\left(x_{1}\right)(b)(e)}\right)\right) \\
& \Rightarrow+\left(+\left(t^{\prime}, 1 x_{2}\left(\overline{x_{1}}\right)(\bar{a})\left(\overline{B(b)}\left(\overline{A\left(x_{1}\right)(b)(e)}\right)\right)\right), w_{1}\right) \\
& \left.\Rightarrow+\left(+\left(t^{\prime}, 1 x_{1}\left(\overline{x_{1}(a)}\right)\left(\overline{B(b)}\left(\overline{A\left(x_{1}\right)(b)(e)}\right)\right)\right)\right), w_{1}\right) \\
& \Rightarrow+\left(+\left(t^{\prime}, 1 x_{1}(\bar{a})\left(\overline{x_{1}(a)}\left(\overline{B(b)}\left(\overline{A\left(x_{1}\right)(b)(e)}\right)\right)\right)\right), w_{1}\right) \\
& \Rightarrow+\left(+\left(t^{\prime}, 1 a\left(\bar{a}\left(\overline{x_{1}(a)}\left(\overline{B(b)}\left(\overline{A\left(x_{1}\right)(b)(e)}\right)\right)\right)\right)\right), w_{1}\right) \\
& \Rightarrow+\left(+\left(t^{\prime}, a\left(\overline{2 a}\left(\overline{x_{1}(a)}\left(\overline{B(b)}\left(\overline{A\left(x_{1}\right)(b)(e)}\right)\right)\right)\right)\right), w_{1}\right) \\
& \Rightarrow+\left(+\left(t^{\prime}, a\left(a\left(2 x_{1}(\bar{a})\left(\overline{B(b)}\left(\overline{A\left(x_{1}\right)(b)(e)}\right)\right)\right)\right), w_{1}\right)\right. \\
& \left.\Rightarrow+\left(+\left(t^{\prime}, a\left(a\left(2 a\left(\bar{a}(\overline{B(b)})\left(\overline{A\left(x_{1}\right)(b)(e)}\right)\right)\right)\right)\right)\right), w_{1}\right) \\
& \Rightarrow+\left(+\left(t^{\prime}, a\left(a\left(a\left(2 a\left(\overline{B(b)}\left(\overline{A\left(x_{1}\right)(b)(e)}\right)\right)\right)\right)\right), w_{1}\right)\right. \\
& \Rightarrow+\left(+\left(t^{\prime}, a\left(a\left(a\left(a\left(2 B(\bar{b})\left(\overline{A\left(x_{1}\right)(b)(e)}\right)\right)\right)\right)\right)\right), w_{1}\right) \\
& \Rightarrow+\left(+\left(t^{\prime}, a^{4}\left(2 b\left(\bar{b}\left(\overline{A\left(x_{1}\right)(b)(e)}\right)\right)\right)\right), w_{1}\right) \\
& \Rightarrow+\left(+\left(t^{\prime}, a^{4}\left(b\left(3 b\left(\overline{A\left(x_{1}\right)(b)(e)}\right)\right)\right), w_{1}\right)\right. \\
& \Rightarrow+\left(+\left(t^{\prime}, a^{4}\left(b\left(b\left(4 A\left(\overline{x_{1}}\right)(\bar{b})(\bar{e})\right)\right)\right)\right), w_{1}\right) \\
& \left.\Rightarrow+\left(+\left(t^{\prime}, a^{4}\left(b^{2}\left(4 x_{1}(\bar{a})(\bar{b})(e)\right)\right)\right)\right), w_{1}\right) \\
& \left.\Rightarrow+\left(+\left(t^{\prime}, a^{4}\left(b^{2}(4 a(\overline{a(b(e)}))\right)\right)\right), w_{1}\right) \\
& \Rightarrow+\left(+\left(t^{\prime}, a^{4}\left(b^{2}(a(6 a(b(e))))\right)\right), w_{1}\right) \\
& \Rightarrow+\left(+\left(t^{\prime}, a^{4}\left(b^{2}\left(a^{2}(6 b(e))\right)\right)\right), w_{1}\right) \\
& \Rightarrow+\left(+\left(t^{\prime}, a^{4} b^{2} a^{2} b(7 e), w_{1}\right)\right. \\
& \Rightarrow+\left(+\left(t^{\prime}, a^{4} b^{2} a^{2} b(\perp)\right), w_{1}\right)
\end{aligned}
$$

It is easy to see that the shortest word in the intersection of $L\left(G_{3}\right)$ and $\boldsymbol{R}_{2}$ is

$$
a^{256} b^{4} a^{16} b^{3} a^{4} b^{2} a^{2} b
$$

The foilowing three lemmata demonstrate the correctness of the construction. Sirce: we only cleal with OI-derivations, we will simply write $\Rightarrow$ for $\Rightarrow$ or .

Te prove first, that $\bar{S}_{\perp}$ only generates trees, which are derivable in $S_{\perp}$.
Lemmal 7.22.

$$
1 x_{0} \downarrow \stackrel{*}{\overrightarrow{s_{1}}} t \sim r_{r_{0}} \downarrow \underset{s_{1}}{\stackrel{*}{\Rightarrow} t} t
$$

Proof. By induction on the length of a derivation. The base step is trivial. Now consider a derivation

$$
\mid x_{0} \downarrow \underset{\overrightarrow{\boldsymbol{s}_{+}}}{\Rightarrow} t \underset{\overrightarrow{\bar{s}_{+}}}{\Rightarrow} t^{\prime} .
$$

Let $\left(s, s_{1}, \ldots, s_{r}\right)$ be the full linearization of $t$, and assume (without loss of generallity) that $s_{1}=q x\left(\bar{c}_{m}\right) \cdots\left(\bar{\sigma}_{0}\right)$ is the subterm replaced in the last derivation step. By induction hypothesis; we have

$$
r_{0} \downarrow=\underset{s_{\downarrow}}{*} \underline{t}=s\left[\pi\left(\sigma_{m}\right) \cdots\left(\sigma_{0}\right), \underline{s}_{2}, \ldots, \underline{s}_{r}\right]
$$

If $t^{\prime}$ is obtained from $t$ by a $L$-production, the assertion is obvio asly true We proceed by considering cases (3.1) to (3.7) in the construction of $\bar{S}$.
(3.1) $t^{\prime}=s\left[e(), s_{2}, \ldots, s_{r}\right]$ and $\underline{t} \Rightarrow_{s_{\perp}} \underline{t}^{\prime}$ since $x \downarrow=e()$ in $S$.
(3.2) Let $\bar{\tau}_{0}=\left(\bar{t}_{1}, \bar{t}_{2}\right)$

$$
\begin{aligned}
\sim t^{\prime} & \left.=s_{1}+\left(p r_{q}\left(\bar{t}_{1}\right), p r_{q}\left(\bar{t}_{2}\right)\right), \underline{s}_{2}, \ldots, \underline{s}_{r}\right] \\
\wedge \bar{t} & \underset{s_{1}}{\Longrightarrow} s\left[++\left(\bar{i}_{1}, t_{2}\right), \underline{s}_{2}, \ldots, \underline{s}_{r}\right] \quad \text { since } x \downarrow=+\downarrow \text { in } S \\
& =\underline{t}^{\prime} \quad \text { since }+\left(t_{1}, t_{2}\right)=+\left(p r_{q}\left(\bar{t}_{1}\right), p r_{q}\left(\bar{t}_{2}\right)\right) .
\end{aligned}
$$

(3.3) Similar to (3.2).

$$
\begin{align*}
& t^{\prime}=s\left[x^{\prime}\left(\ddot{\boldsymbol{F}}_{p}\right) \cdots\left(\bar{\sigma}_{0}\right), \underline{s}_{2}, \ldots, \underline{s}_{r}\right] \quad \text { with }{ }_{p} \equiv m  \tag{3.4}\\
& \rightarrow t=\underset{s_{\perp}}{\Rightarrow} t^{\prime}=s\left[\underline{p r_{q}}\left(\overline{x^{\prime}\left(\sigma_{p}\right) \cdots\left(\sigma_{0}\right)}\right), \underline{s}_{2}, ., \underline{s}_{r}\right] \\
& t^{\prime}=s\left[q x_{1}\left(\overline{x_{2}\left(\sigma_{p}\right)}, \ldots, \overline{x_{r}\left(\sigma_{p}\right)}\right)\left(\overline{\sigma_{p-1}}\right) \cdots\left(\overline{\sigma_{0}}\right), \underline{s}_{2}, \ldots, s_{r}\right]  \tag{3.5}\\
& \left.\sim_{*} \underset{s_{+}}{\Rightarrow} \underline{t}^{\prime}=s\left[\underline{p r_{g}} \overline{\left(x_{1}\left(x_{2}\left(\sigma_{p}\right), \ldots, x_{r}\left(\sigma_{p}\right)\right)\left(\sigma_{p-1}\right) \cdots\left(\sigma_{0}\right)\right.}\right), \underline{s}_{2}, \ldots, \underline{s}_{r}\right] .
\end{align*}
$$

(3.6) Similar to (3.4).
(3.7) Similar to (3.6). $\square$

Next we show, that $\bar{S}_{\perp}$ generates only trees with paths leading to $\perp$ or accepted by 2.

Notation. (7) $\delta^{*}$ denotes the (total) extension of $\delta$ to strings.
(8) For $A \in \bar{N}$ we denote by $\operatorname{state}(A):=p r_{1}($ head $(A))$ the state memorized in the top nonterminal of $A$.

Lemma \%.23. Let $1 x_{0} \downarrow \stackrel{*}{\Rightarrow}{ }_{\bar{s}_{\perp}}$ t and $l:=\operatorname{breadth}(t)$. We have

$$
\begin{aligned}
\forall j \in[l] \quad & \left(\text { leave }_{j}(t)=e \curvearrowright \delta^{*}\left(\operatorname{path}_{i}(t)\right) \in F\right) \\
& \wedge\left(\operatorname{leave}_{j}(t) \in \bar{N} \curvearrowright \delta^{*}\left(\operatorname{path}_{j}(t)\right)={\left.\operatorname{state}\left(\text { leave }_{j}(t)\right)\right) .}^{\text {. }} .\right.
\end{aligned}
$$

Proof. By induction on the length of a derivation. Again, the base step is trivial since

$$
\delta^{*}\left(p a t h_{1}\left(1 x_{0} \downarrow\right)\right)=\delta^{*}(e)=1=\operatorname{state}\left(1 x_{0} \downarrow\right) .
$$

Now consider a derivation $1 x_{0} \downarrow \Rightarrow_{\bar{s}_{\perp}} t \Rightarrow_{\bar{s}_{\perp}} t^{\prime}$, and assume, that $t$ satisfies the above assertion. Let ( $s, s_{1}, \ldots, s_{l}$ ) denote the full linearization of $t$, and assume, $s_{1}=$ $q x\left(\bar{\sigma}_{m}\right) \cdot\left(\bar{\sigma}_{0}\right)$ is the subterm replaced, then by induction hypothesis $q=$ path $\cdot(t)$ ( $=\operatorname{path}_{1}(s)$ ).

In case a $\perp$-production is applied, the assertion is obviously true. We now discuss cases (3.1) to (3.7).
(3.1) $t^{\prime}=s\left[e(), s_{2}, \ldots, s_{l}\right] \curvearrowright$ by construction
$q=\delta^{*}\left(\right.$ path $\left._{1}(t)\right)=\delta^{*}\left(\right.$ path $\left._{1}\left(t^{\prime}\right)\right) \in F$.
$\sigma_{0}=\left(t_{1}, t_{2}\right) \wedge t^{\prime}=s\left[+\left(p r_{q}\left(\bar{t}_{1}\right), p r_{q}\left(\bar{t}_{2}\right)\right), s_{2}, \ldots, s_{l}\right]$
$\curvearrowright \operatorname{state}\left(\right.$ leave $\left._{1}\left(t^{\prime}\right)\right)=\operatorname{state}\left(p r_{q}\left(\bar{t}_{1}\right)\right)=\operatorname{state}\left(p r_{q}\left(\bar{t}_{2}\right)\right)$
$=\operatorname{state}\left(\right.$ leave $\left._{2}\left(t^{\prime}\right)\right)=q=\delta^{*}\left(\right.$ path $\left._{1}(t)\right)=\delta^{*}\left(\right.$ path $\left._{1}\left(t^{\prime}\right)\right)$.
(3.3)

$$
\begin{aligned}
& t^{\prime}=s\left[a\left(p r_{q},\left(\bar{\sigma}_{0}\right)\right), s_{2}, \ldots, s_{l}\right] \\
& \sim \operatorname{state}\left(\text { leave }_{1}\left(t^{\prime}\right)\right)=\operatorname{state}\left(p r_{q},\left(\bar{\sigma}_{0}\right)\right)=q^{\prime} \\
& =\delta(q, a)=\delta\left(\delta^{*}\left(\operatorname{path}_{1}(t)\right), a\right)=\delta^{*}\left(\text { path }_{1}(t) a\right) \\
& =\delta^{*}\left(\operatorname{path}_{1}\left(t^{\prime}\right)\right)
\end{aligned}
$$

(3.4)-(3.7) Direct by I.H.,
$\operatorname{patr}_{1}\left(t^{\prime}\right)=\operatorname{path}_{1}(t)$
$\wedge \operatorname{state}\left(\right.$ leave $\left._{1}\left(t^{\prime}\right)\right)=\operatorname{state}\left(\right.$ leave $\left._{1}(t)\right)$.
The next lemma implies the 'completeness' of $\bar{S}_{\perp}$ : ail trees in $R_{+}$which are majo ized by a tree in $L\left(S_{\perp}\right)$ can be generated in $\vec{S}_{\perp}$.

Lemma 7.23. Let $x_{0} \downarrow \stackrel{*}{\Rightarrow} s_{\perp} t, q_{j}:=\delta^{*}\left(\operatorname{path}_{j}(t)\right)$, and let $\left(s, s_{1}, \ldots, s_{l}\right)$ denote the full linearization of $t$.

Then for all $\tilde{s}_{\boldsymbol{j}}$ with
(1) $s_{i}=e \wedge q_{j} \notin F, n_{i}=\perp$,
(2) $s_{i}=e \wedge q_{j} \in F \neg_{\vee} \tilde{s}_{j}=\perp \vee \tilde{s}_{j}=e$,
(3) $s_{j}=\perp \frown \tilde{s}_{j}=\therefore$,
(4) $s_{j} \in N \curvearrowright \tilde{s}_{j}=p r_{q_{j}}\left(\bar{s}_{j}\right)$
we have

$$
1 x_{0} \frac{\downarrow}{\stackrel{*}{\tilde{s}_{2}}} \stackrel{*}{\Rightarrow} s\left[\dot{v}_{1}^{\prime}, \ldots, \tilde{s}_{1}\right]
$$

Proof. By induction on the length of a derivation. The base step holds trivially, since

$$
\mathbb{1} x_{0} \downarrow=\operatorname{pr}_{1}\left(\overline{x_{0} \downarrow}\right) \quad \text { and } \quad \delta^{*}\left(\operatorname{path}_{1}\left(x_{0} \downarrow\right)\right)=\delta^{*}(e)=1 .
$$

Now let $t,\left(s, s_{1}, \ldots, s_{l}\right)$, and $q_{j}$ be as above, and assume

$$
x_{0} \downarrow \stackrel{*}{s_{\perp}} t \underset{x_{\perp}}{\Rightarrow} t^{\prime} .
$$

Let $s_{1}=x\left(\sigma_{m}\right) \cdots\left(\sigma_{0}\right)$ be the subterm replaced in the last step. Then, by induction hypothesis, we have with $q:=q_{1}$

$$
1 x_{0} \downarrow \underset{\overrightarrow{\bar{s}_{\perp}}}{\stackrel{*}{\Longrightarrow}} s\left[q x\left(\tilde{\sigma}_{m}\right) \cdots\left(\bar{\sigma}_{0}\right), \tilde{s}_{2}, \ldots, \tilde{s}_{l}\right]=: \tilde{t} .
$$

Clearly the assertion holds, if a $\perp$-rule was applied in the last step. We now discuss cases (3.1) to (3.7).
(3.1) $t^{\prime}=s\left[e(), s_{2}, \ldots, s_{l}\right]$. Since $q x \downarrow=\perp$ is a production in $\bar{S}_{\perp}$ we always have $i \nRightarrow{\tilde{s_{\perp}}} s\left[\perp, \tilde{s}_{1}, \ldots, \tilde{s}_{l}\right]$.

Moreover, for $q \in F, \bar{S}_{\ldots}$ contains the production $q x \downarrow=e()$ and thus $i \Rightarrow \vec{s}_{ \pm} s\left[e, \tilde{s}_{1}, \ldots, \hat{s}_{t}\right]$.
(3.2) $\sigma_{0}=\left(t_{1}, t_{2}\right) \wedge t^{\prime}=s\left[+\left(t_{1}, t_{2}\right), s_{2}, \ldots, s_{l}\right]$.

By construction

$$
\tilde{i} \underset{\tilde{s}_{+}}{\Longrightarrow} s\left[+\left(p r_{q}\left(t_{1}\right), p r_{q}\left(t_{2}\right), \tilde{s}_{2}, \ldots, \tilde{s}_{1}\right]\right.
$$

hence the assertion follows from path $h_{1}\left(t^{\prime}\right)=\operatorname{path}_{2}\left(t^{\prime}\right)=\operatorname{path}_{1}(t)$.

$$
\begin{align*}
& t^{\prime}=s\left[a\left(\sigma_{0}^{\prime}, s_{2}, \ldots, s_{l}\right]\right.  \tag{3.3}\\
& \curvearrowright \operatorname{path}_{1}\left(t^{\prime}\right)=p a t h_{1}(t) a \sim \delta^{*}\left(\text { path }_{1}\left(t^{\prime}\right)\right)=\delta(q, a)=: q^{\prime} \\
& \sim q x \downarrow=a\left(q^{\prime} y_{1, i}\right) \text { in } S_{\perp} \\
& \curvearrowright \tilde{t} \underset{\tilde{s}_{\perp}}{\Longrightarrow} s\left[a\left(p r_{q^{\prime}}\left(\bar{\sigma}_{0}^{\prime}\right), \tilde{s}_{2}, \ldots, \tilde{s}_{l}\right] .\right.
\end{align*}
$$

(34) $t^{\prime}=s\left[x^{\prime}\left(\sigma_{p}\right) \cdots\left(\sigma_{0}\right), s_{2}, \ldots, s_{l}\right]$
$\curvearrowright \operatorname{path}_{1}(t)=\operatorname{path}_{1}\left(t^{\prime}\right) \frown \delta^{*}\left(\operatorname{path}\left(t^{\prime}\right)\right)=q$
and by construction

$$
\begin{align*}
& \tilde{t} \xrightarrow[\vec{s}_{\perp}]{\Longrightarrow} s\left[p r_{q}\left(\overline{x^{\prime}\left(\sigma_{p}\right) \cdots\left(\sigma_{0}\right)}\right), \tilde{s}_{2}, \ldots, \tilde{s}_{l}\right] \\
& t^{\prime}=s\left[x_{1}\left(x_{2}\left(\sigma_{p}\right), \ldots, x_{r}\left(\sigma_{p}\right)\right)\left(\sigma_{p-1}\right) \cdots\left(\sigma_{0}\right), s_{2}, \ldots, s_{l}\right]  \tag{3.5}\\
& \curvearrowright \operatorname{path}_{1}(t)=\operatorname{path}_{1}\left(t^{\prime}\right) \curvearrowright \delta^{*}\left(\operatorname{path}_{1}\left(t^{\prime}\right)\right)=q
\end{align*}
$$

and by construction

$$
\begin{align*}
i & \Longrightarrow s\left[q x_{1}\left(\overline{x_{2}}\left(\overline{\sigma_{p}}\right), \ldots, \overline{x_{r}}\left(\overline{\sigma_{p}}\right)\right)\left(\overline{\sigma_{p-1}}\right) \cdots\left(\overline{\sigma_{0}}\right), \tilde{s}_{2}, \ldots, \tilde{s}_{l}\right] \\
& =s\left[p r_{q}\left(\overline{x_{1}\left(x_{2}\left(\sigma_{p}\right), \ldots, x_{r}\left(\sigma_{p}\right)\right)\left(\sigma_{p-1}\right) \cdots\left(\overline{\sigma_{0}}\right)}, \tilde{s_{2}}, \ldots, \tilde{s}_{l}\right]\right. \\
\nu & =\alpha_{p+1}(j), p r_{j}\left(\sigma_{p+1}\right)=\sigma, t^{\prime}=s\left[\sigma\left(\sigma_{p}\right) \cdots\left(\sigma_{0}\right), s_{2}, \ldots, s_{l}\right]  \tag{3.6}\\
& \sim \operatorname{path}_{1}(t)=\operatorname{path}_{1}\left(t^{\prime}\right) \curvearrowright \delta^{*}\left(\operatorname{path}_{1}\left(t^{\prime}\right)\right)=q
\end{align*}
$$

and by construction

$$
\begin{align*}
& \hat{t} \underset{\overline{\bar{s}_{+}}}{\Rightarrow} s\left[\operatorname{pr}_{q}(\bar{\sigma})\left(\bar{\sigma}_{p}\right) \cdots\left(\bar{\sigma}_{0}\right), \tilde{s}_{2}, \ldots, \tilde{s}_{l}\right] \\
&=s\left[\operatorname{pr}_{q}\left(\overline{\sigma\left(\sigma_{p}\right) \cdots\left(\sigma_{0}\right)}\right), \tilde{s}_{2}, \ldots, \tilde{s}_{l}\right] \\
& \nu_{1} \cdots \nu_{i}=\alpha_{p+1}, \sigma_{p+1}=\left(t_{1}, \ldots, t_{r}\right)  \tag{3.7}\\
& t^{\prime}=s\left[t_{1}\left(t_{2}\left(\sigma_{p}\right), \ldots, t_{r}\left(\sigma_{p}\right)\right)\left(\sigma_{p-1}\right) \cdots\left(\sigma_{0}\right), s_{2}, \ldots, s_{l}\right] \\
& \operatorname{path}_{1}(t)=\operatorname{path}_{1}\left(t^{\prime}\right) \frown \delta^{*}\left(\operatorname{path}_{1}\left(t^{\prime}\right)\right)=q
\end{align*}
$$

and by construction

$$
\begin{aligned}
& \hat{i} \Longrightarrow s\left[p_{q}\left(\overline{t_{1}}\right)\left(\overline{t_{2}}\left(\overline{\sigma_{p}}\right), \ldots, \overline{t_{r}}\left(\overline{\sigma_{p}}\right)\right)\left(\overline{\sigma_{p-1}}\right) \cdots\left(\overline{\sigma_{0}}\right), \tilde{s}_{2}, \ldots, \tilde{s}_{l}\right] \\
& \\
& =s\left[\operatorname{pr}_{q}\left(\overline{t_{1}\left(t_{2}\left(\sigma_{p}\right), \ldots, t_{r}\left(\sigma_{p}\right)\right.}\right)\left(\overline{\sigma_{p-1}}\right) \cdots\left(\overline{\sigma_{0}}\right), \tilde{s_{2}}, \ldots, \tilde{s}_{l}\right] .
\end{aligned}
$$

Summarizing these results yields the correctness of the construction: $\bar{S}_{\perp}$ generates exactly the trees in the meet of $R_{+}$with the schematic language generated by $S$. Moreover, the size of $\bar{S}_{\perp}$ is bounded polonomially in terms of the size of $S$ and the number of states of $\mathscr{2}$, this solves an open problem in [58] in fact $\operatorname{size}\left(\bar{S}_{\perp}\right) \leqslant$ $\operatorname{size}(2)^{2} \cdot \operatorname{size}\left(S_{\perp}\right)$.

Theorem 7.25. Level-n OI-string languages are polynomially closed under intersection with regular languages.

Proof. Let $G \in n-N \lambda(\Omega)$, where $\Omega$ is some monadic alphabet, and let $\mathscr{2}$ be a Rabin-Scott automata with $k$ states and input-alphabet $\Omega^{(i, i)}$. By Cor vllary 7.3 there exists a Cnomsky-normalform $G^{\prime}$ of $G$ with $\operatorname{size}\left(G^{\prime}\right) \leqslant p(\operatorname{size}(G))$.

By Theorems 4.11, 6.7, 7.2 and Corollary 7.21 it suffices to prove

$$
L\left(\bar{S}_{\perp}\right)=L\left(\boldsymbol{\xi}_{\perp}\right) \sqcap L(\mathscr{2})_{+}
$$

' $\subseteq$ ' Let $t \in I\left(\overline{\boldsymbol{S}}_{\perp}\right)$. Then

$$
\begin{aligned}
& 1 x_{0} \downarrow \underset{\underset{\text { or. }}{1}+}{*} \quad \text { Corollary } 6.6 \\
& \curvearrowright x_{0} \downarrow \underset{\mathrm{OI}_{i}, i_{1}}{\Rightarrow} t \wedge(\forall j \in \text { breadth }(t) \\
& \left.\left(\text { leave }(t)=e \curvearrowright \delta^{*}\left(\operatorname{path}_{j}(t) \in F\right)\right)\right)
\end{aligned}
$$

Lemmas 7.22, 7.23

$$
\begin{aligned}
& \curvearrowright t \in L\left(S_{\perp}\right) \wedge \text { path }(t) \subseteq L(\mathscr{Q}) \\
& \curvearrowright t \in L\left(\because i_{\perp}\right) \cap L(\mathscr{Q})_{+} \subseteq L\left(S_{\perp}\right) \sqcap L(2)_{+} \quad \text { Lemma 7.19. }
\end{aligned}
$$

' $\supseteq$ ' Let $s \in L\left({ }_{2}{ }^{\prime}+\right.$ where $s \subseteq t$ for some $t \in L\left(S_{\perp}\right)$, and le:̆ $\left(t_{0}, t_{1}, \ldots, t_{l}\right)$ denote the full linearizatic $n$ of $t$.

Then $s=t_{0}\left[\hat{t}_{1}, \ldots, \hat{i}_{l}\right]$ where the $\hat{i}_{j}$ satisfy
(1) $t_{i}=e \wedge \delta^{*}\left(f a t h_{j}(t)\right) \notin F \frown t_{j}=\perp$
by definition of $L(2)_{+}$and Lemma 7.19;
(2) $i_{i}=e \wedge \delta^{*}\left(\operatorname{path}_{j}(t)\right) \in F \curvearrowright \hat{i}_{i}=\perp \vee i_{i}=e$ by definitiol: of $L(2)_{+}$and Lemma 7.19;
(3) $t_{i}=\perp \curvearrowright i=\perp$ by definition of $ㄷ$.

Hence by Lemina $7.241 x_{0} \downarrow{ }^{*}{ }_{\bar{s}_{1}} s$, and thus $s \in L\left(\bar{S}_{\perp}\right)$.
Remark. The co astruction can easily be generalized to cover arbitrary ranked alphabets $\Omega$. In this case, $R$ is represented by a (finite) nondeterministic top-down automata 2 (with transitions $\delta_{f}(q) \ni\left(q_{1}, \ldots, q_{k}\right)$ for $f \in \Omega^{(i k, i)}$ and, for each constant $a \in \Omega^{(e, i)}$, a set of final states $F_{a}$, cf. e.g. [23]).

The following modifications have to be made:
(1) $\subseteq$ is replaced by the usual order $\leqslant$ on trees, and $\Pi$ is again the meet (now with respect to $\leqslant$ :). Lemmas 7.20 and 7.21 hold for $\leqslant$ as well.
(2) In the conitruction of $\bar{S},(3.1)$ and (3.3) are replaced by

$$
\begin{aligned}
(3.2)^{\prime} & x \downarrow \\
x \downarrow & =f\left(y_{1, i}, \ldots, y_{k, i}\right) \text { in } S \\
& \forall \forall q \in Q \quad \delta_{f}(q)=\left\{\left(q_{1}^{1}, \ldots, q_{k}^{1}\right), \ldots,\left(q_{1}^{r}, \ldots, q_{k}^{r}\right)\right\} \\
& \forall r=1 \quad q x \downarrow=\perp \text { in } \bar{S} \\
& r=1 \quad q x \downarrow=f\left(q_{1}^{1} y_{1, i}, \ldots, q_{k}^{1} y_{k, i}\right) \text { in } \bar{S}
\end{aligned}
$$



Since $w \in L$ iff $L \cap\{w\} \neq \emptyset$, recursiveness of level- $n$ OI-languages is now an immediate consequence of the decidability of the emptiness problem.

Corollary 7.26. $n-\mathscr{L}_{\mathrm{OI}} \subseteq \mathscr{R} \mathscr{E} \mathscr{C}$.
We finally prove, that level-n OI-languages are closed under substitution and thus form a substitution closed AFL. This result is essentially a corollary to the closure of level-n trees under tree-homomorphism (cf. Theorem 4.9), since any substitution on languages can be lifted to a homomorphism on infinite trees.

The operation corresponding to substitution of languages viewed as monadic tree-languages is given in the following definition.

Definition 7.27. Let $\Omega, \Sigma$ denote monadic alphabets, and let $\sigma: \Omega \rightarrow \mathrm{PT}_{\Sigma}(Y)$ be a $D(\{i\})$-mapping s.t.

$$
\sigma(e)=\{\epsilon\} \wedge\left(\forall a \in \Omega^{1} \forall t \in \sigma(a) \text { leave }_{1}(t)=y_{1, i}\right)
$$

The (monadic) substitution indriced by $\sigma$,

$$
\hat{\sigma}: \mathrm{PT}_{\Omega} \rightarrow \mathrm{PT}_{\Sigma}
$$

is the canonical extension of $\sigma$ :

$$
\hat{\sigma}(e)=\{e\}, \quad \hat{\sigma}(a w):=\sigma(a)<-\hat{\sigma}(w), \quad \hat{\sigma}(L):=\bigcup_{t \in L} \hat{\sigma}(t)
$$

Note that the restrictions on $\sigma$ are crucial, since we want the substitution to completely 'process' all strings in a language $L$.

The next lemma shows, that substitution can be lifted to infinite trees.

Lemma 7.28. Let $\sigma: \Omega_{+} \rightarrow \mathrm{CT}_{\Sigma_{+}(Y)}$ be a $D(\{i\})$-mapping
s.t. $\quad \sigma(e)=e \wedge \sigma(+)=+\downarrow$

$$
\wedge \forall a \in \Omega^{1} \forall t \in \text { set } \circ \sigma(a) \quad \text { leave }_{1}(t)=y_{1,, i}
$$

Then

$$
\begin{equation*}
\widehat{\operatorname{set} \circ \sigma} \circ \text { set }=\text { set } \circ \hat{\sigma} . \tag{*}
\end{equation*}
$$

Proef. Since ail mappings involved are continuous, the assertion can be proved inductively for finite trees $t$. The only critical step is $t=a\left(t^{\prime}\right)$.
$-t=a\left(t^{\prime}\right)$

$$
\begin{align*}
\operatorname{set}(\hat{\sigma}(t)) & =\operatorname{set}\left(\sigma(a) \leftarrow \hat{\sigma}\left(t^{\prime}\right)\right) \\
& =\operatorname{set}(\sigma(a)) \leftarrow \operatorname{set}\left(\hat{\sigma}\left(t^{\prime}\right)\right)  \tag{Lemma 1.6}\\
& =\operatorname{set}(\sigma(a)) \leftarrow \widehat{\operatorname{set} \circ \sigma}(\operatorname{set}(t)) \\
& =\bigcup\left\{\operatorname{set}(\sigma(a)) \leftarrow \widehat{\operatorname{set} \circ \sigma}\left(s^{\prime}\right) \mid s^{\prime} \in \operatorname{set}\left(t^{\prime}\right)\right\}  \tag{*}\\
& =\bigcup\left\{\widehat{\operatorname{set} \circ \sigma}\left(a\left(s^{\prime}\right)\right) \mid s^{\prime} \in \operatorname{set}\left(t^{\prime}\right)\right\} \\
& =\widehat{\operatorname{set} \circ \sigma}\left(\sigma\left(\operatorname{set}\left(t^{\prime}\right)\right)\right)=\widehat{\operatorname{set} \circ \sigma}\left(\operatorname{set}\left(a\left(t^{\prime}\right)\right)\right)
\end{align*}
$$

We now prove (*).
'
$' \subsetneq$ ' Let $w \in \operatorname{set}(\sigma(a)) \leftarrow \operatorname{set}{ }^{\circ} \sigma\left(\operatorname{set}\left(t^{\prime}\right)\right)$, then there exits $v \in \operatorname{set}(\sigma(a))$ s.t. $w \in v \leftarrow s e t \circ \sigma\left(\operatorname{se}:\left(t^{\prime}\right)\right)$.

Note that leave $e_{1}(v)=y_{1, i}$. A. straightforward induction on $v$ proves

$$
\exists s^{\prime} \in \operatorname{set}\left(t^{\prime}\right) \quad w \in v-\widehat{\operatorname{set} \circ \sigma}\left(s^{\prime}\right)
$$

Theorem 7.29. Level-n OI string languages are closed under substitution.

Proof. Let $\sigma^{\prime}: \Omega \rightarrow \mathrm{PT}_{\Sigma}(Y)$ a $D(\{i))$-mapping with
(1) $\sigma^{\prime}(e)=\{e\}$,
(2) $\forall a \in \Omega^{(i, i)} \forall t \in \sigma^{\prime}(a)$ lcave $_{1}(t)=y_{1, i}$,
(3) $\forall a \in \Omega^{(i, i)} \exists G^{a} \in n-1 J \lambda\left(\Sigma\left(Y_{i}\right)\right) \sigma^{\prime}(a)=L\left(G^{a}\right)$
and $L=: L(G) \in n-\mathscr{L}_{\mathrm{OI}}(\Omega)$. We must prove

$$
\hat{\sigma}^{\prime}(L) \in n-\mathscr{L}_{\mathrm{OI}}\left(\mathscr{L}^{2}\right)
$$

Define $\sigma: \Omega_{+} \rightarrow$ CT $_{\Sigma_{+}(Y)}$ by
(1) $\sigma(e)=e, \sigma(+)=+\left(y_{1, i}, y_{2, i}\right)$,
(2) $\forall a \in \Omega^{(i, i)} \sigma(a):=T\left(G_{+}^{a}\right)$.

Clearly $\sigma^{\prime}=\operatorname{set}{ }^{\circ} \sigma$. This implies

$$
\begin{aligned}
\hat{\sigma}^{\prime}(L) & =\hat{\sigma}^{\prime}\left(\operatorname{set}\left(T\left(G_{+}\right)\right)\right) \quad \text { Corollary 4.11, Theorem 7.2 } \\
& =\operatorname{set}\left(\hat{\sigma}\left(T\left(G_{+}\right)\right)\right) \quad \text { Lemma 7.28 } \\
& =\operatorname{set}(T(S)) \quad \text { for some } S \in n-\lambda\left(\Sigma_{+}\right) \quad \text { Theorems 4.9, } 4.10 \\
& =L(\operatorname{set}(S)) \quad \text { Corollary 4.11, Theorem 7.2. }
\end{aligned}
$$

Since any family of languages which contains $\mathscr{R E G}$ and is closed under intersection with regular languages and substitution forms a full AFL (cf. e.g. [57, p. 129]), we have

Corollary 7.30. Level-n OI-string languages form a substitution-closed AFL.

## 8. 10

In the present chapter, we discuss the language families $n-\mathscr{L}_{10}$ in the IOhierarchy, which are generated from the language-diagram of the introduction by generalizing rightmost derivations in context-free grammars.

Having checked, that the sample languages can also be generated in IO-mode, we proceed to give a fixed-point characterization of level- $n$ IO-languages. Together with the corresponding result for OI-languages, this generalizes the result in [28], that the difference between IO and OI can be explained

- denotationally by interpreting with respect to the powerset-algebra of the $n$th derived algebra and/or the $n$th derived algebra of the powerset-algebra of the $\Omega$-tree allgebra;
- algebraically by the order of application of set and yield ${ }^{(n)}$.

As in the case of tree-transducers, the order of choosing and copying is crucial.
The characterization of level-n IO-languages as images under yield ${ }^{(n)} \circ$ set of regular infinite trees and thus as images under yield ${ }^{(n)}$ of regular tree-languages shows, that the 1O-hierarchy coincides with the hierarchy defined in [42].

Contrary to the OI-case, the following results are most easily established using the combinatoric representation of IO-languages; the proof always depends on the possibility of 'lifting' the discussed property via yield to the level of regular tree-languages. As a simple example, the decidability of the emptiness problem for level-n 10 -languages is a trivial consequence of this result for regular tree languages. Due to space restrictions, the section on paths and leaves for $I O$ is omitted. While it can be shown, that front languages of level-n IO tree languages are level- $n+110$ string languages, the corresponding result for paths does not seem to hold (in fact, for the grammar $b r(C)$ constructed in Section 7.4 we have $b r\left(L_{\mathrm{IO}}(G)\right) \subseteq L_{1 \mathrm{O}}(b r(G))$, cf. the example in Section 7.4), see [16]. We close $t^{1} \mathrm{e}$ section by establishing closure under intersection with regular languages and homomorphism.

### 8.1. Example languages

In this section we prove, that, for $n \geqslant 2$, the language

can be generated by rightmost derivations from a linear level $-n+1$ grammar $G_{n+1}^{\prime}$.

Let us first consider an example.

Example. G $G_{3}^{\prime}$ has productions

$$
\begin{aligned}
& x_{0} \rightarrow x_{3}\left(\lambda y_{1} \cdot \lambda y_{0} \cdot y_{1}\left(y_{1}\left(y_{0}\right)\right)\right)(b)(e), \\
& x_{3} \rightarrow \lambda y_{2} \cdot \lambda y_{1} \cdot \lambda y_{0} \cdot x_{3}\left(\lambda y_{1} \cdot y_{2}\left(y_{2}\left(y_{1}\right)\right)\right) \\
& \\
& \left(\lambda y_{0} \cdot b\left(y_{1}\left(y_{0}\right)\right)\right)\left(y_{2}(a)\left(y_{1}\left(y_{0}\right)\right)\right), \\
& x_{3} \rightarrow \lambda y_{2} \cdot \lambda y_{1} \cdot \lambda y_{0} \cdot y_{2}(a)\left(y_{1}\left(y_{0}\right)\right) .
\end{aligned}
$$

We present a rightmost-derivation for $a^{16} b^{3} a^{4} b^{2} a^{2} b(e)$. The derive tion leads first to three textual substitutions of the body of $x_{3}$ for $x_{3}$. Then the resulting $\lambda$-expression over parameters and terminals is reduced to its normalform.

$$
\begin{aligned}
& \underset{x_{0} \rightarrow x_{3}\left(\lambda y_{1} \cdot \lambda v_{0} . y_{1}^{2}\left(y_{0}\right)\right)(b)(e)}{\downarrow} \\
& \rightarrow \lambda_{2} \cdot \lambda y_{1}, \lambda y_{0} . \\
& \downarrow \\
& x_{3}\left(\lambda y_{1} \cdot y_{2}^{2}\left(y_{1}\right)\right)\left(\lambda y_{0} . b\left(y_{1}\left(y_{0}\right)\right)\right)\left(y_{2}(a)\left(y_{1}\left(y_{0}\right)\right)\right) \\
& \left(\lambda y_{1} \cdot \lambda y_{0} \cdot V_{1}^{2}\left(y_{0}\right)\right)(b)(e) \\
& \rightarrow \lambda y_{2}, \lambda y_{1}, \lambda_{1} y_{0} . \\
& \lambda y_{2} \cdot \lambda y_{1} \cdot \lambda y_{0} . \\
& \downarrow \\
& x_{3}\left(\lambda y_{1} . y_{2}^{2}\left(y_{1}\right)\right)\left(\lambda y_{( } \cdot b\left(y_{1}\left(y_{0}\right)\right)\right)\left(y_{2}(a)\left(y_{1}\left(y_{0}\right)\right)\right) \\
& \left(\lambda y_{1} \cdot y_{2}^{2}\left(y_{1}\right)\right)\left(\lambda y_{0} \cdot b\left(y_{1}\left(y_{0}\right)\right)\right)\left(y_{2}(a)\left(y_{1}\left(y_{0}\right)\right)\right) \\
& \left(\lambda y_{1} \cdot \lambda y_{0} \cdot y_{1}^{2}\left(y_{0}\right)\right)(b)(e) \\
& \rightarrow t \in \hat{G}^{\prime 3}\left(x_{0}\right) \\
& \text { where } t=\lambda y_{2} . \lambda y_{1}, \lambda y_{0} . \\
& \lambda y_{2}, \lambda y_{1} \cdot \lambda y_{0} . \\
& \downarrow \\
& \lambda y_{2} \cdot \lambda y_{1}, \lambda y_{0} . \\
& y_{2}(a)\left(y_{1}\left(y_{0}\right)\right) \\
& \left(\lambda y_{1} \cdot y_{2}^{2}\left(y_{U}\right)\right)\left(\lambda y_{0} \cdot b\left(y_{1}\left(y_{0}\right)\right)\right)\left(y_{2}(a)\left(y_{1}\left(y_{0}\right)\right)\right) \\
& \left(\lambda y_{1} \cdot y_{2}^{2}\left(y_{1}\right)\right)\left(\lambda y_{\mathrm{o}} \cdot b\left(y_{1}\left(y_{0}\right)\right)\right)\left(y_{2}(a)\left(y_{1}\left(y_{\mathrm{c}}\right)\right)\right) \\
& \left(\lambda y_{1} \cdot \lambda y_{0} . y_{1}^{2}\left(y_{0}\right)\right)(b)(e) \\
& \vec{\epsilon} \lambda y_{2}, \lambda y_{1}, \lambda y_{0} .
\end{aligned}
$$

$$
\begin{gathered}
\lambda y_{2} \cdot \lambda y_{1} \cdot \lambda y_{0} . \\
\lambda y_{1} \cdot \lambda y_{0} . \\
\downarrow \\
\lambda v_{1} \cdot y_{2}^{2}\left(y_{1}\right)(a)\left(y_{1}\left(y_{0}\right)\right) \\
\left(\lambda y_{0} \cdot b\left(y_{1}\left(y_{0}\right)\right)\right)\left(y_{2}(a)\left(y_{1}\left(y_{0}\right)\right)\right) \\
\left(\lambda y_{1} \cdot y_{2}^{2}\left(y_{1}\right)\right)\left(\lambda y_{0} \cdot b\left(y_{1}\left(y_{0}\right)\right)\right)\left(y_{2}(a)\left(y_{1}\left(y_{0}\right)\right)\right) \\
\left(\lambda y_{1} \cdot \lambda y_{0} \cdot y_{1}^{2}\left(y_{0}\right)\right)(b)(e) \\
\vdots \\
\vec{\beta} \\
n f(t)=a^{16} b^{2} a^{4} b^{2} a^{2} b(e) .
\end{gathered}
$$

Lemma 8.1. $\forall n \geqslant 3 L_{n} \in n-\ddot{c}(\{a, b, e\})$.

Proof. Denote by $G_{n}^{\prime}$ the levar- $n$ grammar obtained from $G_{n}$ by substituting $G_{n}\left(x_{1}\right), \ldots, G_{n}\left(x_{n-1}\right), G_{n}(A), G_{n}(B)$ for $x_{1}, \ldots, x_{n-1}, A, B$ in the right-hand sides of $x_{0}$ and $x_{4}$ and taking normalforms. Clearly $L\left(G_{n}^{\prime}\right)=L\left(G_{n}\right)$, hence by Lemma '7.1 $L\left(G_{n}^{\prime}\right)=L_{n}$.

Any rightmost derivation in $G_{n}^{\prime}$ can be split into a sequence of textual substitutions of $G_{n}^{\prime}\left(x_{n}\right)$ for $x_{n}$, followed by a sequence of $\beta$-reductions which takes the resulting term over $\Omega$ and $Y$ into its normalform; thus any string generated in this way is an element of the $k$ th set in the Kleene sequence of $G_{n}^{\prime \prime}$ for some $k \in \omega$. Nioreover, by Fact 5.4 , any string in $K\left(G_{n}^{\prime}\right)(k)$ can be obtained in this way, hence $L_{\mathrm{IO}}\left(G_{n}^{\prime}\right)=$ $\bigcup K\left(G_{n}^{\prime}\right)$, and thus by Theorems 5.9 and $7.2 L_{\mathrm{IO}}\left(G_{n}^{\prime}\right)=L\left(G_{n}^{\prime}\right)=L_{n} . \quad[$.

### 8.2. Fixed-point charasterization

A fixed-point characterization of IO-languases requires the definition of a highertype functional $\mathscr{G}$ over the domain of tree languages for each level-n grammar $\boldsymbol{G}$, such that (the first component of) the least fixed-point of $\mathscr{G}$ coincides with the IO-language generated by $G$. In the (context-free) caise $n=1$ this was achieved in [28] by considering different notions of substitution: of tree languages (and thus in fact defining different $D(\Omega)_{+}$-structures over $\left.\mathrm{PT}_{\Omega}\right)$. The IO-semantics of a nondeterministic recursive program scheme can then be defined canonically by using IO-substitution as denotation of functional composition. The generalization of this approach to higher type recursion is not straightforward (see [34]). Instead, we will lift the fixed-point characterization of $L_{10}(G)$ via yield to a regular grammar $c^{(n)} \circ G$ over $D^{n}(\Omega)$ in $n-\operatorname{NR}(\Omega)$, whose IO-semantics can easily be defined denotationaliy as interpretation over $\mathscr{P} D^{n}\left(\mathscr{T}_{\Omega}\right)$ and $D^{n}\left(\mathscr{P}_{\Omega}\right)$, respectively.

In a first step, we will thus show, that the IO-language generated by a level-n grammar $G$ coincides with the yield ${ }^{(n)}$-image of the regular tree language generated
by $c^{(n)} \circ$ (9. This can essentially be done by induction on the level of $G$. We will only indicate a possible proof of this resuit, since the rest of the paper will only rely on the resulting characterization of the IO-hierarchy as homomorphic images of regular tree-languages.

Theorem 8.2. $n+1-\mathscr{L}_{1 \mathrm{O}}(\Omega)=\operatorname{yield}\left(n-\mathscr{L}_{\mathrm{IO}}(D(\Omega))^{(e, i)}\right)$.
Proof. 'ِِ' Let $G \in n-N \lambda(D(\Omega))^{(e, i)}$, then $y_{\lambda} \circ G \in n+1-N \lambda(\Omega)$.
The proof of $y\left(L_{10}(G)\right)=L_{10}\left(y_{\mathrm{A}} \circ G\right)$ is based on the following assertions:
Assertion 1. $y_{A}(t)\left[y_{\alpha} / y_{A}(s)\right]=\gamma_{A}\left(t\left[y_{\alpha} / s\right]\right)$.
Ascertion 2. $t \rightarrow{ }_{G} t^{\prime} \frown y_{\lambda}(t) \rightarrow_{y_{\lambda} \subset G} z_{\lambda}\left(t^{\prime}\right)$.
Assertion 3. Call a $k$-redex any term of the form $y_{\lambda}(k)\left(t_{1}, \ldots, t_{r}\right)$ where $k \in$ $D(\Omega) \backslash \Omega!$.

If $y_{\lambda}(t) \rightarrow_{V_{\lambda} \cdot G} S$ is not a $k$-reduction, then there exists $t^{\prime}$ s.t. $y_{\lambda}\left(t^{\prime}\right)=s \wedge t \rightarrow G t^{\prime}$.
Assertion 4. $\forall t \in \boldsymbol{T}_{D(Q)} Y(t) \leftarrow s=n f\left(y_{\lambda}(t)(s)\right)$.
The proof of these assertions is by induction on $t$.
Now let $t \in L_{1 O}(G)$, and assume, that $x_{0} \downarrow \rightarrow t_{1} \rightarrow \cdots \rightarrow t_{n}=\boldsymbol{i}$ is a rightmost derivation in $G$, then

$$
x_{0} \downarrow \rightarrow y_{\lambda}^{\prime}\left(t_{1}\right)() \rightarrow \cdots \rightarrow y_{\lambda}\left(t_{n}\right)() \underset{\beta}{*} n f\left(y_{\lambda}\left(t_{n}\right)()\right)=y i e l d(t)
$$

is a derivation in $y_{\lambda} \circ G$, s.t. $x_{0} \downarrow \xrightarrow{*} y_{\lambda}\left(t_{n}\right)()$ is a right-standard derivation, in which only $k$-reduces are ornitted.

The onlly critical case in the simulation of $G$ 's IO-derivations in $\gamma_{\lambda} \circ G$ arises in the treatment of expressions of the form

$$
\gamma_{\lambda}\left(\operatorname{sub}_{(w, i)}^{r}\right)\left(F_{0}, \ldots, F_{r}\right)\left(A_{1}, \ldots, A_{p}\right)
$$

Here, it is essential, that all arguments $A_{1}, \ldots, A_{p}$ are expanded to terminal terms (and hence all right-hand sides to be substituted are chosen) before the evaluation of $y_{\lambda}\left(s u b_{(w, i)}^{i}\right)$ leads 0 copying of arguments. Thus, in order to compute yield $(t)$, any strategy can be chosen which eliminates all nonterminals in argument positions of a $k$-redex before reducing this redex. In particular, $x_{0} \downarrow \rightarrow{ }_{v_{\lambda} \circ G}^{*}$ yield $(t)$ is equivalent to a rightmost derivation.

To prove the opposite inclusion, we observe that any rightmost derivation in $y_{\lambda} \circ G$ leading to sorne $t \in L_{10}\left(y_{\lambda} \circ G\right)$ is equivalent to a reduction sequence

$$
x_{0} \downarrow \rightarrow s_{1}() \rightarrow \cdots \cdot s_{n}() \underset{k \text {-reductions }}{*} s_{n}^{\prime}() \rightarrow t
$$

s.t.
(1) $x_{0} \downarrow \rightarrow^{*} s_{n}$ () is a right-standard derivation, which omits only $k$-redexes,
(2) $x_{0} \downarrow \rightarrow^{*} s_{n}()$ contains no $k$-reductions,
(3) $s_{n} \in T_{V_{\lambda}(D(\Omega))}$.

By Assertion 3 this implies the existence of a rightmost derivation

$$
x_{0} \downarrow \rightarrow t_{1} \rightarrow \cdots \rightarrow t_{n}
$$

in $G$ with $\gamma_{\lambda}\left(t_{n}\right)=s_{n}$, hence by Assertion $4 t=$ yield $\left(t_{n}\right)$.
$' \subseteq$ ' Let $G \in n+1-N \lambda(\Omega)$, and assume w.l.o.g. level $(x) \geqslant 1$ for all $x \in \operatorname{var}(G)$. Then $c(G)$ (as constructed in Corollary A.7) is in $n-N \lambda(D(\Omega))^{(e, i)}$. Similar to the proof of Lemma A. 6 one can prove $\gamma_{\lambda}\left(c_{e}(t)\right) \rightarrow{ }_{\beta}^{*} t$, hence by the proof of ' $\supseteq$ ' $L_{\mathrm{IO}}(G)=L_{\mathrm{IO}}\left(y_{\lambda}(c(G))\right)=\operatorname{yield}\left(L_{\mathrm{IO}}(c(G))\right)$.

Since $O-N \lambda\left(D^{n}(\Omega)\right)$ coincides with the class of regular tree grammars over $D^{n}(\Omega)$, we have as an immediate corollary a characterization of the language families in the IO-hierarchy as homomorphic images of regular languages.

Corollary 8.3. $n-\mathscr{L}_{10}(\Omega)=$ yield $^{(n)}\left(\mathscr{R} \mathscr{E} \mathscr{G}\left(D^{n}(\Omega)\right)^{b_{n}(i)}\right.$.

To obtain the fixed-point characterization it remains to prove that the translation of a regular language under yield ${ }^{(n)}$ coincides with the denotational semantics of the generating grammar over $\mathscr{P} D^{n}\left(\mathscr{F}_{\Omega}\right)$. This is a special case of the Mezei-Wrightlike result for 'IO-equational sets' as proved in [28].

Since the initiality arguments in the proof of Theorem 4.6 carry over straightforwardly to the $\bigsqcup$-continuous case, we will omit the proof.

Theorem 8.4 ([28]).

$$
\forall G \in n-N R(\Omega) \llbracket G_{+}, \mathscr{P} D^{n}\left(\mathscr{T}_{\Omega}\right) \rrbracket \downarrow_{T_{\Omega}}=\operatorname{yield}^{(n)}(L(G))
$$

As an immediate corollary to Corollary 8.3 and Theorem 8.4 we obtain the fixed-point characterization of level- $n$ IO languages.

Corollary 8.5. $n-\mathscr{L}_{\mathrm{IO}}(\Omega)=\left\{\left[G_{+}, \mathscr{P} D^{n}\left(\mathscr{T}_{\Omega}\right) \rrbracket \downarrow_{\tau_{\Omega}} \mid G \in n-\mathrm{NR}(\Omega)\right\}\right.$.

In the following (commutative) diagram we summarize the operational, denotational, and algebraic characterizations of level-n IO- and OI-languages. All types should be clear from the context and are omitted to increase readability. The correspondence between regular equations over $D^{n}\left(\Omega_{+}\right)$and $D^{n}(\Omega)_{+}$is based on the idea, that the nondeterminism can be pushed down to the lowest level, since the join operation in the function space is defined pointwise using the join-operation at the lower level. For a formal proof, see [15].


### 8.3. Decidability of the e nptiness-problem

As mentioned before, he decidability of the emptiness problem is an immediate consequence of the characterization of IO-languages as homomorphic images of regular tree-languages (and the fact, that emptiness is decidable for $L \in \mathscr{R} \mathscr{G} G$ ).

Corollary 8.6. The emptiness-problem for level-n IO languages is decidable.

## Proof.

$$
\text { yield }^{(1 n)}(L(G))=\emptyset \text { iff } L(G)=\emptyset \text { for any } G \in n-\operatorname{NR}(\Omega) .
$$

We now use the decision procedure to derive an upper bound for the depth of a tree in a nonempty level- $n$ IO-language.

Theorern 8.7. Let $G \in n-\operatorname{NR}(\Omega)$ and $L=y_{i e l d}{ }^{(n)}(L(G))$.
Then

$$
\begin{aligned}
& \left.\sqrt{\cdots} \cdot 2^{\text {size( }} \text { ( }\right) \\
& L \neq 0 \text { iff } \exists t \in \mathbb{L} . \quad \text { depth }(t) \leqslant 2 \text {. }
\end{aligned}
$$

Proof. Let

$$
d:=\max \{\operatorname{depth}(s) \mid s \in \operatorname{rhs}(G)\}, \quad r:=|\operatorname{rhs}(G)| .
$$

By the proof of the pumping-lemma for regular tree languages (see e.g. [23]) we have

$$
L(\Omega) \neq \emptyset \curvearrowright \exists t \in L(G) \operatorname{depth}(t) \leqslant d \cdot r \leqslant \operatorname{size}(G)
$$

(otherwise some nonterminal has been called recursively and we could derive a shorter tree using 'cut and paste'). Lemma 7.10 applied to such a tree $t$ yields the assertion of the theorem.

### 8.4. Closure properties

In this section we will demonstrate the power of the combinatoric characterization of IO-languages by giving easy algebraic proofs of closure under tree-homomorphisms and intersection with regular languages. The techniques used to lift these properties under yield are taken from [28].

Let us first recall the definition of recognizable tree languages in the many-sorted case.

Definition 8.8. Let $\Omega$ denote a finite $D(I)$-set.
$L \subseteq T_{\Omega}^{i}$ is recognizable iff

$$
\exists \mathscr{Q} \in \operatorname{alg} \Omega \exists F \subseteq Q^{i} \operatorname{size}(Q):=\left|\bigcup_{i \in I} Q^{i}\right| \in \omega \wedge L=L_{F}(\mathcal{Q}):=h_{\mathscr{Q}}^{-1}(F) .
$$

For an infinite $\Omega, L \subseteq T_{\Omega}^{i}$ is recognizable iff $L$ is recognizable as a subset of $T_{n^{\prime}}^{i}$ for some finite $\boldsymbol{\Omega}^{\prime} \subseteq \boldsymbol{\Omega}$.

It should be clear, that this definition describes algebraically the recognition of tree languages by a deterministic bottom-up tree automaton with final states $F$ (as defined e.g. in [45, 23]).

Clearly the intersection of the yield-translation of a language $L$ with a set $R$ can be simulated at the level of $L$ by taking the intersection with yield ${ }^{-1}(R)$.

Lemma 8.9. Let $L \subseteq T_{D(\Omega)}, R \subseteq T_{\Omega}$.
Then yield $(L) \cap R=$ yield $\left(L \cap\right.$ yield $\left.^{-1}(R)\right)$.

The next lemma shows, that the inverse image under yield of a recognizable tree language $R$ is recognized by a finite subalgebra of the rerived algebra of the automaton accepting $R$.

Lemma 8.10. Let $\Omega$ denote a finite $D(I)$-set, and let $R=L_{F}(\mathscr{Q})$ for some finite automaton $2 \in \operatorname{alg} \Omega$ wih final states $F \subseteq Q^{i}$.

Then for all finite $D^{\prime} \subseteq D(\Omega)$ there exists a finite subalgebra $\mathscr{Q}^{\prime} \subseteq D(\mathscr{Q})$ s.i.
(1) size $\left(2^{\prime}\right) \leqslant 2^{p(s i z e(2))}$ for a polynomial $p$,
(2) yield $^{-1}(R) \cap T_{D}^{(e, i)}=L_{F}\left(\mathscr{Q}^{\prime}\right)$.

Proof. (2) By Lemma 4.4

commutes.
Hence we have for $\mathscr{2}^{\prime}:=h_{D(2)}\left(\mathscr{T}_{D^{\prime}}\right)$,

$$
\begin{aligned}
L_{F}\left(\mathscr{Q}^{\prime}\right) & =h_{2^{\prime}}^{-1}(F)=h_{D(2)}^{-1}(F) \cap T_{D^{\prime}}^{(e, i)} \\
& =\text { yield }^{-1}\left(h_{2}^{-1}(F)\right) \cap T_{D^{\prime}}^{(e, i)} \\
& =\text { yield }^{-1}(R) \cap T_{D}^{(e, i)} .
\end{aligned}
$$

(1) Let $D^{\prime}=D^{\prime\left(\alpha_{1}, \nu_{1}\right)} \cup \cdots \cup D^{\prime\left(\alpha_{m} \cdot \nu_{m}\right)}$ and $r=\max \left\{1\left(\alpha_{i}\right) \mid j \in[m]\right\}$.
'hon

$$
\begin{aligned}
\operatorname{size}\left(\mathscr{Q}^{\prime}\right) & \leqslant\left|D(Q)^{\left(\alpha_{1} \cdot \nu_{1}\right)}\right|+\cdots+\left|D(Q)^{\left(\alpha_{m} \cdot \nu_{m}\right)}\right| \\
& \leqslant m \cdot \operatorname{size}(\mathscr{Q})^{r \cdot \operatorname{size}(Q)} \\
& =2^{l d(m \cdot \operatorname{size}(\mathcal{Q}) \cdot \cdot \cdot \cdot \operatorname{size}(\mathcal{Q})} \\
& \leqslant 2^{\alpha \cdot \operatorname{size}(\mathscr{Q})^{2}} \quad \text { for some } \alpha \in \mathbb{R}_{+} .
\end{aligned}
$$

By the above, the intersection of a level- $n$ IO tree language with a regular lariguage can be simulated at the $D^{n}(\Omega)$-level by intersection of regular tree la:iguages. Since regular tree languages are closed under intersection we have thus proved

Theorem 8.11. $n-\mathscr{L}_{10}$ is $n$ exponenially closed under intersection with regular: tree languages.

Proof. Let $L=$ yield $^{(n)}(L(G))$ for some $G \in n-\operatorname{NR}(\Omega)$ and $R=L_{F}(2)$ for $\lambda \in \operatorname{alg} \Omega$ with size (2) $\in \omega$.

Chocse finite subalphabets $D_{m}^{\prime} \subseteq D^{m}(\Omega)$ s.t.

$$
\underbrace{\text { yield } \circ \cdots \circ \text { yield }(L(G)) \subseteq T_{i D_{m}} .}_{m}
$$

Using Lemma 8.10 a straightforward induction on $m$ shows:
The language $R_{m} \subseteq T_{D_{m}}$ (where $R_{0}:=R, R_{k+1}:=$ yield $^{-1}\left(R_{k}\right) \cap T_{D_{k+1}}$ ) is recognizable by a deterministic bottom-up autorraton $\mathscr{Q}_{m}$ with


Since
we have

$$
\begin{aligned}
& \text { yield }^{(n)}(L(G)) \cap R \\
& \qquad=\text { yield }^{(n)}\left(L(G) \cap R_{n}\right) \\
& =\text { bield }^{(n)}\left(L\left(G^{\prime}\right)\right)
\end{aligned} \quad \text { by Lemma Theorem } 7.925
$$

for some $G^{\prime} \in \boldsymbol{n}-\boldsymbol{N R}(\Omega)$ s.t.

$$
\operatorname{size}\left(G^{\prime}\right) \leqslant p^{\prime}\left(\operatorname{size}(G), \operatorname{size}\left(\mathscr{2}_{n}\right)\right)
$$

for some polynomial $p^{\prime}$ and thus

$$
\operatorname{size}\left(G^{\prime}\right) \leqslant p^{\prime}\left(\operatorname{size}(G), 2^{n} \cdot 2^{p_{n}(\operatorname{size}(\lambda) ;}, 2^{p(\operatorname{size}(G), \text { size }(\%))}\right.
$$

for a suitable polynomial $p$.

Since $w \in L$ iff $L \cap\{w\} \neq \emptyset$ we obtain as án immediate corollary of Corollary 8.6 and Theorem 8.11 recursiveness of level- $n$ IO languages.

Corollary 8.12. $n-\mathscr{L}_{10} \subseteq \mathscr{R} \mathscr{E} \mathscr{C}$.
We will now prove closure of IO-languages under tree homomorphisms. Since we already proved in Section 4, that three homomorphisms can be lifted via sield to linear 'second-level' tree-homomorphisms, this result is a direct consequence of closure of regular tree languages under linear tree-homomorphisms.

Theorem 8.13. For $n>0, n-\mathscr{L}_{\mathrm{I} 0}$ is closed under tree homon:orphisms.
Proof. Consider $L=$ yield $^{(n)}(L(G))$ with $G \in n-N R(\Omega)$ and a $D(I)$-mapping $\sigma: \Omega \rightarrow T_{\Sigma}(Y)$.

For $0<m \leqslant n$, define $D^{m}(I)$-mappings

$$
m-\sigma: D^{m}(\Omega) \rightarrow T_{D^{m}(\Sigma)}(Y)
$$

by

$$
\begin{aligned}
& f^{\stackrel{m}{\cdots},} \underbrace{\operatorname{comb} \circ \cdots \circ \operatorname{comb}\left(\lambda y_{w} \cdot \sigma(f)\right) \quad \text { for } f \in \Omega^{(w, i)},}_{m} \\
& s \mapsto s \downarrow \text { for } s \in D^{m}(\Omega) \backslash \Omega_{\stackrel{m}{\cdots}}^{\stackrel{m}{n}} .
\end{aligned}
$$

By a trivial in juction on $t$ yield $\circ \operatorname{comb}(t)=t$, thus the $m-\sigma$ mtet the assumptions in Lemma 4.8, hence

$$
\hat{\sigma}\left(\text { yield }^{(n)}(L(G))\right)=\text { yield }^{(n)}\left(n-\hat{\sigma}^{( }(L(G))\right)=\text { yield }^{(n)}\left(L\left(G^{\prime}\right)\right)
$$

for some $G^{\prime} \in n-N R(\Omega)$, since $n-\hat{\sigma}$ is linear and $\mathscr{R} \mathscr{E} \mathscr{G}$ is closed under linear tree-homomorphisms (take $\boldsymbol{G}^{\prime}=\boldsymbol{n}-\hat{\boldsymbol{\sigma}} \circ \boldsymbol{G}$ ). $\quad \square$

We note, that the techniques of this paper are not sufficient to establish closure o! level-n 10 -tree languages under deterministic bottom-up tree transducers (as conjectured in [28]). First, the construction used in [28] to lift such transducers under yield cannot be iterated, essentially, since several initial states are needed at the higher level. Moreover, basically new phenomena occur when passing from IO-context-free to level-2 IO tree languages (n the $\lambda$-calculus formulation), since at level 2 nonterminals may have to be expanded before all actual parameters are given. Hence, in a situation where $x$ defines some terminal $f \in \Omega^{i i i .)}$ and $x$ is called in a righthand side $x^{\prime}(x)(a, b)$ (with type $x^{\prime}:=((i i, i),(i i, i))$ ) in an IO-derivation we are forced to evaluate $x$ before knowing which translation of $f$ we are to choose, since we do not yet have any information regarding the state of possible arguments for $f$. In fact, $x^{\prime}$ might copy $x$ to different positions, where different translations of $f$ may be needed. The 'guessing technique' of Section 7.5 does not work, since we are to simulate bottom-up translations.

## 9. Hierarchies

In this chepter, we will prove the IO- and OI-hierarchies to be infinite and derive sufficient cenditions on a language family $\mathscr{R}$ to establish strictness of hierarchies of the fo:m yield ${ }^{(n)}(\mathscr{R})$. Examples of language families satisfying these conditions include deterministic top-down translations of regular tree langaages and the language families in the OI-hierarchy. In particular, this proves strictness of the IO-bierarchy. Moreover, we prove that the concept of recursion on level-n leads to a strict herarchy of progrann schemes.

As a too to capture the increase in copying power inherent in both hierarchies we use the rational index, a complexity measure for languages introduced by Boasson, Courcelle, and Nivat [6], which, roughly speaking, measures the density of regular in-state components of a given language $L$ as $m$ varies. More precisely, the rational index of $L$ associates with a given number $m$ of states the maximum of the distarices between $L$ and all $m$-state languages, where the distance of two languages is the leagth of the shortest word in their intersection.

Definition 1. The distance of two languages $L_{1}$ and $L_{2}$ with nonempty intersection is given by

$$
d\left(L_{1}, L_{2}\right)=\min \left\{\operatorname{depth}(w) \mid w \in L_{1} \cap L_{2}\right\} .
$$

Let $\mathscr{R} \mathscr{E} \mathscr{G}_{m}$ denote the class of languages recognized by Rabin/Scott automata with $m$ states. The rational index of $L, \operatorname{rat}(L)$, is the function

$$
\begin{aligned}
\operatorname{rat}(L): & \omega \rightarrow \mathbb{R}_{+} \\
m & \mapsto \max \left\{d(R, L) \mid R \cap L \neq \emptyset \wedge R \in \mathscr{R} \mathscr{E} \mathscr{G}_{m}\right\} .
\end{aligned}
$$

We note, that an approach to the hierarchy question along density argumerts would require the proof of (some sort of) pumping lemmata as e.g. in [33], which seem to be extremely hard to prove. On the other hand, to establish upper bourids for the rational index of a language in some family $\mathscr{L}$, we have to prove closure of $\mathscr{L}$ under intersection with regular languages (within certain size-restrictions) and an assertion corresponding to the 'downward pumping' part of the pumping lemma, i.e. a bound on the length of the shortest word in a nonempty language in terms of the size of e.g. the grammar gencrating this language. Hence the restilts of the previous sections immediately give upper bounds for the rational index of level- $n$ languages.

Notation. Let $\mathscr{F}$ denote the class of functions $\omega \rightarrow \mathbb{R}_{+}$.
For $f, g \in \mathscr{F}$ define $f \leqslant g$ iff $\exists m_{0} \in \omega \forall m \geqslant m_{0} f(m) \leqslant g(m)$.
We denote by $\mathscr{L}\left(\mathscr{F}^{\prime}\right)$ the class of languages whose rational index is majorized by some function in $\mathscr{F}^{\prime} \subseteq \mathscr{F}$.

Finally,

$$
\mathscr{E X P O}\left(\mathscr{P}{ }^{n}(\mathscr{O L}):=\left\{m \mapsto \hat{2}^{n} \widehat{2}^{\alpha \cdot m^{k}} \quad \mid \alpha \in \mathbb{R}_{+}, k \in \omega\right\}\right.
$$

Theorem 9.2. $n-\mathscr{L}_{\mathrm{IO}} \subseteq \mathscr{L}\left(\mathscr{E X P P}{ }^{2 n}(\mathscr{P O L})\right)$.
Proof. Let $L=$ yield $^{(n)}(L(G))$ for some $G \in n-\mathrm{NR}(\Omega)$, and let $R \in \mathscr{R} \mathscr{E} \mathscr{C}_{m}(\Omega)$ with $L \cap R \neq \emptyset$. By Theorem 8.11 there exists an $n$-exponential bounded $G^{\prime} \in n-\operatorname{NR}(\Omega)$ with yield ${ }^{(n)}\left(L\left(G^{\prime}\right)\right)=L \cap R$, hence by Theorem 8.7

for some $p \in \mathscr{P O} \mathscr{L}$, and thus

$$
\operatorname{rat}(L) \leqslant m \mapsto \overbrace{2 \cdot 2^{p^{\prime}(m)}}^{2 n} \in \mathscr{E X P O} \mathscr{P}^{2 n}(\mathscr{P O L P})
$$

Theorem 9.3. $n-\mathscr{L}_{\mathrm{OI}} \subseteq \mathscr{L}\left(\mathscr{E} \mathscr{X} \mathbb{P}^{2 n}(\mathscr{P O L})\right)$.

Proof. Let $\mu=L(G)$ for some $G \in n-N \lambda(\Omega)$, and let $R \in \mathscr{R} \mathscr{S}_{\mathscr{G}_{m}}(\Omega)$ s.t. $L \cap R \neq \emptyset$. By Tntorern 7.25 there exists a polynomially bounded $G^{\prime} \in n-N \lambda(\Omega 2)$ with $L\left(G^{\prime}\right)=$ $L(G)$ ri $R$, hence by Theorem 7.11
for some $p_{1:} p_{2} \in \mathscr{P} \mathscr{\mathscr { L }}$, and thus

$$
r a(L) \leqslant m \mapsto \overbrace{2 \cdot}^{2 n} \cdot \cdot^{p(m)} \in \mathscr{E X}\left(P^{2 n}(\mathscr{P} O \mathscr{L}) .\right.
$$

In [61], Steyaert gives an example of a $\mathscr{D C L}(\subseteq \mathcal{M} \mathscr{A} \mathscr{C})$ language, whose rational index gro $\%$ at least double-exponentially. Using techniques of this paper, we will generalize this result to higher levels by proving that the rational index of the sample language $L_{n}$ grows at least $n$-exponentially. To this end, we consider intersections of

$$
L_{n}=\left\{\left.a^{\frac{n-1}{2}} 2^{2^{k}} \quad b^{k+1} \quad \cdots a^{a^{2}} \quad b(e) \right\rvert\, k \in \omega\right\}
$$

with the regular languages

$$
R_{0}=a^{+}\left(b^{p}\right)^{+} a^{+}\left(b^{p+1}\right)^{+} \cdots a^{+}\left(b^{2 p-1}\right)^{+}(a \vee b)^{*}
$$

(for $n=3, p=2$ an OI-grammar generating the intersection was given in the example in Section 7.5). It is easy to see, that $R_{p}$ can be recognized deterministically with $\frac{3}{2}\left(p^{2}+p\right)$ states.

Conster some string $w \in L_{n} \cap R_{p+1}$, then the exponent $k$ corresponding to $w$ must sing

| $k+1$ | is a multiple of $p+1$, |
| :--- | :--- |
| $k$ | is a multiple of $p+2$, |
| $k-p+1$ | $\vdots$ |
| is a multiple of $2 p+1$. |  |

To evaluate the exponent $k_{p+1}$ for the shortest word $\boldsymbol{w}_{\min }$ in $L_{n} \cap \boldsymbol{R}_{p+1}$ we need the following leminata.

Lemmad 9.4. Let $k, p_{1}, \ldots, p_{k} \in \omega$, then

$$
\min \left\{m \in \omega \mid m \geqslant 1 \wedge \forall i \in[k] p_{i} \text { divides } m-p_{i}\right\}=\operatorname{lcm}\left(p_{1}, \ldots, p_{k}\right) .
$$

Proof. It is obvious, that the least common multiple of $p_{1}, \ldots, p_{k}$ satisfies $\varphi(m) \equiv$ ( $\forall i \in[k] p_{i}$ divides $m-p_{i} \wedge m \geqslant 1$ ). To prove ninimality, consider some $m$ s.t. $\varphi(m)$ holds ard assume $m<\operatorname{lcm}\left(p_{1}, \ldots, p_{k}\right)$, but then
$\forall i \in[k]\left(\left(p_{i}\right.\right.$ divides $\left.m-p_{i}\right) \wedge\left(p_{i}\right.$ divides $\left.\left.\operatorname{lcm}\left(p_{1}, \ldots, p_{k}\right)-p_{i}\right)\right)$.
and thus $\forall i \in[k] p_{i}$ divides $\operatorname{lcm}\left(p_{1}, \ldots, p_{k}\right)-m$, contradicting the definition of lcm.

Hence the exponent of $w_{\text {min }} \in L_{n} \cap R_{p+1}$ satisfies

$$
k_{p+1}=\operatorname{lcm}(p+1, p+2, \ldots, 2 p+1)-(p+2)
$$

## Lemma 9.5.

$$
\forall p \geqslant 1 \forall m \in \omega \frac{1}{m}!\cdot \prod_{\eta \leqslant i \leqslant m}(p+1) \leqslant \operatorname{lcm}(p, p+1, \ldots, p+m) .
$$

Proof. Let

$$
P:=\prod_{0 \leqslant i \leqslant m}(p+i) \quad \text { and } g:=g c d\left(\frac{P}{p}, \ldots, \frac{P}{p+m}\right) .
$$

It is easy to see, that

$$
P=g \cdot \operatorname{lcm}(p, p+1, \ldots, p+m) .
$$

For the proof of the lemma it is thus sufficient to show $g \leqslant m$ !. To this end, consider tor $i \in\{0, \ldots, m-1\}$ and $r \in[m-1]$ the expressions $D_{r}^{i}$ defined by

$$
D_{1}^{i}:=\frac{P}{p+1}-\frac{P}{p+i+1}, \quad D_{r+1}^{i}:=D_{r}^{i}-D_{r}^{i+1} .
$$

By definition of $g, g$ divides all $D_{r}^{i}$. Moreover, a straightforward induction or $r$ proves

$$
D_{r}^{i}=\frac{r!\cdot P}{(p+i) \cdots \cdots(p+i+r)} .
$$

In particular, $D_{m}^{0}=m!$, hence $g \leqslant m!$.
Theorem 9.6. $\forall n \geqslant 3 L_{n} \notin \mathscr{L}\left(\mathscr{E} \mathscr{E P}{ }^{n-1}(\mathscr{P O L})\right)$.
Proof. A straightforward induction on $p \geqslant 3$ shows

$$
\begin{equation*}
2^{p+1}<\frac{(2 p+1)!}{(p!)^{2}}-(p+2) \tag{*}
\end{equation*}
$$

Thus, for $p \geqslant 3$, the exponent of the shortest string $w_{\min }$ in $L_{n} \cap R_{p+1}$ satisfies

$$
\begin{array}{rlrl}
k_{p+1} & =\operatorname{lcm}(p+1, p+2, \ldots, 2 p+1)-(p+2) & \text { Lemma 9.4 } \\
& \geqslant \frac{(p+1)(p+2) \cdots(2 p+1)}{p!}-(p+2) & \text { Lemma } 9.5 \\
& =\frac{(2 p+1)!}{(p!)^{2}}-(p+2)>2^{p+1} & & (*) \tag{*}
\end{array}
$$

Since $R_{p} \in \mathscr{F} \mathscr{E} \mathscr{G}_{\left.2 \| p^{2}+p\right) / 2}$ this implies


Since $m \mapsto 2^{\sqrt{2 / 3} \cdot m^{\sqrt{2}-1 / 2}}$ cannot be majorized by any polynomial $m \mapsto \alpha \cdot m^{k}$ this shows

$$
\operatorname{rat}\left(L_{n}\right)>\mathscr{C P} \mathscr{P} \mathscr{P}^{n-1}(\mathscr{P Q} \mathcal{P}) .
$$

Since the rational index of level- $n$ languages is $2 n$-exponentially bounded, $L_{2 n+1}$ cannot be generated at the $n$th level, hence both hierarchies are infinite. Let us recall some characterizations of level-n languages to interpret this result. Mathematically this shows, that taking fixed-points on increasingly higher level function spaces allows to define more and more base objects. Operationally, the possibility of 'storing information' in more and more levels of parameters gives a strict increase in copying power. This is even more explicit in the characterization of OI languages by level-n pushdown automata [44] proved in [21]: the possibility of pushing pushdown-lists, pushdown-lists of pushdown-lists..., etc. gives you increasingly powertul storage-structures. We summarize the relation of the language classes studied in this paper in the following diagram, where all inclusions are strict for a monadic alphabet with at least two unary operation symbols (and $n \geqslant 3$ ).

### 9.7. Hierarchytheorem.



Prook. Lemrn? 7.1, Theorem 7.8, Corollary 7.18, Corollary 7.26, Lemma 8.1, Corolle $v{ }^{\circ} .6$, Corollary 8.12, Theorem 9.2, Theorem 9.3, Theorem 9.6.

The:. .., d athe IO-hierarchy starts with the regular, context-free, and IO-rnacro languages was proved in [28, Theorem 7.9].

In the OI-case, the fixed-point characterization gives a link between level- $n$ languages and level- $n$ schemes and thus (via the interpretation Algol) to semantics of ALGOL 68 programs with finite modes. Hence the hierarchy theorem implies, that ALGOL' 68 programs with mode depth $2 n+1$ cannot in general be simulated by formally equivalent programs (in the sense of [38]) with mode depth $n$. In fact, due to the uniformity of the definition of level- $n$ schemes (as expressed in the results of the appendix) we can prove the sharper result, that level- $n+1$ schemes cannot be translated to level- $n$ schemes, hence thie concept of recursior on higher types induces a strict hierarchy of control-structures. In the theorem below we include the result proved in [17] that the class $\lambda$ of $\lambda$-schemes (modelling untyped procedure calis) is more powerful than the class of level- $n$ schemes.

Theorem 9.8. $\forall n \geqslant 2 R<\operatorname{RPS}<n-\lambda<n+1-\lambda<\lambda$.
Proof. By Corollary A. 3 and Corollary A. 7 we have for any $D(I)$-set $\Omega$

$$
\begin{equation*}
n-\lambda\left(D(\Omega)^{(e, i)} \sim n+1-\lambda(\Omega)^{i}\right. \tag{1}
\end{equation*}
$$

We now show

$$
\begin{equation*}
n-\lambda \sim n+1-\lambda \curvearrowright n+1-\lambda \sim n+2-\lambda . \tag{2}
\end{equation*}
$$

Let $S \in n+2-\lambda(\Omega)$ for some $\Omega$, then by (1) there exists $S_{1} \in n+1-\lambda(D(\Omega))^{(e, i)}$ s.t. $S \sim S_{1}$. From the assumption in (2) we have in particular $n-\lambda(D(\Omega))^{\text {f.i) }} \sim$ $n+1-\lambda(D(\Omega))^{(e, i)}$, thus there exists $S_{2} \in n-\lambda(D(\Omega))^{(e, i)}$ with $S \sim S_{1} \sim S_{2}$. Again applying (1) yields an $S^{\prime} \in n+1-\lambda(\Omega)$ satisfying $S \sim S^{\prime}$. To establish

$$
\begin{equation*}
n-\lambda<n+1-\lambda \tag{3}
\end{equation*}
$$

we note that Theorems 7.2 and 9.7 imply $n-\lambda(\Omega)<2 n+1-\lambda(\Omega)$ for any $D(I)$-set $\Omega$ satisfying $\left|\Omega^{(e, i)}\right| \geqslant 1,\left|\Omega^{(i, i)}\right| \geqslant 2,\left|\Omega^{(i, i)}\right| \geqslant 1$ for some $i \in I$, hence by (2) we have proved (3).

To derive

$$
\begin{equation*}
n-\lambda \leqslant \lambda \tag{4}
\end{equation*}
$$

we recall in $\lambda(\Omega)-n-R(\Omega) \leqslant \lambda(\Omega)$ by Theorem A. 8 and the main result in [20]. Strictness folluws from the result proved in [29], that $\lambda\left(\Omega_{+}\right)$interpreted over ( $\left.\mathscr{P} \mathscr{T}_{\rho}\right)_{+}$ defines all recursively enumerable tree languages together with Theorem 7.2 and the decidability of the emptiness-problem for level-n Ol languages (Theorem 7.8).

Finally

$$
\begin{equation*}
1-\lambda(\Omega) \sim \operatorname{FPS}(\Omega) \tag{5}
\end{equation*}
$$

by the Chomsky-normalform theorem 4.12.
Since the equivalence class of a scheme is characterized by its infinite tree, the above result shows, that the class of level-n trees form a strict hierarchy with incre asing $n$.

Coroilary 9.9. $\forall n \in \omega n-\mathscr{T} \subsetneq n+1-\mathscr{T}$.
Proof. Irmmediate from Theorem 9.8 and Corollary 4.11.

We will close this section by showing, that IO-like hierarchies of the form yield ${ }^{(n)}(\mathscr{R})$ are strict, provided $\mathscr{R}$ satisfies; certain weak conditions. The proof is based on an analysis of what properties of $\mathscr{R E G}$ are needed to prove, that the IO-hierarchy does not collapse, and the observation, that, due to the uniformity of the definition, this is already sufficient to derive striciness. A natural example of such an IO-like hierarchy is discussed in [24]. Engelfriet defines macro-tree transducers (MTT.'s) by canonically combining top-down tree transducers ( $T$ 's) and context-free tree grammars and proves, that MTT's (working in IO-mode) can simulate the translation of derivation trees (of a program, say) induced by attribute grammars. Using comb it is shown, that a MTT can be simulated at the second level as a composition of top-cown tree transducers (in $T$ ) and yield. (We note, that in the deterministic case these results have been obtained independently by Courcelle and Franco-Zannetacci [9]; there deterministic macro-tree transducers are called primitive-recursive schemes with parameters). Moreover, by viewing the semantic functions in denotational semantics $\mathscr{C}, \mathscr{E}, \ldots$ as states and storing the environment in the parameters, DMTT's can realize the translation induced by the denotational semantics of a language (as discussed in the introduction) for sufficiently simple languages as WHILE. To handle semantic equation; for more complicated languages, the MTT has to be extended by higher-level parameters. Clearly, such transducers can be simulated at the $n$th level by considering the yield ${ }^{(n)}$-image of top-down transducers working on level- $n$ trees. The next theorem shows, that this leads to a strict hierarchy of tree-transducers.

Theoren 9.10. Let $\mathscr{R}$ denote a family of tree-languages satisfying

$$
\exists k \in \omega \exists \mathscr{P} \subseteq \mathscr{F} \mathscr{P} \leq \mathscr{E} \mathscr{X} \mathscr{P}^{k}(\mathscr{P C} \mathscr{L})
$$

s.t.
(1) $\mathscr{R} \mathscr{E} \mathscr{G} \subseteq ?$,
(2) $\mathscr{A}$ is $\mathscr{P}$-closed under intersection with regular tree languages,
(3) For all 'zenerators' $G$, if $L(G) \in \mathscr{R}$ is nonempty, then there exists $t \in L(G)$ s.t. depth $(t) \leqslant p(\operatorname{size}(G))$ for some $p \in \mathscr{P}$
ard let $n-\mathscr{R}(\Omega):=$ yield $^{(n)}\left(\mathscr{R}\left(D^{n}(\Omega)\right)^{b_{n}^{(i)}}\right)$.
Ther

$$
n-\mathscr{R} \subsetneq n+1-\mathscr{R} .
$$

Procf. We prove firs:

$$
\begin{equation*}
n-\mathscr{R}=n+1-\mathscr{R} \curvearrowright n+1-\mathscr{R}=n+2-\mathscr{R} . \tag{*1}
\end{equation*}
$$

Assume $n-\mathscr{R}=n-1-\mathscr{R}$. Clearly it suffices to prove $n+2-\mathscr{F} \subseteq n+1-\mathscr{R}$, so let $L \in n+2-\mathscr{R}(\Omega)$, thus $L=$ yield $^{(n+2)}\left(L_{0}\right)$ for some $L_{0} \in \mathscr{R}\left(D^{n+2}(\Omega)^{b_{n+2}(i)}\right)$. By the assumption,

$$
\text { yield }{ }^{(n+1)}\left(L_{0}\right) \in n+1-\mathscr{R}\left(D(\Omega)^{(e, i)}\right)=n-\mathscr{R}\left(D(\Omega)^{(e, i)}\right)
$$

and thus $L \in \operatorname{yield}\left(n-\mathscr{R}\left(D(\Omega)^{(e, i)}\right)\right)=n+1-\mathscr{R}(\Omega)$.
From (3) and Lumma 7.10 we immediately obtain the following 'downward pumping' result:
( 2) Let $L=$ yield $^{(n)}\left(L_{0}\right)$ where $L_{0} \in \mathscr{R}$ is generated by $G$, then

$$
L \neq \emptyset \curvearrowright \exists t \in L \operatorname{depth}(t) \leqslant \overbrace{2 \cdot}^{n+k} \cdot 2^{\text {p(size (G) }} \text { for some } p \in \mathscr{P C L L} .
$$

Closure of $n-\mathscr{R}$ under intersection with regular languages is proved as in the IO-case using Lemmas 8.9, 8.10.
$(* 3) n-\mathscr{R}$ is $n+k$-exponentially closed under intersection with regular languages.

As in the proof of Lemma 9.5 , this gives a $2(n+k)$-exnonential upper bound on the rational index of a language in $n-\mathscr{R}$ :

$$
\begin{equation*}
n-\mathscr{R} \subseteq \mathscr{L}\left(\mathscr{E} \mathscr{X} \mathscr{P}^{2(n+k)}(\mathscr{P O} \mathscr{L})\right) \tag{*4}
\end{equation*}
$$

Now by (1) we have $n-\mathscr{L}_{\mathrm{IO}} \subseteq n-\mathscr{R}$ and thus $L_{2(m+k)+1} \in 2(n+k)+1-\mathscr{R}$, but by (*4) and Theorem $9.6 L_{2(n+k)+1} \notin n-\mathscr{R}$ and thus $n-\mathscr{R} \subsetneq 2(n+k)+1-\mathscr{R}$. The assertion now follows from ( $* 1$ ).

Note, that ail language families in the OI-hicarchy satisfy the conditions on $\mathscr{R}$, in particular, the IO-hierarchy is strict.

The term 'generator' in the formulation of Theorem 9.10 is admittediy vague; the precise notion depends on $\mathscr{R}$. E.g. in the case $\mathscr{R}=T(\mathscr{R} \mathscr{E} \mathscr{G})$, the generators are pairs $(A, G)$, where $A$ is a top-down tree transducer and $G$ a regular tree grammar. Let us briefly check, that $T(\mathscr{R} \mathscr{C} \mathscr{G})$ satisfies the assumption of the above theorem. Obviously (1) holds. For (2), we note, that $R_{1} \cap A\left(R_{2}\right)=A\left(A^{-1}\left(R_{1}\right) \cap R_{2}\right)$. Thus, since $\mathscr{R} \mathscr{E} \mathscr{G}$ is polynomially closed under inverse top-down transductions (as $T \subseteq$
 under intersection with regular languages. Assumption (3) follows from the fact, that the domain of a top-down tree-transciucer is recognizable [23] (thus downward pumping can be applied to the intersection of the domain with the regular input language) and the observation, that a (finite-state) top-down tree-transducer can only increase the depth of a tree by a constant factor, thus $\mathscr{P}$ can be chosen to be $\mathscr{P O L}$. Note, that the same argumentation holds for $\mathscr{R}=\mathrm{DT}(\mathscr{R} \mathscr{E} \mathscr{G})$.

## 10. Conclusion

We have shown, how a careful analysis of the discussed concepts helped to solve a concrete problsm for a concrete programming language within an area of formal language theory, which is of interest in its own. We hope, that the techniques applied in this paper may be useful in treating other generalizations of string concepts induced by the diagram of the introduction, as indicated for MTT's, and establishing more connections between semantical problems for imperative languages and formal language theory.

The question remains open, in what sense the language-producing diagram possesses a limit (when starting, say, with $\mathscr{R} \mathscr{E} \mathscr{G}$ ), and how this anguage family could be characterized operationally. We conjecture, that the limit-class can be defined operationally (or denotationally) using the $\lambda$-calculus with reducing reflexive types introduced in [3], where each nonterminal has a type defined using regular equations over ground types, $x$, and $\rightarrow$, which reduces to a ground type after a finite rumber of applications.

Finally, we would like to indicate, that strictness of the OI-hierarchy cannot be proved using the approach of this paper. To improve the upper bound for the rational index, it would be necessary to derive a lower complexity for decidability of emptiness. It is easy to see, that an exponential improvement can be obtained by considering only chains in the proof of Theorem 7.11. However, due to the fact tha: decidability of emptiness for $\mathcal{M A C}$ is complete in EXP-TIME [26] - this follows from Theorem 50 in [23] and [4] - we can at most hope for an exponential upper bound, which would only imply $n-\mathscr{L}_{\text {OI }} \subsetneq n+2-\mathscr{L}_{\text {OI }}$.
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Standard denotations

| $\exists!$ | there exists exactly one | $\underset{\rightarrow}{\underset{\rightarrow}{*}}$ | reflexive respectively |
| :---: | :---: | :---: | :---: |
| $\omega$ | natural numbers |  | reflexive and transitive |
| [k] | $\{1, \ldots, k\}$ |  | closure of a relation |
| 2 | integers |  | $\rightarrow E M \times M$ |
| $\mathbb{R}_{+}, \mathbb{R}$ | (positive) reals | $a \mapsto f(a)$ | notation for functions $f$ |
| $I^{*}$ | strings over I | $b \rightarrow a_{1} \mid a_{2}$ | conditional |
| $e$ | empty word (or: symbol denoting the empty word) | $f\left\{a^{\prime} b\right\}$ | redefinition of $f$ at argument $a$ by $h$ |
| $\begin{aligned} & l(w) \\ & w(1) \cdot \ldots \cdot w(k) \end{aligned}$ | length oi $w$ notation for $I^{*} \ni \boldsymbol{w}^{\prime}:[k] \rightarrow I$ | $f \\| N$ | restriction of $f: A-B$ on $\mathrm{N} \subseteq A$ |
|  | of length $k$ | ld | Logarithmus dualis |
| $I^{+}$ | nonempty strings over $I$ | $m \mapsto m$ ! | factorial |
| $w \leqslant w^{\prime}$ | prefixordering on strings | gcd | greatest common diviser |
| $\square$ | empty ser | 1 cm | least common multipis |
| $\|\boldsymbol{M}\|$ | cardinality of a set $M$ | I.H. | Induction hypothesis |
| $\boldsymbol{M} \backslash \boldsymbol{N}$ | $\{m \in \boldsymbol{M} \mid m \in N\}$ |  |  |

## Index

| abs | 41 |
| :--- | ---: |
| AFL | 155 |
| Algol | 37 |

ALGOL 68
37
$\alpha$-conversion54
ar

| assignment | 18,36, 38 | least- | 14 |
| :---: | :---: | :---: | :---: |
| -function | 15 | -operator | 6,31 |
| automata |  | -semantics | 23, 37, 42 |
| bottom-1up. | 168 | fall linearization | 134 |
| Fabin-Scott- | 138 | $f r$ | 17, 123 |
| top-down | 150 | free | 33 |
|  |  | 0- | 76 |
| $\beta$-redex | 54 | front | 17,123 |
| -reducible | 54 |  |  |
| -reduction | 54 | head | 66 |
| bound | 54 | head | 66 |
| br | 17 |  |  |
| branches | 17 | 7 |  |
| br, | 113 | -mapping | 15 |
| bread h | 17,134 | -set | 14 |
|  |  | ideal | 17 |
| charac'erızation |  | initial | 16 |
| fixed-puint- | 95, 165 | integer-type | 40 |
| ,roni | 132 | interpretation | 23,42 |
| 'nomon orphic- | 166 |  |  |
| vath | 115 | Kleene |  |
| Cliomsky normalform | 51,99 | -characterization | 26,60 |
| Chutc ${ }^{\text {- }}$ Rosser-Property | 55 | -sequence | 25,57 |
| clused | 34 |  |  |
| locally. | 75 | iambda |  |
| closure miter |  | -scheme | 34, 183 |
| - Reg $^{\text {a }}$ | 149, 171 | -term | 33 |
| -homomorphism | 173 | language |  |
| -substituion | 154 | level-n | 63 |
| -tree-homomorphism | 29,48 | -10 | 156 |
| comb | 39,77 | -OI | 67 |
| context | 54 | macro | 43, 132 |
|  |  | schematic | 27, 63 |
| decidability of |  | level | 33, 34 |
| -emptiness | 103, 167 | level-n |  |
| -membership | 151, 172 | -grammar | 63 |
| depth | 17 | -language | 63 |
| derivation |  | -scheme | 34,42 |
| Cl- | 67 | -tree | 47 |
| leftmost- | 64 | linear | 66 |
| rightmost- | 64 | linearization | 66 |
| standard | 65 | full- | 134 |
| derived |  | locally closed | 75 |
| -algebra | 42 |  |  |
| -alphabet | 41 |  |  |
| -operation | 18 | Mezei-Wright-like result |  |
| -types | 15, 32 | Mezei-Wright-like result | 25,46, 50 |
| derop | 18 | monadic | 21 |
| distance | 175 |  |  |
|  |  | $n$ |  |
| empty | 101 | - $\lambda$-scheme | 34 |
| environment | 35 | - rational scheme | 42 |
| equations | 22,35 | -tree | 47 |
|  |  | $n f$ | 55 |
| fixedpoint |  | normalform | 28,54 |
| -characterization | 95,165 | Chomsky- | 51,99 |


| par | 33 | rhs | 35 |
| :---: | :---: | :---: | :---: |
| path | 115,134 | right-hand-side | 35 |
| pathj | 134 |  |  |
| $p r$ | 41 | schematic | 27,63 |
| program |  | semantics | 23, 35, 37, 42 |
| -scheme |  | set | 20 |
| lambda | 183 | size 5 | $50,8599,109,110,149$ |
| $n$-lambda | 34 | standardization theorem | - 65 |
| $n$-rational | 42 | standard derivation | 6 |
| recursive | 41 | state | 144. |
| regular | 22 | sub | 41 |
| -tree | 71 | substitution monadic- | 15\% |
| rank | 105 | $10-$ | 16 . |
| rat | 175 | OI- | 18 |
| rational index | 175 | term- | 54 |
| redex |  | tree- | 18 |
| $\beta$ - | 54 | tail | 66 |
| $1-$ | 55 | test | 103 |
| reducible |  | tree |  |
| $\beta$ - | 54 | -grammar | 26,63 |
| $1-$ | 55 | -homomorphism | 21 |
| $G-$ | 63 | -language | 26,63,67,156 |
| reduction |  | -transducer |  |
| $\beta-$ | 53 | bottom-up- | 174 |
| 1- | 53, 55 | macro- | 18.5 |
| sta:3dard | 65 | top-down- | 185 |
| regular |  |  |  |
| -equations | 22 | var | 22, 33, 34 |
| -grammar | 26 |  |  |
| -infinite tree | 24, 27 | yield | 45 |
| -language | 26 | yield ${ }^{(n)}$ | 46 |


[^0]:    [1] S.K. Abdadi, A. lambda-calculus model of programming languages I, II, J. Compui. Languages 1 (1976) 287-320.

