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Abstract
We investigate a variant of dense-time Duration Calculus which permits model checking using timed/hybrid automata. We define a variant of the Duration Calculus, called Interval Duration Logic, (IDL), whose models are timed state sequences [1].

A subset \textit{LIDL} of \textit{IDL} consisting only of \textit{located time constraints} is presented. As our main result, we show that the models of an \textit{LIDL} formula can be captured as timed state sequences accepted by an event-recording integrator automaton. A tool called IDLVALID for reducing \textit{LIDL} formulae to integrator automata is briefly described. Finally, it is shown that \textit{LIDL} has precisely the expressive power of event-recording integrator automata, and that a further subset \textit{LIDL}– corresponds exactly to event-recording timed automata [2]. This gives us an automata-theoretic decision procedure for the satisfiability of \textit{LIDL}– formulae.

1 Introduction

Duration Calculus (DC) [29,12] is a highly expressive logic for specifying quantitative timing properties of systems. It is closely related to the Interval Temporal Logic of Moszkowski [17]. It provides novel interval based modalities for describing behaviours.

For example, the following formula holds for a behaviour provided, in any time interval longer than 3 seconds where there is overload throughout, the alarm must be sounding at the end of the interval.

\[
\Box(\llbracket overload \rrbracket \land t > 3 \Rightarrow true \sim \llbracket alarm \rrbracket)
\]
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Informally, this implies that once overload lasts for 3 seconds, the alarm must come on. Moreover, the alarm must then persist as long as overload lasts. In this formula, □ modality ranges over all time intervals within the behaviour. Each such time interval gives a fragment of the behaviour. The operator ⊑ is like concatenation (fusion) of behaviour fragments and \([={}overload]\) states invariance of overload over the behaviour fragment. Finally, \(\ell\) measures the time length of the behaviour fragment (interval). Another kind of measurement is \(\int P\) which measures the accumulated amount of time for which condition \(P\) holds within the interval. A precise definition of the syntax and semantics of Duration Calculus (variant) is given in Section 2.

Duration calculus (DC) was designed to be a convenient and highly expressive logic for specifying complex requirements over real-time systems [29]. Because of its high expressive power, Duration Calculus is also effective in formulation of compositional semantics of programming notations such as Esterel and Timed CSP [25,24].

In this paper, we consider the question of model checking Duration Calculus. Duration Calculus is a dense-time interval temporal logic whose models treat propositions as boolean functions of time (also called signals by some authors [4]). Unfortunately, the automata theory for Duration Calculus models (signals) is still evolving [4] and there are no available tools supporting such models. Another well-established model of real-time computations is the timed state sequences model [1]. Timed automata for recognising such timed state sequences are well investigated and there are now mature tools such as Hytech [3], Uppaal [5] and Kronos [6] for analysing these automata. Hence, for model checking, it seems preferable to work with timed state sequences rather than signals at present.

In this paper, we define a variant of the Duration Calculus, called Interval Duration Logic, (IDL), whose models are finite timed state sequences. It is a dense-time interval logic. IDL inherits much of the expressive convenience of original Duration Calculus, and most of the case studies using DC can be easily adapted to IDL. At the same time, there are significant technical differences between DC and IDL. The key advantage of IDL over DC is the availability of timed automata recognising IDL models. These automata can be used for satisfiability checking or model checking. Due to their high expressive power, the satisfiability of both DC and IDL turn out to be undecidable in general.

As our main contribution, we present a subset \(LIDL\) of IDL consisting only of located time constraints. As our main result, we show that the models of an \(LIDL\) formula can be captured as timed state sequences accepted by a finite state event-recording integrator automaton. We also show that \(LIDL\) has precisely the expressive power of event-recording integrator automata. Moreover, a subset \(LIDL−\) of \(LIDL\) exactly corresponds to the event-recording timed automata [2] whose emptiness is decidable [1]. This gives us an automata theoretic decision procedure for the satisfiability of \(LIDL−\). Unlike
many decidable fragments of Duration Calculus, both $LIDL$ and $LIDL$— are closed under all boolean operations including negation. A large number of examples of interest from Duration Calculus literature can be expressed within the subset $LIDL$. Thus, we believe that $LIDL$ answers the quest for a dense-time Duration Calculus variant which is decidable and also practically interesting.

We have partially implemented a tool, called IDLVALID, which performs the reduction of $LIDL$ formulae into event-recording integrator automata. A small example of its use is presented at the end of the paper. The resulting automata can be analysed using tools such as Hytech [3], Uppaal [5] and Kro-nos [6] to establish the satisfiability (validity) of $LIDL$ formulae. Moreover, the generated automata can be used as observers for model checking $LIDL$ properties [21].

The rest of the paper is organised as follows. The Interval Duration Logic is defined in Section 2. A minepump controller specification is given in Section 2.1 to illustrate the use of $IDL$. The subset $LIDL$ is defined in Section 3, and the reduction of $LIDL$ formulae to event-recording automata is given in in Section 4. An example this of reduction, implemented using the tool IDLVALID, is given in Section 5. The paper ends with a discussion.

## 2 Interval Duration Logic

Let $P\text{var}$ be the set of propositional variables (called state variables in $DC$). The set of states is $\Sigma = 2^{P\text{var}}$ consisting of the set of subsets of $P\text{var}$. Let $\omega$ be the set of natural numbers $\{0, 1, \ldots\}$.

**Definition 2.1** A timed state sequence over $P\text{var}$ is a pair $\theta = (\sigma, \tau)$ where

- $\sigma = s_0 s_1 \ldots s_{n-1}$ with $s_i \in 2^{P\text{var}}$ is a finite non-empty sequence of states, and
- $\tau = t_0 t_1 \ldots t_{n-1}$ is a finite sequence of time stamps such that $t_i \in \mathbb{R}^0$ with $t_0 = 0$ and $\tau$ is non-decreasing.

Let $\text{dom}(\theta) = \{0, \ldots, n - 1\}$ be the set of positions within the sequence $\theta$. Also, let the length of $\theta$ be $\#\theta = n$. A sequence $\theta'$ is called $p$-variant of $\theta$ if $\#\theta = \#\theta'$ and for all $q \neq p$, we have $q \in \theta'(i)$ iff $q \in \theta(i)$.

Here, it is assumed that the system evolves by discrete steps (transitions). Element $s_i$ denotes the $i$'th state and $t_i$ gives the time at which this state is entered. Thus, the system remains in state $s_i$ for the time interval $[t_i, t_{i+1})$ which includes time $t_i$ but excludes time $t_{i+1}$. Note that in a timed state sequence there may be several positions with same time-stamp representing that several steps of computation take place at the same observable macro-time. In literature this is sometimes called super-dense computation (see [24] for its use). We shall also refer to timed state sequences as behaviours.

Let $Prop$ be the set of propositions over $P\text{var}$ with the following abstract
let $p$ range over $PVar$ and let $P, Q$ range over $Prop$. 

\[
0 \mid 1 \mid p \mid P \land Q \mid \neg P \mid \ominus P
\]

Here, 0 denotes proposition false and 1 represents true.

The truth of proposition $P$ can be evaluated at any position $i$ in $\text{dom}(\theta)$. Boolean combinators have their usual meaning. $\ominus P$ holds at a position $i$ provided $P$ holds at the previous position in the timed state sequence. We give a few clauses of this definition omitting the rest.

\[
\begin{align*}
\theta, i \models p & \iff p \in s_i \\
\theta, i \models \ominus P & \iff i > 0 \text{ and } \theta, i - 1 \models P 
\end{align*}
\]

Other boolean combinators $\lor, \Rightarrow, \ldots$ can be defined in the standard fashion. We also define some more operators.

\[
\begin{align*}
\uparrow P & \overset{\text{def}}{=} (\ominus \neg P) \land P \\
\uparrow P & \overset{\text{def}}{=} (\neg \ominus P) \land P
\end{align*}
\]

Similarly, $\downarrow p$, $\downarrow P$ can also be defined. Note that $\neg \ominus P$ is true at position 0 whereas $\ominus \neg P$ is false. At all other positions, they are identical.

Logic $IDL$ is a form of interval temporal logic. The set of intervals within a timed state sequence $\theta$ can be defined as follows, where $[b, e]$ denotes a pair of positions.

\[
\text{Intv}(\theta) = \{[b, e] \in \text{dom}(\theta)^2 \mid b \leq e\}
\]

Each interval uniquely identifies a subsequence of $\theta$.

**Syntax of Interval Duration Logic**

Let $p, q$ range over propositional variables from $PVar$, let $P, Q$ range over propositions and $D_1, D_2$ range over $IDL$ formulae. Let $c_i$ range over integer constants and $c_r$ range over rational constants.

\[
\begin{align*}
[P]^0 \mid [P] \mid D_1 \sim D_2 \mid \heartsuit D \mid D_1 \land D_2 \mid \neg D \mid \exists p. D \mid \\
\eta \text{ op } c_i \mid \Sigma P \text{ op } c_i \mid \ell \text{ op } c_r \mid \int P \text{ op } c_r
\end{align*}
\]

where $\text{op} \in < \mid > \mid = \mid \leq \mid \geq$.

Formulae of the form $\eta \text{ op } c_i$ or $\Sigma P \text{ op } c_i$ are called discrete measurement formulae, whereas formulae of the form $\ell \text{ op } c_r$ and $\int P \text{ op } c_r$ are called dense measurement formulae.

---

3 We can easily extend measurement formulae to comparison of two terms involving arithmetic operators as in full Duration Calculus, e.g. $20 \times \int P < \ell$. 
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We define the truth of Interval Duration Logic formula \( D \) within a timed state sequence \( \theta \) and interval \([b, e]\). This is denoted by \( \theta, [b, e] \models D \).

\[
\theta, [b, e] \models [P] \quad \text{iff} \quad b = e \text{ and } \theta, b \models P
\]

\[
\theta, [b, e] \models [P] \quad \text{iff} \quad b < e \text{ and for all } t : \ b < t < e, \ \theta, t \models P
\]

\[
\theta, [b, e] \models D_1 \sim D_2 \quad \text{iff} \quad \text{for some } m : b \leq m \leq e.
\]

\[
\theta, [b, m] \models D_1 \quad \text{and} \quad \theta, [m, e] \models D_2
\]

\[
\theta, [b, e] \models \ominus D \quad \text{iff} \quad \text{for some } b' \leq b : \ \theta, [b', e] \models D
\]

\[
\theta, [b, e] \models D_1 \land D_2 \quad \text{iff} \quad \theta, [b, e] \models D_1 \quad \text{and} \quad \theta, [b, e] \models D_2
\]

\[
\theta, [b, e] \models \lnot D \quad \text{iff} \quad \theta, [b, e] \not\models D
\]

We also have existential quantification over propositional letters:

\[
\theta, [b, e] \models \exists p.D \quad \text{iff} \quad \exists \theta'. [b, e] \models D
\]

for some \( \theta' \) which is \( p \)-variant of \( \theta \).

Now we consider the semantics of measurement formulae. Logic IDL has four different types of measurement terms.

\[
\eta \mid \Sigma P \mid \ell \mid \int P
\]

These represent some specific quantitative measurements over the behaviour in a given interval. We shall denote the value of a measurement term \( t \) in a timed state sequence \( \theta \) and an interval \([b, e]\) by \( \text{eval}(t)(\theta, [b, e]) \). This is defined below.

- **Step Length** \( \eta \) gives the number of steps within a given interval.

\[
\text{eval}(\eta)(\theta, [b, e]) = e - b
\]

- **Time length** \( \ell \) gives the amount of real-time spanned by a given interval.

\[
\text{eval}(\ell)(\theta, [b, e]) = t_e - t_b
\]

- **Step count** \( \Sigma P \) counts the number of states for which \( P \) holds in the (right-closed-left-open) interval.

\[
\text{eval}(\Sigma P)(\theta, [b, e]) = \sum_{i=b}^{e-1} \sigma(i)(P)
\]

- **Duration** \( \int P \) gives amount of real-time for which proposition \( P \) holds in given interval.

\[
\text{eval}(\int P)(\theta, [b, e]) = \sum_{i=b}^{e-1} \begin{cases} 
  t_{i+1} - t_i & \text{if} \quad \sigma, i \models P \\
  0 & \sigma, i \not\models P
\end{cases}
\]

Now we can define the semantics of measurement formula as follows

\[
\theta, [b, e] \models t \ op c \quad \text{iff} \quad \text{eval}(t)(\theta, [b, e]) \ op c
\]
Finally, a formula $D$ holds for a timed state sequence $\theta$ if it holds for the full interval spanning the whole sequence.

$$\theta \models D \iff \theta, [0, \#\theta - 1] \models D$$

$$\models D \iff \theta \models D \text{ for all } \theta$$

**Derived Operators**

Note that $[1]^{0}$ holds for all point intervals whereas $[1]^{1}$ holds for all extended intervals. Formula $[P]^{0} \wedge true$ states that $P$ is true at the beginning of the interval. Now we define some derived operators.

- $[\llceil P \rrceil] \overset{\text{def}}{=} ([P]^{0} \wedge [P] \neg [P]^{0})$ states that proposition $P$ holds invariantly over the closed interval $[b, e]$ including the endpoints. Also, $[\llceil P \rrceil] \overset{\text{def}}{=} ([P]^{0} \wedge [P])$ $[\llceil P \rrceil]^{+} \overset{\text{def}}{=} ([P]^{0} \lor [P]^{0})$. Similarly, $[\llceil P \rrceil]^{+}$ etc.
- $unit \overset{\text{def}}{=} [0]$ holds for intervals of the form $[b, b+1]$.
- $[\llceil P \rrceil]^{1} \overset{\text{def}}{=} [P]^{0} \wedge unit$ holds for one step (two state) intervals where $P$ is true at the beginning.
- $\Diamond D \overset{\text{def}}{=} true \wedge D \neg true$ holds provided $D$ holds for some subinterval.
- $\Box D \overset{\text{def}}{=} \neg \Diamond \neg D$ holds provided $D$ holds for all subintervals.
- We can specify the stability of a proposition as follows.

  $stable(P, \delta) \overset{\text{def}}{=} \Box ([\llceil P \rrceil]^{0} \wedge (\ell < \delta) \Rightarrow [\llceil P \rrceil]^{+})$

  This states that once $P$ becomes true, it must hold for $\delta$ time. Note that this also applies to $P$ being true initially.

- $[\llceil P \rrceil] \overset{\delta}{\rightarrow} [Q]^{0} \overset{\text{def}}{=} \neg \Diamond ([P] \wedge \ell \geq \delta \wedge \neg Q]^{0})$

  This operator specifies that if $P$ holds continuously for $\delta$ or more time, then $Q$ must become true within the first $\delta$ time. Moreover, $Q$ must then persist till $P$ persists. Note that nothing is specified about the value of $Q$ otherwise.

- $[\llceil P \rrceil]^{+} \overset{\leftarrow \delta}{\leftarrow} [Q]^{0} \overset{\text{def}}{=} \neg \Diamond ([\llceil P \rrceil]^{0} \wedge (\ell < \delta) \wedge \neg Q]^{0})$

  This operator specifies that once $P$ becomes true, for the first $\delta$ time, while $P$ persists $Q$ will also be true.
The last three operators are adapted from Ravn [27] where a systematic methodology for specifying and verifying real-time systems has been expounded. It is possible to define many subtle variants of these operators in IDL. Note that operator $\lozenge D$ provides a backward expanding modality not usually considered in DC. This operator, together with a forward expanding modality, was first investigated by Halpern and Shoham [9]. We will make a significant use of it later in the paper.

2.1 Mine pump

A mine has water seepage which must be removed by operating a pump. There is a high water sensor. In response to water being high, a pump may be operated. The pump must not operate if the water is not high. The mine also has pockets of methane which escape. The presence of methane is detected by a sensor. When there is methane, all electrical activity including the pump must be shut down to prevent explosion.

We shall present a model the mine pump system in IDL and establish that under suitable assumptions the water level never becomes dangerous.

- $HH_2O$: Water level is high.
- $DH_2O$: Water level is dangerous.
- $HCH_4$: Methane level is high.
- $PumpOn$: The pump is operating.

**Water Seepage Assumptions**

High water level occurs before Danger water level. (Sensor is reliable.)

$$As_1 \overset{\text{def}}{=} \square([DH_2O \Rightarrow HH_2O]^+)$$

It takes at least $w$ seconds for the water level to turn dangerous after reaching the high water level.

$$As_2 \overset{\text{def}}{=} [HH_2O]^+ \overset{\leq w}{\leftarrow} [\neg DH_2O]^0$$

This property specifies a minimum separation of $w$ time between water level becoming high and its becoming dangerous. The value of $w$ must be calculated based on estimates of rate of water seepage.

**Pump control**

Pump enabling condition: It is safe to operate the pump only when water is high and there is no methane.

$$SafePump \overset{\text{def}}{=} HH_2O \land \neg HCH_4$$

Pump is started within $\delta$ seconds of it being enabled. The pump will remain on while it is enabled.

$$Pc_1 \overset{\text{def}}{=} [[SafePump]] \overset{\delta}{\rightarrow} [PumpOn]^0$$
Pump is stopped within $\delta$ seconds of being disabled.

$$Pc_2 \overset{\text{def}}{=} \llbracket \neg SafePump \rrbracket^\delta \rightarrow \llbracket \neg PumpOn \rrbracket^0$$

The conjunction of above two properties is called \textit{Pump control}

\textbf{Pump Capacity Assumption}

Pump can bring water level down below high water level within $\epsilon$ seconds (from any starting condition).

$$As_3 \overset{\text{def}}{=} \llbracket PumpOn \rrbracket^\epsilon \rightarrow \llbracket \neg H_{2}O \rrbracket^0$$

\textbf{Methane Release Assumptions}

Between two occurrences of Methane Release there is at least $\zeta$ seconds.

$$As_4 \overset{\text{def}}{=} \Box (\llbracket HCH_4 \rrbracket^0 \cap \llbracket \neg HCH_4 \rrbracket \cap [HCH_4]^0 \Rightarrow \ell > \zeta)$$

The high methane level lasts at most $\kappa$ time units.

$$As_5 \overset{\text{def}}{=} \Box (\llbracket HCH_4 \rrbracket \Rightarrow \ell < \kappa)$$

$$As_6 \overset{\text{def}}{=} (2 * (\delta + \epsilon) + \kappa) < w < \zeta$$

\textbf{Verification Condition}

$$(As_1 \land As_2 \land As_3 \land As_4 \land As_5 \land As_6 \land PumpControl) \Rightarrow (\Sigma D_{H_{2}O} = 0)$$

The reader is urged to convinced himself that the above verification condition is indeed valid. Liu Zhiming [15] has established correctness of a somewhat similar specification of Mine pump using the proof rules of Duration calculus. In Section 4 we shall discuss how this condition can be automatically verified using a validity checking procedure for some given values of constants $\delta, w, \epsilon, \kappa, \zeta$.

\subsection{Decidability}

\textbf{Theorem 2.2} \textit{The satisfiability of IDL formulae is undecidable} \hfill \Box

The proof is a straightforward variant of the undecidability proof for Duration Calculus [30], where for every 2-counter machine a formula can be constructed such that the every model of the formula defines a halting run of the 2-counter machine. We omit the proof here.
Sub-logic QDDC

Consider the subset of IDL where dense-time measurement constructs of the form $\ell \ op \ c_r$ or $\int P \ op \ c_r$ are not used. This subset is called Quantified Discrete-time Duration Calculus, (QDDC). Note that discrete time measurement constructs $\eta \ op \ c_i$ or $\Sigma P \ op \ c_i$ can still be used.

**Theorem 2.3** For every QDDC formula $D$ over variables $P_{var}$, we can effectively construct a finite state automaton $A(D)$ over the alphabet $2^{P_{var}}$ such that for all state sequences $\sigma \in (2^{P_{var}})^*$,

$$\sigma \models D \iff \sigma \in L(A(D))$$

Hence, satisfiability of QDDC formulae is decidable. $\Box$

A separate paper gives details of logic QDDC and its automata theoretic decision procedure [20]. We omit these proofs here. A tool called DCVALID has been implemented for model checking of QDDC formulae [19,20]. As the tool constructs the automaton representing models of a formula, this can be used to visualise models and counter models, and also for model checking the specification against designs [21,23].

It should be mentioned that the lower bound on the size of automaton $A(D)$, in the worst case, is non-elementary. However, such blowup is rarely observed in practice and we have been able to check validity of many reasonably sized formulae with our tool DCVALID [19,20,23]. DCVALID is implemented using MONA [13], which is a sophisticated tool for deciding logic WS1S.

3 Located Constraints

We now consider the question of finding a reasonable subset of IDL with dense measurements which is decidable. The key idea is that we restrict the use dense measurement formulae to Located Constraints.

A located constraint has the form $P \leadsto M$ where $P$ is a proposition and $M$ is a dense time constraint of the form $\ell \ op \ c_r$ or $\int Q \ op \ c_r$. Proposition $P$ is called anchor and $M$ is called the constraint. Such a formula is read as since last $P$, constraint $M$ holds.

**Definition 3.1** Semantics of located constraints:

$$(P \leadsto M) \overset{\text{def}}{=} [1]^0 \land \lozenge (M \land ([P]^0 \land \lnot P))$$

**Proposition 3.2** Semantics of located constraints.

$$\theta, [b, e] \models (P \leadsto M) \iff b = e \text{ and } \exists b' < b. \quad \theta, b' \models P \text{ and }$$

$$\forall b'' < b' < e. \quad \theta, b'' \not\models P \text{ and } \theta, [b', e] \models M$$
Interval Duration Logic with Located Constraints (LIDL)

The subset of IDL where dense-time properties occur only as located constraints is called IDL with located constraints (LIDL).

The syntax of logic LIDL is defined below. Let

\[ D ::= [P]^0 | [P] | D_1 \neg D_2 | \Diamond D | D_1 \land D_2 | \neg D | \exists p. D | \eta op c_i | \Sigma P op c_i | (P \leadsto M) \]

\[ M ::= \ell op c_r | \int Q op c_r \]

\[ op \in < | > | = | \leq | \geq \]

The syntactic restriction is that located constraint sub-formula \((P \leadsto M)\) does not occur in scope of any \(\exists p\) if \(p \in \text{var}((P \leadsto M))\).

Let \(\text{LIDL}^-\) denote the set of LIDL formulae which do not use any term of the form \(\int P\). Note that term \(\ell\) can still be used as shown in examples below.

Examples

Logic \(\text{LIDL}^-\) is expressive enough to state many of the timing requirements we have encountered in Duration Calculus case studies. These requirements typically have the form of formulae given in the minepump example (Section 2.1). We show how these can be formulated in the sub-logic \(\text{LIDL}^-\). All the formulae mentioned below refer to the Minepump specification of Section 2.1.

- Consider the formula \(As_4\) of Section 2.1. This formula states a minimum time separation between two events. In LIDL it can be stated as:
  \[ \Box([\downarrow HCH_4]^0 \leadsto [\neg HCH_4] \leadsto [HCH_4]^0 \Rightarrow true \leadsto (\downarrow HCH_4 \leadsto \ell \geq \zeta)) \]

- Consider the formula \(As_5\) in Section 2.1. This formula puts upper bound on time of existence of condition \(HCH_4\). In LIDL this can be stated as:
  \[ \Box([HCH_4] \rightarrow true \leadsto (\uparrow HCH_4 \leadsto \ell \leq \kappa)) \]

- The first formula \(Pc_1\) of pump control specification can be stated as:
  \[ \Box([\text{SafePump}] \leadsto (\uparrow \text{Safepump} \leadsto \ell \geq \delta)) \Rightarrow true \leadsto [PumpOn]^0 \]

- The water seepage assumption \(As_2\) can be formulated as:
  \[ \Box([HH_2O]^+ \leadsto (\uparrow HH_2O \leadsto \ell < w)) \Rightarrow true \leadsto [\neg DH_2O]^0 \]

The last two formulae are examples of “arrow” operators of Ravn [27]. All the formulae of Minepump example can be expressed in \(\text{LIDL}^-\) in this fashion.
4 Decidability of $LIDL$–

We first introduce the notion of event recording integrator automata before considering decidability.

Integrator Automata

These are a sub-class of hybrid automata where only clocks (whose rate is always 1) or integrators (whose rate is either 0 or 1) are used [14].

An Integrator Automaton $AT$ is the tuple $(Q, \Sigma, q_0, F, C, \delta)$. It has a finite set of states $Q$ with initial state $q_0$, an alphabet $\Sigma$, a set of final states $F$, a set of integrators (clocks) $C$ and a transition relation $\delta$. The transition relation has the type

$$\delta \subseteq Q \times \Sigma \times 2^C \times \Phi_C \times [C \rightarrow \{0,1\}] \times Q$$

where each transition $(q, a, X, \phi, \gamma, q')$ is guarded by a condition $\phi \in \Phi_C$ and it resets a subset of integrators $X$. The condition $\phi$ is a conjunction of constraints of the form $x \circ p r$ where $x \in C$ is a integrator and $r$ is a rational constant. The integrator rate assignment $\gamma : C \rightarrow \{0,1\}$ assigns to each integrator a rate 0 or 1.

An integrator valuation $\nu : C \rightarrow \mathbb{R}$ assigns to each integrator a real (time) value. $\nu + \gamma \cdot t$ increments those integrators whose rate is 1 by amount $t$, i.e. $(\nu + \gamma \cdot t)(c) = \nu(c) + \gamma(c) \cdot t$, and $\nu \oplus [X \mapsto 0]$ replaces the value of each integrator in $X$ to 0, i.e. $(\nu \oplus [X \mapsto 0])(c)$ is 0 if $c \in X$ and $\nu(c)$ otherwise.

A run of $AT$ is a finite sequence of the form

$$(q_0, \nu_0, e_0) \xrightarrow{a_0, X_0, \gamma_0} (q_1, \nu_1, e_1) \ldots (q_{n-1}, \nu_{n-1}, e_{n-1}) \xrightarrow{a_{n-1}, X_{n-1}, \gamma_{n-1}} (q_n, \nu_n, e_n)$$

where (a) $q_0$ is the initial state, (b) $\nu_0(x) = 0$ for each $x \in C$, (c) $e_i \in \mathbb{R}$ gives the amount of real-time time spent in state $q_i$, with $e_0 = 0$, (d) for each $i > 0$, let the valuation $\nu'_i = \nu_i + \gamma_{i-1} \cdot e_i$, and $\nu'_0(x) = 0$ for all $x$. Let $\nu_{i+1} = \nu'_i \oplus [X_i \mapsto 0]$. Then, for each $i$, we must have some $\phi_i \in \Phi_C$ such that $(q_i, a_i, X_i, \phi_i, \gamma_i, q_{i+1}) \in \delta$ and $\nu'_i \models \phi_i$.

The timed state sequence of the run is $(\sigma, \tau)$ with $\sigma = (a_0, a_1, \ldots, a_{n-1})$ and $\tau = (t_0, t_1, \ldots, t_{n-1})$. Here $t_0 = 0$ and $t_{i+1} = t_i + e_{i+1}$.

The run is accepting if the last state $q_n \in F$. The language of the automaton, $L(AT)$, is the set of timed state sequences arising from all accepting runs of $AT$.

In an event recording integrator automaton, the resetting of integrators is determined by the alphabet associated with the transition, and the integrator rates are also determined by the alphabet. Thus, there are functions

$$\text{reset} : \Sigma \rightarrow 2^C$$

$$\text{rate} : \Sigma \rightarrow [C \rightarrow \{0,1\}]$$

such that for any transition $(q, a, X, \phi, \gamma, q') \in \delta$, we have $X = \text{reset}(a)$ and $\gamma = \text{rate}(a)$.  
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An integrator automaton is called timed automaton if for for all transitions and for all integrators $x$, we have $\gamma(x) = 1$, i.e. integrator rates are always 1. Such integrators are called clocks. An event recording integrator automaton meeting above condition is called event recording timed automaton. This is an important sub-class of timed automata which can be determinized and also complemented [2].

Decidability

We follow an automata theoretic approach to deciding $LIDL$ formulae.

**Theorem 4.1** For every $D \in LIDL$ we can effectively construct an event recording integrator automaton $A(D)$ such that

$$\theta \models D \iff \theta \in L(A(D))$$

Moreover, if $D \in LIDL−$, i.e. it is free of terms $\int P$, then $A(D)$ is an event recording timed automaton. ✷

We shall outline the proof of this main theorem later in this section.

**Corollary 4.2** Satisfiability of any $LIDL−$ is decidable.

**Proof.** By Theorem 4.1, for any formula $D$ of $LIDL−$, we can construct an event-recording timed automaton $A(D)$ accepting the models of $D$. Since the emptiness of timed automata in general is decidable [1], we can determine whether $D$ has any models. ✷

**Theorem 4.3** For every event recording integrator automaton $A$ we can construct a formula $D(A) \in LIDL$ such that

$$\theta \models D(A) \iff \theta \in L(A)$$

Moreover, if $A$ is an event recording timed automaton (i.e. uses only clocks), then $D(A) \in LIDL−$, i.e. it does not use terms of the form $\int P$. ✷

We omit the proof of this theorem. It can be found in the full version of the paper. An encoding of accepting runs of Timed Buchi Automaton into Duration Calculus was given in [18]. A similar encoding can be used here.

Thus, $LIDL$ has exactly the expressive power of event recording integrator automata, and $LIDL−$ has exactly the expressive power of event recording timed automata.

4.1 Proof of Theorem 4.1

We now give an outline of the proof of our main theorem, Theorem 4.1. A detailed proof will be available in the full version of this paper.

Our aim is to construct an integrator automaton $A(D)$ for a given $LIDL$ formula $D$. Let the formula be $D(\phi_1, \ldots, \phi_k)$ where $\phi_i$ denotes an occurrence of a located constraint $P_i \models M_i$. Let $\var(D) = P\var$. Let $TW(P\var)$ denote the set of all timed state sequences over $P\var$. We shall give the construction of $A(D)$ in a series of steps.
Step 1
Let $Lvar = L_1, \ldots, L_k$ be fresh prop. variables. We will use $L_i$ as a witness for $\phi_i$.

**Definition 4.4** Let $\theta' \in TW(Pvar \cup Lvar)$. Define $\theta'$ to be **consistent** if
$\#\theta' = \#\theta$ and $\forall i \in \text{dom}(\theta')$, $\theta', i \models L_i \iff \theta, i \models \phi_i$.

Let $CONSIST$ be set of consistent timed state sequences. For $\theta \in TW(Pvar)$, let $\hat{E}(\theta) \in TW(Pvar \cup Lvar)$ denote the unique consistent extension of $\theta$.

Step 2
Define the witness formula as follows.

$$\text{witness}(P, L) \overset{\text{def}}{=} \lceil L \rceil_0 \land \Diamond ([P]_0 ^{0} \ominus [\neg P])$$

Let $E(D) \overset{\text{def}}{=} D[ \text{witness}(P_i, L_i) \land \phi_i / \phi_i ]$

Let $U(D) \overset{\text{def}}{=} D[ \text{witness}(P_i, L_i) / \phi_i ]$

**Claim 4.5** For all $I' \in CONSIST$,

$\theta' \models D \iff \theta' \models E(D) \iff \theta' \models U(D)$

Step 3
Let $U(D)$ be as above. Note that $U(D) \in QDDC$. By Theorem 2.3, we can construct a total and deterministic automaton $A(U(D))$ accepting exactly the models of $U(D)$. Denote by $\hat{L}(A(U(D)))$ the set of timed state sequences over $Pvar \cup Lvar$ whose untimed parts are in $L(A(U(D)))$, the language of words accepted by $A(U(D))$.

**Claim 4.6** For all $\theta' \in CONSIST$,

$\theta' \models U(D) \iff \theta' \in \hat{L}(A(U(D)))$

Step 4
We construct an Integrator Automaton $A'$ from $A(U(D))$ as follows.

- For each $\phi_i$ we introduce an $x_i$.
  If $\phi_i = P_i \rightsquigarrow \ell_\text{op} c_i$ then $x_i$ is a clock.
  If $\phi_i = P_i \rightsquigarrow \int Q_i \text{ op } c_i$ then $x_i$ is an integrator.
- Let $Q(A') = Q(A(U(D)))$, with the same initial and final states as $A(U(D))$.
  For every transition $s \xrightarrow{v} s'$ in $A(U(D))$, we define a corresponding transition $s \xrightarrow{v, \psi} s'$ in $A'$, where test $\psi \in \Phi_C$ is given below. Recall that $v \in (Pvar \cup Lvar \rightarrow \{0, 1\})$. Test $\psi$ is the conjunction of set of clock constraints

$$\{x_i \text{ op}_i c_i \mid v \models L_i\} \cup \{\neg(x_i \text{ op}_i c_i) \mid v \not\models L_i\}$$

where $\phi_i$ is $P_i \rightsquigarrow \ell_\text{op} c_i$ or $P_i \rightsquigarrow \int Q_i \text{ op } c_i$. 
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The reset and rate functions are defined as follows. Recall that integrator \( x_j \) is introduced for a located constraint \( \phi_j \).

\[
\text{rate}(v)(x_j) =
\begin{cases}
1 & \text{if } x_j \text{ is a clock} \\
1 & \text{if } \phi_j = (P_j \leadsto \int Q_j \text{ op } c_j) \text{ and } v \models Q_j \\
0 & \text{otherwise}
\end{cases}
\]

\[
\text{reset}(v) = \{ x_j \mid \phi_j = (P_j \leadsto M_j) \text{ and } v \models P_j \}
\]

This completes the construction of \( A' \).

**Claim 4.7** For all \( \theta' \in \text{CONSIST} \), we have \( \theta' \in L(A(U(D))) \) iff \( \theta' \in L(A') \).

**Claim 4.8** If \( \theta' \in L(A') \) then \( \theta' \in \text{CONSIST} \).

**Step 5**

Note that \( L(A') \) has alphabet \( 2^{P_{\text{var}} \cup L_{\text{var}}} \). By projecting the alphabet to \( 2^{P_{\text{var}}} \), we get the desired automaton \( A'' \) s.t.

\[
\theta \models D \text{ iff } \theta \in L(A'')
\]

**5 Tool IDLVALID**

We illustrate the construction of an integrator automaton from an LIDL formula by an example. Consider the formula

\[
\Box ([\downarrow HCH_4]^0 \land [\neg HCH_4] \land [HCH_4]^0) \\
\Rightarrow \text{true} \land (\downarrow HCH_4 \leadsto \ell \geq \zeta))
\]

First, we must replace the located constraints by witness formulae as in Step 2 of the construction (Section 4.1). We obtain a pure QDDC formula. In the above example, we introduce \( \text{witness}(\downarrow HCH_4, L) \) in place of \( (\downarrow HCH_4 \leadsto \ell \geq \zeta)) \).

\[
\Box ([\downarrow HCH_4]^0 \land [\neg HCH_4] \land [HCH_4]^0) \\
\Rightarrow \text{true} \land (\llbracket L \rrbracket^0 \land \Box (\downarrow HCH_4)^0 \land [\neg \downarrow HCH_4]))
\]

Next, an (untimed) automaton must be constructed for this formula as in Step 3 of the construction. (See Theorem 2.3 and following remarks.) We have implemented a tool called DCVALID to do this. A separate report describe this tool in detail \[20,19\]. It returns the following untimed automaton, were the alphabet of the automaton is a column vector of two bits denoting the values of \( HCH_4 \) and witness \( L \). Value \( X \) denotes don’t care (i.e. either 0 or 1 gives the same result). Note that our models are non-empty finite sequences. Hence initial state is not an accepting state. Also note that the automaton is
Finally, the generated untimed automaton must be transformed to an event recording integrator automaton, as in Steps 4 and 5 of the construction. In our example, as there is only one located constraint, we introduce a single clock $y$ which must be reset whenever $\downarrow HCH4$ holds. Also, a test $y \geq \zeta$ must be performed wherever $L = 1$ and test $\neg(y \geq \zeta)$ must be performed wherever $L = 0$. The transformed automaton is shown below. We have labelled each edge with value of $HCH4$ and also shown the tests and resets.

In this automaton, timed state sequences which leads to states 2, 3 or 4 are models of the formula. Timed state sequences which lead to state 5 are counter-models. Note that the resulting automaton is total and deterministic.

A tool called IDLVALID which fully automates this construction is currently under development. As mentioned, parts of it for generating untimed automata from QDDC formulae are already automated.

Once a hybrid/timed automaton accepting models of an $LIDL$ formula $D$ is constructed, the automaton can be analysed. Existing model checking tools such as Hytech [3], Uppaal [5] or Kronos [6] can be used to find if a final state is reachable in the constructed automaton. Such a reachability establishes the satisfiability of the original formula. Moreover, the constructed automaton can also be run as a synchronous observer in parallel with a system for model checking [21].
The connection between logics and automata has greatly influenced the applicability of formal methods using model checking tools. In this paper, we have investigated a Duration Calculus like logic which can be model checked using timed/hybrid automata. Duration calculus (DC) is a well-established notation for specifying complex properties of real-time systems, with numerous case studies illustrating its high expressive power. However, it has lacked effective tool support till now.

In this paper, we have defined a variant of DC, called IDL, whose models are timed state sequences. We have identified a subset of IDL, called LIDL, whose formulae can be translated to event-recording integrator automata which precisely recognise the models of the formula. In fact, LIDL has exactly the expressive power of event-recording integrator automata and its further subset LIDL− has exactly the power of event-recording timed automata. Both these subsets are closed under boolean operations including negation.

The reduction from LIDL to timed/hybrid automata is practically important as such automata can be analysed using well-established tools such as Hytech, Uppaal and Kronos. Moreover, the automata can be used as property observers [21] for model checking. We have partially implemented the translation of LIDL formulae to integrator automata into a tool called IDLVALID (see Section 5).

Typical real-time requirements which arise in many DC case studies can be expressed within LIDL− showing that it a practically interesting subset. These include boolean combinations of properties such as minimum time separation between two conditions, upper bound on how long a condition can last as well as the “arrow” operators of Ravn [27] (see the examples at the end of Section 3). Thus, we believe that LIDL− answers the long standing quest for a Duration Calculus like logic which is decidable and which can be model checked.

One natural question is whether the change from original Duration Calculus to IDL is really necessary for model checking. The original Duration Calculus formulae have the desirable property of being closed under stuttering which is not the case for IDL. In spite of this we have used IDL as its models are supported by a well-established theory of timed/hybrid automata which can be analysed using existing tools. It should be noted that the automata theory of original Duration Calculus models (signals [4]) is still evolving and we are not aware of any tools for them. At present, we are investigating a subset of IDL formulae which are stutter-closed. For these formulae, the DC and the IDL semantics will coincide. We believe that most natural DC specifications, including the specification of mine-pump example, have this property. Thus, the differences between DC and IDL are less important in practice and many of the DC case studies can be easily adapted to IDL.
Related Work

There has been considerable interest in finding subsets of dense time Duration Calculus which are decidable and model checkable. Some early results appeared in [30]. A class of Duration Calculus formulae called Linear Duration Invariants has been shown to be decidable by Zhou et al [31]. However, these formulae seem quite different from the properties which can be expressed in LIDL. Also notable are the results of Boujjani et al [7] and Franzle [10] on decidable subsets of Duration Calculus. Unlike our LIDL and LIDL−, both these subsets are not closed under boolean operations (esp. negation).

In another approach, Dierks et al translate some important DC formulae into PLC-automata and then translate these into timed automata [8]. Again, the closure under boolean operations does not hold. The fact that LIDL can express many Duration Calculus case studies makes it significant. For discrete time duration calculus, a sub-logic QDDC has been shown to be decidable [20] and based on this a tool called DCVALID has been constructed for model checking SMV, Esterel and Verilog designs [21,22,23].

Some other decidable dense-time temporal logics include the monadic logic of relative distance due to Wilke [28] and the Event Clock Logic (ECL) of Raskin et al [26]. In comparison, LIDL is an interval temporal logic providing a qualitatively different vocabulary for expressing complex properties (see [18,20]). One consequence of this is that expressing some LIDL− formulae in ECL can necessarily result in a non-elementary blow-up in the size of the formula. ECL can express general liveness properties (e.g. infinitely often $P$) whereas IDL can only express bounded liveness properties. Another difference is that LIDL− is expressively complete for event recording timed automata (see Theorem 4.3).
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