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Abstract

We present a new proof of the inertia result associated with Lyapunov equations. Furthermore, we present a connection between the Lyapunov equation and the Lanczos process which is closely related to the Schwarz form of a matrix. We provide a method for reducing a general matrix to Schwarz form in a finite number of steps (O(n³)). Hence, we provide a finite method for computing inertia without computing eigenvalues. This scheme is unstable numerically and hence is primarily of theoretical interest. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction

The Lyapunov equation

\[ AP + PA^* = M \]  (1)
is important in linear system and control theory. Its solution has generated a lot of activity, for example, [4–6,9,16,18], to name but a few. There are well-known connections between system theory, particularly linear time invariant systems, and the Lanczos method for reducing a general matrix to tridiagonal form [7,10–13,15,19]; see also [3,14]. In this paper, we present a way to use the Lanczos method to solve the Lyapunov equation directly using $O(n^3)$ floating point operations without computing eigenvalues. This scheme is mainly of theoretical interest since it is numerically unstable.

In addition to solving the Lyapunov equation, a slight modification of this scheme has the ability to compute the inertia of almost any real $n \times n$ matrix. Here, the inertia triplet is defined to be the number of eigenvalues in the left half plane, on the imaginary axis, and in the right half plane.

This solution scheme relies upon a special construction of the starting vectors for the Lanczos process. Our scheme is essentially an alternative to a method proposed by Schwarz [17] and further studied in [1]; see also [4]. The Schwarz scheme provides a means to reduce a real Hessenberg matrix to a special tridiagonal form introduced in Section 3. From this form, one can determine the inertia of the Hessenberg matrix from the signs of the off diagonal elements of the tridiagonal matrix. This generalizes the Sturm sequence property typically used to determine the inertia of a symmetric tridiagonal matrix.

The Schwarz method was designed to determine when a given matrix is stable. It is mentioned in several sources but is essentially unknown to the numerical linear algebra community. Perhaps this is because the method as proposed by Schwarz [17] relies upon elementary upper triangular $2 \times 2$ eliminators that are clearly numerically unstable. There is no opportunity for pivoting and this can even cause the transformations to be undefined under certain conditions.

We develop a specialized Lanczos process to reduce a matrix to Schwarz form. The scheme we propose is also numerically unstable and may break down mathematically. Such breakdowns coincide with serious breakdowns of the non-symmetric Lanczos process. In spite of the numerical instability, this technique is of interest for two reasons. First, it provides a means to pre-determine the number of eigenvalues of a matrix which lie in any specified vertical strip in the complex plane. Second, it provides a direct solution method for the Lyapunov equation. Neither of these requires computation of eigenvalues and both may be accomplished by referencing the given matrix only through matrix–vector products. For sparse matrices, this means there is potentially an $O(n^2)$ method for finding inertia, and in general there is an $O(n^3)$ direct method for solving the Lyapunov equation.

This paper has the following organization. We first (Section 2) introduce a generalized notion of inertia and develop a relation between the generalized inertia of the given matrix $A$ and the standard notion for inertia of a symmetric solution $P$ to the Lyapunov equation (1). Then we introduce the notion of Schwarz form in Section 3 and indicate how it may be used to determine inertia. We also derive a special Lanczos method to compute the Schwarz form, and show how to use this
form to determine inertia, and to solve the Lyapunov equation. Finally, we discuss the computational complexity of this scheme in Section 4 and give some concluding remarks.

2. Inertia and the Lyapunov equation

In this section, we present a self-contained proof by induction, of the inertia result associated with the Lyapunov equation. For this purpose we will assume that in (1) M is semi-definite, namely, \( M = -BB^* \). Let \( P \) be a symmetric solution of the Lyapunov equation

\[
AP + PA^* + BB^* = 0 \quad \text{with} \quad P = P^* \in \mathbb{R}^{n \times n},
\]

where

\[
A \in \mathbb{R}^{n \times n}, \quad B \in \mathbb{R}^{n \times m}.
\]

Throughout this discussion we will make the assumption

\[
(A, B) \text{ controllable},
\]

that is, \( \text{rank}[B, AB, A^2B, \ldots, A^{n-1}B] = n \).

**Definition 2.1.** Given a square matrix \( A \), let the number of eigenvalues in the left half plane, on the imaginary axis, in the right half plane be denoted by \( \text{in}_(A) \), \( \text{in}_0(A) \), \( \text{in}_+(A) \), respectively. The triple \( \text{(in}_-(A), \text{in}_0(A), \text{in}_+(A)) \) is called the inertia of \( A \) and is denoted by inertia \( (A) \).

First we will collect some well-known consequences of the above assumptions.

**Proposition 2.1** (Popov–Belevich–Hautus).

(a) Assume \( A, B \) are as in (3). Then \( (A, B) \) is controllable if and only if no left eigenvector of \( A \) is in the left kernel of \( B \) (i.e., \( z^*A = \lambda z^* \) implies \( z^*B \neq 0 \)).

(b) Assumptions (2)–(4) imply that both \( \text{in}_0(A) = 0 \) and \( \text{in}_0(P) = 0 \), i.e., \( A \) has no eigenvalues on the imaginary axis and both matrices are non-singular.

We intend to show that the inertia of \( A \) can be derived from the inertia of \( P \) and that the inertia of the symmetric matrix \( P \) is readily available as a by-product of solving the Lyapunov equation. The following results are well known in system theory (see, for example, [2]). We believe the following proof is more concise than others we are aware of. Moreover, it is important for the sequel to establish Proposition 2.2 in a form that will allow us to infer the inertia of a matrix in the Schwarz form to be introduced in the following section.

To continue our discussion it will be convenient to assume that \( A \) is in Schur form, i.e., \( A \) is upper triangular. There is no loss in generality with this assumption.
as it amounts to a transformation of (2) to an equivalent system using the Schur form basis vectors. Once the system is in Schur form, partition \( A, B, \) and \( P \) satisfying (2), compatibly as follows:

\[
A = \begin{pmatrix} A_{11} & A_{12} \\ 0 & A_{22} \end{pmatrix}, \quad B = \begin{pmatrix} B_1 \\ B_2 \end{pmatrix}, \quad P = \begin{pmatrix} P_{11} & P_{12} \\ P_{12} & P_{22} \end{pmatrix},
\]

(5)

where \( A_{11} \) and \( A_{22} \) are upper triangular.

**Proposition 2.2.** Assume \( A, B, P \) satisfy (2), (4) and have been partitioned as in (5). The following statements hold:

(a) The pair \( A_{22}, B_2 \) is controllable.
(b) \( P_{22} = 0 \), i.e., \( P_{22} \) is non-singular.
(c) The pair \( (A_{11}, \hat{B}_1) \) is controllable, where \( \hat{B}_1 = B_1 - P_{12}P_{22}^{-1}B_2 \).

**Proof.** (a) Let \( z_2 \) be any left eigenvector of \( A_{22} \). Then \( z = [0, z_2^*]^* \) is a left eigenvector of \( A \) and the PBH condition (part (a) of Proposition 2.1) implies \( 0 \neq z^*B = z_2^*B_2 \). Since this is true for any left eigenvector of \( A_{22} \), the PBH condition also implies the controllability of \( (A_{22}, B_2) \).

(b) Since \( A_{22}P_{22} + P_{22}A_{22}^* + B_2B_2^* = 0 \), part (b) follows from part (b) of Proposition 2.1, stated earlier.

(c) As a consequence of (b), the Lyapunov equation (2) can be transformed to

\[
\hat{A}\hat{P} + \hat{P}\hat{A}^* + \hat{B}\hat{B}^* = 0,
\]

(6)

where \( \hat{A} = TAT^{-1}, \hat{B} = TB, \hat{P} = TPT^* \), and

\[
T = \begin{pmatrix} I & -P_{12}P_{22}^{-1} \\ 0 & I \end{pmatrix}, \quad \hat{A} = \begin{pmatrix} A_{11} & \hat{A}_{12} \\ 0 & A_{22} \end{pmatrix},
\]

\[
\hat{B} = \begin{pmatrix} \hat{B}_1 \\ B_2 \end{pmatrix}, \quad \hat{P} = \begin{pmatrix} \hat{P}_{11} & 0 \\ 0 & P_{22} \end{pmatrix}
\]

(7)

with \( \hat{A}_{12} = A_{12} - P_{12}P_{22}^{-1}A_{22} + A_{11}P_{12}P_{22}^{-1}, \hat{B}_1 = B_1 - P_{12}P_{22}^{-1}B_2, \) and \( \hat{P}_{11} = P_{11} + P_{12}P_{22}^{-1}P_{12}^* \). From (6) and (7) follow the three equations:

\[
A_{11}\hat{P}_{11} + \hat{P}_{11}A_{11}^* + \hat{B}_1\hat{B}_1^* = 0,
\]

\[
A_{22}\hat{P}_{22} + \hat{P}_{22}A_{22}^* + B_2B_2^* = 0,
\]

\[
\hat{A}_{12} = \hat{B}_1B_2^*P_{22}^{-1}.
\]

(8)

Suppose that there is a left eigenvector \( z_1 \) of \( A_{11} \) such that \( z_1^*\hat{B}_1 = 0 \). Then \( z_1^*\hat{A}_{12} = 0 \) and it follows that \( z = [z_1^*, 0]^* \) is a left eigenvector of \( \hat{A} \) such that \( z^*\hat{B} = z_1^*\hat{B}_1 = 0 \) in contradiction of the PBH condition. □

We now are ready to prove the main theorem (Theorem 2.1), of this section. It is based on Lemma 2.1.
Definition 2.2. A diagonal matrix is called a signature if its diagonal entries consist only of 1 or −1.

Lemma 2.1. Let A, B and P satisfy (2), together with assumptions (3) and (4). If A is in Schur form, then P can be expressed in factored form: \( P = USU^* \), where U is upper triangular and S is a signature matrix.

Proof. The proof will be given by induction on \( n \), the order of A. The required property clearly holds for \( n = 1 \). Assume that it holds for Lyapunov equations of order \( k < n \), where (4) is satisfied. We will show that the same property must also hold for Lyapunov equations of order \( n \), satisfying (4).

To prove this, we can assume without loss of generality that the matrices A, B, P (where A has dimension \( n \)) are partitioned as in (5), where the (1, 1) block has dimension \( k < n \) and the (2, 2) block has dimension \( n - k < n \). Due to controllability, we may also assume that these matrices are in form (7) and satisfy the transformed Lyapunov equation (6). By Proposition 2.2, both of the pairs \( (A_{11}, \hat{B}_1) \) and \( (A_{22}, B_2) \) are controllable and the induction hypothesis can be applied to each of the two reduced order Lyapunov equations giving: \( \hat{P}_{11} = U_{11}S_1U_{11}^* \) and \( P_{22} = U_{22}S_2U_{22}^* \).

Transforming back from equation (6) gives \( P = USU^* \) with

\[
U = \begin{bmatrix} U_{11} & U_{12} \\ 0 & U_{22} \end{bmatrix} = \begin{bmatrix} I & P_{12}P_{22}^{-1} \\ 0 & I \end{bmatrix} \begin{bmatrix} U_{11} & 0 \\ 0 & U_{22} \end{bmatrix},
\]

and

\[
S = \begin{bmatrix} S_1 & 0 \\ 0 & S_2 \end{bmatrix}.
\]

The induction is thus complete. \( \square \)

The next result is a consequence of Lemma 2.1.

Theorem 2.1. Assume that A, B and P satisfy the Lyapunov equation (2) as well as assumptions (3) and (4). Then

\[
\text{in}_{-}(A) = \text{in}_{+}(P) \quad \text{and} \quad \text{in}_{+}(A) = \text{in}_{-}(P). \tag{9}
\]

Proof. Again, the proof will be given by induction on \( n \), the order of A. First, assume that A is in Schur form. Properties (9) clearly hold for \( n = 1 \). Assume that they hold for Lyapunov equations of order \( k < n \), satisfying (4). We will show as a consequence that (9) must also hold for Lyapunov equations of order \( n \), satisfying (4).

If we partition the matrices as in the proof of Lemma 2.1, it follows that the Lyapunov equations (8) are satisfied. Each one of these has size less than \( n \) and hence the induction hypothesis applies:

\[
\text{in}_{-}(A_{11}) = \text{in}_{+}(\hat{P}_{11}), \quad \text{in}_{-}(\hat{P}_{11}) = \text{in}_{+}(A_{11})
\]
and
\[ \text{in}_-(A_{22}) = \text{in}_+(P_{22}), \quad \text{in}_-(P_{22}) = \text{in}_+(A_{22}). \]

Since $A$ is in Schur form, there holds $\text{in}_-(A) = \text{in}_-(A_{11}) + \text{in}_-(A_{22})$, $\text{in}_+(A) = \text{in}_+(A_{11}) + \text{in}_+(A_{22})$; due to the structure of $P$ we have $\text{in}_-(P) = \text{in}_-(P_{11}) + \text{in}_-(P_{22})$, $\text{in}_+(P) = \text{in}_+(P_{11}) + \text{in}_+(P_{22})$, completing the induction.

If $A$ is not in Schur form, the upper triangular $U$ in the considerations above, will be replaced by $QU$, where $\tilde{A} = Q^*AQ$ is the original matrix (not in Schur form). The solution of the corresponding Lyapunov equation is $\tilde{P} = (QU)S(QU)^*$. □

**Remark.** The considerations layed out in the proof of the theorem above lead to a UL factorization of the solution $P$ to the Lyapunov equation. If $A$ is in Schur form, the factorization $P = USU^*$ holds, where $U$ is upper triangular and $S$ is a signature matrix. The question is, when does the solution $\tilde{P}$ in the original coordinate system, possess such a factorization?

If the principal minors $\det \tilde{P}(k : n, k : n)$, $k = 1, \ldots, n$, are different from 0, then the UL factorization of $P$ exists; let $P = UL$, where the diagonal entries of $U$ can be chosen to be positive and those of $L$ can be chosen to have the same magnitude as the corresponding entries of $U$. Since $P$ is symmetric there exists a signature matrix $S$ such that $(S)^{-1}L = U^*$, and the required factorization follows. It should be noticed that the condition that the minors defined above be different from zero is basis dependent, and cannot always be satisfied. This is the case whenever $A$ has eigenvalues with both positive and negative real parts. Actually it is easy to show in this case, that there always exists a basis such that $\tilde{P}$ does not have an LU factorization. For example, if $n = 2$, let the solution $P_1$ be diagonal; by basis change the transformed solution $P_2$,

\[ P_1 = \begin{pmatrix} \alpha & 0 \\ 0 & -\beta \end{pmatrix}, \quad \alpha, \beta > 0 \quad \Rightarrow \quad P_2 = \begin{pmatrix} 0 & \sqrt{\alpha\beta} \\ \sqrt{\alpha\beta} & \alpha - \beta \end{pmatrix}, \]

does not have an LU factorization. Of course, if $P$ is positive or negative definite, the result is the Cholesky factorization which always exists.

The theorem we have just established has some important consequences. We intend to use solutions to specific Lyapunov equations to ascertain the inertia of a matrix $A$. Theorem 2.1 provides a condition that will determine inertia($A$) if a symmetric solution to a Lyapunov equation involving $A$ is available (as it will be in our special case). No a priori assumptions on the spectrum of $A$ are required.

However, the condition $(A, B)$ controllable is not sufficient for the existence of a symmetric solution to the Lyapunov equation as the example

\[ A = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \]

clearly shows. It is easily seen that if a solution $P$ to the Lyapunov equation (2) is unique (for any $B$), then it must be symmetric. Of course, there is a well-known
condition, not involving controllability, that implies uniqueness. For the sake of completeness, we shall end this section with a statement of that well-known result.

Theorem 2.2. Assume $A \in \mathbb{R}^{n \times n}$ with $\sigma(A) \cap \sigma(-A^*) = \emptyset$. Then the Lyapunov equation (2) has a unique solution $P = P^*$ for any $B \in \mathbb{R}^{n \times m}$. Moreover, in an appropriate basis, this solution can be written in the form $P = USU^*$, where $U$ is upper triangular and $S$ is a signature matrix.

A proof of Theorem 2.2 may be obtained through the construction that leads to the Bartels–Stewart algorithm [6], as modified for the Lyapunov case by Hammarling.

3. Schwarz form and the Lanczos process

In this section, we introduce the Schwarz form mentioned in Section 1 and relate it to the solution of a special Lyapunov equation that leads to the determination of inertia. We rely upon the main result, Theorem 2.1, of Section 2 restricted to the special case where $m = 1$, i.e., $B = b$ is a column vector. Our discussion will require the following definitions:

Definition 3.1. 
(a) A matrix $A$ is called sign-symmetric if $AS = SA^*$ for some signature matrix $S$ and skew-symmetric if $A = -A^*$.
(b) A tridiagonal matrix

$$T = \begin{bmatrix}
\alpha & \gamma_1 \\
\beta_1 & 0 & \ddots \\
& \ddots & \ddots & \ddots \\
& & \ddots & 0 & \gamma_{n-1} \\
& & & \beta_{n-1} & 0
\end{bmatrix} \quad (10)$$

is said to be in pre-Schwarz form if $\alpha \leq 0$, $\beta_j > 0$, $|\gamma_j| = \beta_j$, $j = 1, 2, \ldots, n - 1$. $T$ is said to be in Schwarz form if in addition $\gamma_j = -\beta_j$, $j = 1, 2, \ldots, n - 1$.

It is easily seen that if $T$ is in pre-Schwarz form, one can construct signatures $S_0, S_1$ such that $S_0TS_1$ is in Schwarz form. The following lemma provides a useful consequence of this.

Lemma 3.1. Let $T$ be tridiagonal. If $S_0TS_1$ is in Schwarz form for two signatures $S_0, S_1$, let $S = S_0S_1$. Then inertia($S$) = $(n_L, n_I, n_R)$ implies inertia($T$) = $(n_R, n_I, n_L)$. 

Proof. Suppose $S_0TS_1$ is in Schwarz form as defined above. Then $\hat{T} = (S_0TS_0 )S + |\alpha|e_1^* e_1^T$, is skew-symmetric so that $\hat{T} + \hat{T}^* = 0$. Therefore, $(S_0TS_0 )S + S(S_0TS_0 )^* + 2|\alpha|e_1^Te_1^T = 0$. It is easily seen that the pair $(T, e_1)$ is controllable. Hence, the result follows from Theorem 2.1. □

We shall utilize this result to determine inertia through the reduction of a general matrix to Schwarz form. Our scheme is to first reduce a given matrix $A$ to Hessenberg form $H$ with an Arnoldi process, and then further reduce the Hessenberg matrix to pre-Schwarz form with a non-symmetric Lanczos process.

The Arnoldi process: Given a vector $b$ of unit length, this process produces a sequence of partial factorizations of the form

$$AV_k = V_kH_k + f_k e_k^T, \quad k = 1, 2, \ldots, n,$$

with $V_k e_1 = b$, $V_k^* V_k = I_k$, $V_k^* f_k = 0$, and $H_k$ a $k \times k$ upper Hessenberg matrix with non-negative subdiagonal elements. It is well known that $H_k$ has positive subdiagonal elements at each step $k = 1, 2, \ldots, n$ if and only if the pair $(A, b)$ is controllable. Moreover, it is easily seen from the conditions on $V_k$ and $f_k$ that $f_n = 0$ and when the pair $(A, b)$ is controllable this amounts to a unitary similarity transformation of $A$ to Hessenberg form $H_n$, which is uniquely determined by the given vector $b$.

The Lanczos process: Given vectors $b$ and $c$ such that $c^* b = 1$, this process produces a sequence of partial factorizations of the form

$$AV_k = V_kT_k + f_k e_k^T, \quad k = 1, 2, \ldots, n,$$

$$A^* W_k = W_k T_k^* + g_k e_k^T, \quad k = 1, 2, \ldots, n,$$

with $V_k e_1 = b$, $W_k e_1 = c$, $W_k^* V_k = I_k$, $W_k^* f_k = 0$, $V_k^* g_k = 0$, and $T_k$ a $k \times k$ tridiagonal matrix with non-negative subdiagonal elements. We shall specify the normalization $|T_k| = |T_k|^T$. If this process completes to $n$ steps, then we have a similarity transformation of $A$ to tridiagonal form $T_n$:

$$T_n = \begin{bmatrix}
\tau_1 & \gamma_1 \\
\beta_1 & \tau_2 & \ddots \\
& \ddots & \ddots & \ddots \\
& & \ddots & \tau_{n-1} & \gamma_{n-1} \\
& & & \beta_{n-1} & \tau_n
\end{bmatrix}.$$  

(13)

Observe that this matrix will be in pre-Schwarz form if we can construct starting vectors $b$ and $c$ that cause $|\tau_j| = 0$, $j = 2, 3, \ldots, n$. It turns out that we can accomplish this when $A$ is upper Hessenberg and thus we begin with a unitary reduction of $A$ to Hessenberg form $H$ and then apply the Lanczos process to reduce $H$ to pre-Schwarz form using starting vectors $b = e_1$ together with a special choice of $c$.

Consider the application of Lanczos with $H$ in place of $A$ and with $V_k e_1 = e_1$ in (11). It is easily shown that $v_j = V_k e_j = p_{j-1}(H)e_1$, where $p_{j-1}$ is a polynomial.
of degree \( j - 1 \) (in fact \( p_{j-1} \) is a multiple of the characteristic polynomial of \( T_{j-1} \)). Since \( H \) is upper Hessenberg, this implies that \( e_i^T v_j = 0 \) for \( i > j \). Hence,

\[
U \equiv V_n \text{ is upper triangular and } L \equiv W_n \text{ is lower triangular}
\]

since \( I_n = W_n^* V_n = W_n^* U \) implies \( W_n^* = U^{-1} \) is upper triangular. We now must find a choice of \( \ell_1 = Le_1 = c \) such that \( T \) is in pre-Schwarz form. The following theorem gives the proper choice.

**Theorem 3.1.** Let the characteristic polynomial of \( A \) be \( \chi_A(\lambda) = \det(\lambda I - H) = \lambda^n + \alpha_{n-1} \lambda^{n-1} + \alpha_{n-2} \lambda^{n-2} + \alpha_{n-3} \lambda^{n-3} + \cdots + \alpha_1 \lambda + \alpha_0 \). Assume \( \alpha_{n-1} \neq 0 \). Then \( T \) is in pre-Schwarz form if and only if \( \ell_1 \) is of the form

\[
\ell_1^* = \alpha_{n-1} e_n^* H^{n-1} + \alpha_{n-3} e_n^* H^{n-3} + \alpha_{n-5} e_n^* H^{n-5} + \cdots. \tag{14}
\]

The proof of Theorem 3.1 will be accomplished in two steps. First, we show that if the Lanczos process results in a tridiagonal \( T \) in pre-Schwarz form, then \( \ell_1 \) must be (up to a scale factor) of form (14). Then, we verify that if the Lanczos process is applied to \( H \) with this starting vector, it must produce a \( T \) of the required form.

As we have shown, given any starting vector \( \ell_1 \), barring serious breakdown of the process, the Lanczos scheme with \( u_1 = e_1 \) will produce

\[
HU = UT, \quad L^* H = TL^*, \quad L^* U = I, \tag{15}
\]

with \( U \) upper triangular, \( L \) lower triangular, and \( T \) tridiagonal.

**Proof of necessity of (14).** To see that \( \ell_1 \) must be of form (14), consider the upper triangular matrix \( K \) and the upper Hessenberg companion matrix \( G \) defined by

\[
K = \begin{bmatrix}
    e_n^* H^{n-1} & \\
    e_n^* H^{n-2} & \\
    \vdots & \\
    e_n^* H & \\
    e_n^* & 
\end{bmatrix}, \quad G = \begin{bmatrix}
    -\alpha_{n-1} & -\alpha_{n-2} & \cdots & -\alpha_1 & -\alpha_0 \\
    1 & 0 & \cdots & 0 & 0 \\
    1 & \cdots & 0 & 0 \\
    \vdots & \vdots & \ddots & \vdots & \vdots \\
    0 & 0 & \cdots & 0 \\
    1 & 0 & 
\end{bmatrix}. \tag{16}
\]

The Cayley–Hamilton theorem may be used to validate the relation \( KH = GK \). We note that \( K \) is upper triangular and non-singular since \( H \) is unreduced upper Hessenberg (i.e., the pair \( (H^*, e_n) \) is controllable). Thus, the matrix \( KU \) is non-singular and upper triangular. Moreover,

\[
KUT = KHU = GKU.
\]

If we define \( R \equiv (KU)^{-1} = L^* K^{-1} \), then

\[
RG = TR. \tag{17}
\]
Moreover,
\[ RK = L^* \Rightarrow \ell_1^* R = \ell_1^* K, \]
where \( \ell_1^* = e_1^* R, \) so that
\[ \ell_1^* = \left[ \rho_{1,1} e_n^* H^{n-1} + \rho_{1,2} e_n^* H^{n-2} + \rho_{1,3} e_n^* H^{n-3} + \cdots + \rho_{1,n-1} e_n^* H + \rho_{1,n} e_n^* \right]. \]

To complete the proof of necessity, we shall determine the structure of \( R \) that must be imposed if \( T \) is in pre-Schwarz form in (17).

The result below was first given in [8], but without a full proof (only up to \( n = 4 \)); in this same reference the entries of the triangular \( T \) are obtained from the Routh table. For the sake of completeness, we shall prove this result.

**Proposition 3.1.** Suppose \( T \) is in pre-Schwarz form and that \( R \) and \( T \) satisfy (17). Then \( R \) has a checkerboard pattern with \( \rho_j - (2t + 1), j = 0, \) for \( t = 0, 1, \ldots \) and \( j = 1, 2, \ldots, n. \) Moreover,
\[ [\rho_{1,1}, \rho_{1,2}, \rho_{1,3}, \rho_{1,4}, \rho_{1,5}, \ldots] = \frac{1}{\alpha_{n-1}} [\alpha_{n-1}, 0, \alpha_{n-3}, 0, \alpha_{n-5}, 0, \ldots]. \]

**Proof.** Consider (17) and equate the last column on both sides: \( RGe_n = TRe_n. \)
Rearranging terms provides
\[ -\alpha_0 \rho_{1,1} = -\alpha_{n-1} \rho_{1,n} + \gamma_1 \rho_{2,n}, \]
\[ \beta_1 \rho_{1,n} = -\gamma_2 \rho_{2,n}, \]
\[ \beta_2 \rho_{2,n} = -\gamma_3 \rho_{3,n}, \]
\[ \vdots \]
\[ \beta_{n-4} \rho_{n-4,n} = -\gamma_{n-3} \rho_{n-2,n}, \]
\[ \beta_{n-3} \rho_{n-3,n} = -\gamma_{n-2} \rho_{n-1,n}, \]
\[ \beta_{n-2} \rho_{n-2,n} = -\gamma_{n-1} \rho_{n,n}, \]
\[ \beta_{n-1} \rho_{n-1,n} = 0. \]

The controllability assumption implies that none of the \( \beta_j \) or \( \gamma_j \) are 0. Thus, beginning with \( \beta_{n-1} \rho_{n-1,n} = 0 \) and following the consequences of the recurrence \( \beta_{n-j} \rho_{n-j,n} = -\gamma_{n-j+1} \rho_{n-j-2,n} \) backwards for \( j \) odd, implies that \( \rho_{n-(2t+1),n} = 0 \) for \( t = 0, 1, \ldots \) Furthermore, either \( \rho_{1,n} = 0 \) (n even) or \( \rho_{2,n} = 0 \) and \( \alpha_{n-1} \rho_{1,n} = \alpha_0 \rho_{1,1} \) (n odd).

Now, for \( j = n - 1, n - 2, \ldots, 1 \) we equate the \( j \)th columns on both sides: \( RGe_j = TRe_j \) to see
\[ -\alpha_{n-1} \rho_{1,j} = \rho_{1,j+1} - \gamma_1 \rho_{2,j} - \alpha_{n-j} \rho_{1,1}, \]
\[ \beta_1 \rho_{1,j} = \rho_{2,j+1} - \gamma_2 \rho_{3,j}, \]
\[ \beta_2 \rho_{2,j} = \rho_{3,j+1} - \gamma_3 \rho_{4,j}, \]
\[ \vdots \]
\[ \beta_{j-3} \rho_{j-3} = \rho_{j-2,j+1} - \gamma_{j-2} \rho_{j-1,j}, \]
\[ \beta_{j-2} \rho_{j-2} = \rho_{j-1,j+1} - \gamma_{j-1} \rho_{j,j}, \]
\[ \beta_{j-1} \rho_{j-1} = \rho_{j,j+1}, \]
\[ \beta_j \rho_{j,j} = \rho_{j+1,j+1}. \]

From this we conclude that \[ \beta_{j-(2t+1)} \rho_{j-(2t+1),j} = \rho_{j+1-(2t+1),j+1} - \gamma_{j-2t} \rho_{j-(2t-1),j}. \]
Hence, \( \rho_{j-(2t+1),j} = 0, t = 0, 1, 2, \ldots \). Finally, either \( \rho_{1,j} = 0 \) (j even) or \( \rho_{2,j} = 0 \) and \( \alpha_{n-1} \rho_{1,j} = \alpha_{n-j} \rho_{1,1} \) (j odd).

We have established that \( R \) has the claimed checker board pattern and also that
\[ \alpha_{n-1}[\rho_{1,1}, \rho_{1,2}, \rho_{1,3}, \rho_{1,4}, \rho_{1,5}, \ldots] = [\alpha_{n-1}, 0, \alpha_{n-3}, 0, \alpha_{n-5}, 0, \ldots] \rho_{1,1}. \]
Note that \( \rho_{1,1} = 1 \) may be specified without loss of generality in (17) and the assumption that \( \alpha_{n-1} \neq 0 \) provides the desired result. \( \square \)

**Proof of sufficiency of (14).** Now that we have established the necessity for \( \ell_1 \) to have the form of (14), let us consider the consequences of applying the Lanczos process with this starting vector for the \( \ell \)-sequence. We wish to show that the diagonal elements of \( T \) in positions 2, 3, \ldots, \( n \) are all 0. \( \square \)

**Proposition 3.2.** Let \( \tau_i \) be the ith diagonal element of \( T \) produced by the Lanczos process in (15), where we assume that the starting vector \( \ell_1 \) has been chosen to be as specified in (14) and that \( u_1 = e_1 \). Then \( \tau_1 = -\alpha_{n-1} \) and \( \tau_i = 0 \) for \( i = 2, 3, \ldots, n \).

**Proof.** Since \( KH = GK \), it is sufficient to consider the equivalent Lanczos process applied to the companion matrix \( G \). This will produce \( GU = UT \) and \( RG = TR \).

Let \( r^* = e_1^* R \) and \( u_j = U e_j \). Then \( u_1 = e_1 \) and
\[ r_1^* = \frac{1}{\alpha_{n-1}^*} [\alpha_{n-1}, 0, \alpha_{n-3}, 0, \alpha_{n-5}, 0, \ldots]. \]
It is now straightforward to see that the second row of \( R \) is
\[ r_2^* = r_1^* (G + \alpha_{n-1} I) = [0, \alpha_{n-2}, 0, \alpha_{n-4}, 0, \alpha_{n-6}, 0, \ldots], \]
where \( \alpha_{n-2t} = (\alpha_{n-2t-1}/\alpha_{n-1}) - \alpha_{n-2t} \) for \( t = 1, 2, \ldots \). We also see that \( u_2 = (G + \alpha_{n-1} I) u_1 = e_2 \). Now, it is easy to check that \( r_2^* G u_2 = 0 \) and this will establish \( \tau_2 = 0 \). These initial vectors set the pattern for the remaining sequence of vectors produced by the process. Namely, if \( \tau_k = \tau_{k-1} = \cdots = \tau_3 = \tau_2 = 0 \), then
\[ r_{j+1}^* = r_j^* G - \gamma_j r_{j-1}^* \]
and \( \gamma_j u_{j+1} = Gu_j - u_{j-1} \)
for \( j = 2, 3, \ldots, k. \)
A slightly tedious but straightforward calculation will show that
\[ r_{j+1}^* = [0, \ldots, \rho_j + 1, 0, \rho_j + 1, 0, \ldots] \]
and that \( u_{j+1} = [0, \ldots, 0, \mu_j - 1, 0, \mu_j + 1, \ldots, 0]^* \). From this we may conclude that
\[ r_{j+1}^* \mathbf{G} u_{j+1} = [\rho_j + 1, 0, \rho_j + 1, 0, \ldots] \begin{bmatrix} \mu_j - 1, 0 \\ 0 \\ \mu_j + 1, 0 \end{bmatrix} = 0 \]
and hence that \( \tau_{j+1} = 0 \). Inductively, we see that this pattern continues. The proof is thus complete. \( \square \)

From this discussion, which established the necessity and sufficiency of (14), we conclude that the Lanczos process with the starting vectors specified as above will result in a special Lanczos process where the diagonal elements are set to 0. Hence, the special tridiagonal form is achieved with this scheme, which is summarized in Fig. 1.

Computation of (14): There are several options for efficiently producing the coefficients \( \alpha_j \) and the special starting vector \( \ell_1 \). One possibility is based upon the classic moment equation
\[ T a = -t, \tag{20} \]
where \( T_{ij} = e_n^* H^{n+i-j-1} e_1 \) and \( t(i) = e_n^* H^{i+n-1} e_1 \). To validate this recursion, we again use the Cayley–Hamilton theorem to see that
\[ 0 = e_n^* H^{-1} (H^n + \alpha_{n-1} H^{n-1} + \alpha_{n-2} H^{n-2} + \cdots + \alpha_1 H + \alpha_0 I) e_1 \]
\[ = e_n^* H^{n+i-1} e_1 + \alpha_{n-1} e_n^* H^{n+i-2} e_1 + \cdots + \alpha_1 e_n^* H^i e_1 + \alpha_0 e_n^* H^{i-1} e_1 \]
\[ = e_n^* H^{n+i-1} e_1 + \alpha_{n-1} e_n^* H^{n+i-2} e_1 + \alpha_{n-2} e_n^* H^{n+i-3} e_1 \]
\[ + \cdots + \alpha_{n-j} e_n^* H^{n-j-1} e_1 \]
\[ = e_n^* H^{n+i-1} e_1 + \sum_{j=1}^{i} \alpha_{n-j} e_n^* H^{n+i-j-1} e_1, \]
where the third equality is derived from the fact that \( e_n^* H^m e_1 = 0 \) for \( m < n - 1 \).

The coefficients of the characteristic polynomial are then given by \( \alpha_{n-j} = a(j) \), for \( j = 1, 2, \ldots, n \), where \( a \) is the solution to the lower triangular system (20). This formula provides a recursion for computing these coefficients and constructing the vector \( \ell_1 \). This recursion does not require storage of \( T \). It amounts to nothing more than the standard forward substitution scheme applied to (20) while utilizing the Toeplitz structure of \( T \) in (20).
Let \( \det (\lambda I - H) = \lambda^n + \alpha_{n-1}\lambda^{n-1} + \alpha_{n-2}\lambda^{n-2} + \alpha_{n-3}\lambda^{n-3} + \cdots + \alpha_1\lambda + \alpha_0; \)

Put \( \hat{\ell}_1^* = \alpha_{n-1}e_n^*H^{n-1} + \alpha_{n-3}e_n^*H^{n-3} + \alpha_{n-5}e_n^*H^{n-5} + \cdots; \)

Put \( u_1 = e_1\frac{1}{\sqrt{|\alpha_{n-1}|}}; \gamma_0 = \sqrt{|\hat{\ell}_1^*u_1|}; \ell_1^* = \frac{1}{\gamma_0}\hat{\ell}_1; \)

\[ T = [\alpha_1]; \quad U = [u_1]; \quad L = [\ell_1]; \]

Put \( \hat{u}_2 = (H + \alpha_{n-1}I)u_1; \)

\[ \ell_2^* = \ell_1^*(H + \alpha_{n-1}I); \gamma = \sqrt{\|\hat{u}_2\|}; \beta_1 = \sqrt{|\gamma|}; \gamma_1 = \beta_1 \cdot \text{sign}(\gamma); \]

Put \( u_2 = \frac{\hat{u}_2}{\beta_1}; \ell_2 = \frac{\ell_2}{\gamma_1}; \)

\[ T = \begin{bmatrix} \ell_1^* & 0 \\ \gamma_1 & e_1^* \end{bmatrix}; \quad U = [U, u_2]; \quad L = [L, \ell_2]; \]

For \( j = 2 : n - 1, \)

\[ \hat{u}_{j+1} = Hu_j - \gamma_{j-1}u_{j-1}; \]

\[ \ell_{j+1}^* = \ell_j^*H - \beta_j - \ell_{j-1}^*; \gamma = \sqrt{|\hat{u}_{j+1}|}; \beta_j = \sqrt{|\gamma_j|}; \gamma_j = \beta_j \cdot \text{sign}(\gamma); \]

Put \( u_{j+1} = \frac{\hat{u}_{j+1}}{\beta_j}; \ell_{j+1} = \frac{\ell_{j+1}}{\gamma_j}; \)

\[ T = \begin{bmatrix} T & \ell_{j+1} \\ \beta_j e_j^* & 0 \end{bmatrix}; \quad U = [U, u_{j+1}]; \quad L = [L, \ell_{j+1}]; \]

End

Fig. 1. Special Lanczos method.

4. Concluding remarks

In this paper, we presented a new proof of the inertia result associated with the Lyapunov equation and have related it to the non-symmetric Lanczos process. As it turns out, the Schwarz form of a matrix plays a central role in these considerations. This approach provides a method for solving the Lyapunov equation and hence computing the inertia of a matrix, in \( O(n^3) \) operations without computing eigenvalues.

We have not discussed the possibility of serious breakdown of the Lanczos process, nor have we investigated potential causes for such breakdown. The possibility of near breakdowns indicate potential numerical instabilities. Moreover, the moment
equations are notoriously ill-conditioned. We have indeed coded the method presented here and tested it. While it does produce the desired result in many cases, the instabilities do indeed manifest themselves in practice.
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