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A B S T R A C T

Residual stresses and stress gradients are of great importance in all thin film systems, as they critically
influence the structural stability and functionality, and thus the lifetime, of the concerned devices. In
this study, an improved ion beam layer removal method is developed to determine the stress distribu-
tion in copper- and tungsten-based thin film systems. Cantilevers were prepared from single, bi- and
tri-layer systems with an individual layer thickness of 500 nm using focused ion beam machining. Sub-
sequently, residual stress profiles were determined with a depth resolution of 50 nm, employing the ion
beam layer removal method. We observe that the evaluated average film stresses correspond to state-
of-the-art X-ray diffraction measurements. However, depending on the layer order, different stress profiles
with strong stress gradients evolve, and pronounced changes in residual stress occur across an interface
within only few grains. These novel findings have profound implications when addressing the interface
adhesion, fracture properties and reliability of novel thin film systems, as well as interface dominated
materials in general.

© 2015 Acta Materialia Inc. Published by Elsevier Ltd. This is an open access article under the CC BY-
NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Patterned multilayer thin film structures are commonly used in
microelectronic applications, simply because single material layers
are not able to perform on the same level in terms of required func-
tionality [1]. Notably, besides the primary functionality, the structural
stability has to be fulfilled within such patterned multilayer systems
as well. In such thin films residual stresses are one of the major chal-
lenges to be considered. They can cause damage, fatigue,
delamination and cracking of the films, thereby limiting the service
life of the whole structure [2]. Components are continually getting
smaller, but at the same time new technologies, such as for example
the through silicon via (TSV) technology and 3-D integration [3,4],
are being developed. Therefore, it is increasingly important to
measure residual stresses at the same dimensional scale as that
which is used in industrially manufactured devices. With conven-
tional methods such as X-ray diffraction (XRD) or wafer curvature
measurements [5–8], the residual stresses in thin films can only be
determined globally. Thus, techniques that make a high local res-
olution for such measurements possible are highly relevant for the

modern microelectronics industry. In recent years, several methods
to analyse the residual stresses and stress gradients in single and
multilayer thin film systems have become available. One way is to
perform cross-sectional nanodiffraction experiments [9,10] using
finely focused synchrotron radiation at large-scale facilities to de-
termine the stress distribution in thin films in a depth-resolved
manner. Another X-ray technique capable of deducing stress gra-
dients proposes measurements at fixed penetration/information
depths [11]. Only single layers can be analysed with this method.
Another general limitation of X-ray based techniques is the fact that
they are only applicable to crystalline materials. A completely dif-
ferent approach suggests micromachined cantilevers where the stress
profile is measured through interferometric profilometry [12,13].
Such approaches allow fabrication of many samples by litho-
graphic means, but come at the cost of limited flexibility regarding
the material systems that can be processed lithographically. A third
group of methods for the local determination of residual stresses
comprises incremental focused ion beam (FIB) milling to deter-
mine material relaxation due to stress redistribution upon material
removal. Different measurement geometries such as slits [4,14,15],
pillars [16–19] and micro cantilevers [20,21] are available. These
methods are generally applicable to crystalline and amorphous, as
well as to textured materials, and provide data from specific posi-
tions of a film/sample or local features on a patterned structure. In
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the case of pillars and slits, the deformation field is analysed using
digital image correlation. Therefore, a sufficiently structured surface
in the region of interest is required. For ring milling of pillars using
a simple computation of the stress field, the height h, diameter d
and film thickness t should be equal to ensure complete strain relief
[17]. For the more general case of d > t additional FEM analysis is
necessary to determine the average stress in the film [18]. As out-
lined by Sebastiani et al. [19], owing to the calculation procedure,
the accuracy of the stress values drops significantly for cutting depth
values higher than 40% of the desired pillar height. Thus, when
aiming at analysing commonly used thin films of only a few 100 nm
thickness, extensive FEM analysis is unavoidable to determine re-
sidual stresses.

Therefore, in this paper, we demonstrate the determination of
residual stresses and stress gradients using micro cantilevers analysed
with the ion beam layer removal (ILR) method [20,21], an incre-
mental layer removal method which was further improved and
adapted for use in sub-micron multilayer thin film systems. This
method has a high depth resolution of 50 nm in the individual sub-
layers and a lateral resolution within a few μm, with no limitations
concerning film thickness. Thin film systems can be analysed ana-
lytically, with an error in residual stress values that is independent
over the whole film thickness, and without the need for complex
computer image analysis.

The technique is applied to determine the residual stresses in
copper (Cu) and tungsten (W) based thin film systems. Both ma-
terials are of high interest in microelectronics applications in the
context of thermal management and electric conductivity, as they
show a good combination of high thermal and electrical conduc-
tivity for Cu and, in the case of W, a rather low thermal expansion
coefficient for a metal, which is only a factor two higher than for
Si [1,22]. To demonstrate the capability of the improved ILR-
method, we compare the obtained results to standard lab-based
X-ray diffraction residual stress measurements and emphasize the
importance of pronounced stress gradients at interfaces that are not
accessible by standard X-ray diffraction.

2. Experimental

As indicated above, the focus of the present paper was to study
Cu and W films, as they are of high importance in the microelec-
tronics industry. We investigated single layers as well as multilayer
systems, the latter for different stack configurations, as there should
be a difference in film growth depending on the substrate or pre-
vious layer, and thus a change in the residual stress profiles.

Four different film systems were systematically investigated. The
stack configurations including precise film thicknesses are given in
Table 1. We start with a single Cu film of about 500 nm on a silicon
substrate. Then a sample consisting of two W layers was investi-
gated to study the influence of an interrupted deposition. Following,
a tri-layer sample consisting of W–Cu–W was prepared, to deter-
mine the stress distribution in a configuration with a soft interlayer.
Finally a Cu–W–Cu sample was deposited to analyse a reversed stack
configuration. All samples were deposited at room temperature on
a (100) oriented single crystalline Si wafer with a thickness of 525 μm
in a Mantis Sputter System (Mantis, Thame, United Kingdom) with
an Ar flow of 45 sccm. Direct current sputtering with three differ-
ent sputtering targets (Cr, Cu and W) was used in the same
deposition chamber. Therefore, the vacuum was never broken when
changing from one film material to the other. Before putting down
the actual layers to be studied, in all cases 10 nm Cr were depos-
ited as seed layer, to stimulate the growth of either Cu or W on the
Si wafer. Further deposition and material parameters are given in
Table 2. The films consist of globular grains with a grain size ranging
from 60 to 70 nm as determined by a line intercept method from
scanning electron microscopy (SEM) images (not shown here).

2.1. Sample preparation

In order to determine the residual stress profiles of thin films
on a local scale, micro cantilevers were prepared. The material to
be studied was extracted from an area in the middle of the wafer
to avoid any influence from inhomogeneous film deposition near
the wafer edge. The sample was constructed as follows: First, a
narrow freestanding fillet (see Fig. 1b) on the sample is prepared
using broad beam ion milling [23]. For this preparation step a

Table 1
Overview of investigated material systems.

Sample 1st Layer [nm] 2nd Layer [nm] 3rd Layer [nm]

Cu Cu 483 ± 4 – –
W–W W 504 ± 4 W 490 ± 1 –
W–Cu–W W 486 ± 3 Cu 492 ± 1 W 483 ± 3
Cu–W–Cu BB1a Cu 483 ± 5 W 477 ± 4 Cu 452 ± 2
Cu–W–Cu BB2 Cu 484 ± 4 W 478 ± 1 Cu 474 ± 5

a BB . . . Bending Beam.

Table 2
Deposition and material parameters for Cu and W.

Material Power
[W]

Deposition
time [s]

Purity
[%]

Target
diameter [mm]

Target
thickness [mm]

Cu 90 4550 99.99 76.20 3.00
W 125 10280 99.95 76.20 3.18

Fig. 1. a) Optical photograph of the sample setup used in the Cross Section Polisher. b) Schematic illustration of the ion-polished lamella with an SEM detail of the actual
sample.
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Hitachi-E3500 Cross Section Polisher (Hitachi, Tokyo, Japan) is used,
where low energy Ar ions sputter the material that is not covered
by a mask (see Fig. 1a). To protect the film material from ion damage,
a lacquer is applied prior to ion milling [24]. In the first milling step
(Fig. 1b, label I.) an 80–100 μm wide area is polished off the front
edge of the sample to eliminate any deformed material remaining
from breaking the wafer. In the second milling step (Fig. 1b, label
II.) the sample is rotated by 180° and a narrow area is covered by
the mask so that a fillet of 20–30 μm film on the Si substrate remains
after the second milling step (see Fig. 1b). Each milling step takes
approximately 3 h. The acceleration voltage is set to 6 kV, the dis-
charge voltage to 4 kV and the sample tilting angle around the tilting
axis shown in Fig. 1a is ±25° with a tilting speed of 1 rpm. Tilting
the sample with respect to the ion beam results in more homoge-
neous material removal. Advantages of this procedure compared to
FIB milling are less ion damage of the sample and a shorter prep-
aration time [24].

The second step concerns the final shaping of the cantilever
[20,21]. Here, the sample is loaded into a LEO 1540XB (Zeiss,
Oberkochen, Germany) FIB workstation. The front and back are milled
from the top (Fig. 2, Milling Direction I) and the bottom from the
side (Fig. 2, Milling Direction II). Coarse shaping is done with an ion
beam current of 10 nA. For the final polishing step a current of
500 pA is used to minimise Ga+ ion damage [25]. The final canti-
lever has a length of approximately 100 μm and a cross-section of
approximately 5 × 4 μm2.

2.2. Deflection experiments

To determine the stress profile, the cantilever is cut free on one
side and the thickness of the film in the rear part of the sample,
called ILR-area with a length of approximately 15 μm (Fig. 2), is
reduced gradually using the FIB. Thus, the curvature changes in the
ILR-area. The rest of the cantilever stays unaltered and acts as an
amplifier for this curvature. The cantilever deflection is measured
at the tip (Fig. 2). Due to stress redistribution, this deflection changes
gradually with each step of thickness reduction [20,21].

In order to provide data with the high spatial resolution needed
to determine the residual stress profiles in multilayer thin film
systems, the experiments were carried out on an AURIGA-CrossBeam
workstation (Zeiss, Oberkochen, Germany) including a self-developed
fully automated cutting routine. This routine works as follows: First
a marker, in our case a cross (see Figs. 2 and 3D), is cut into the
sample near the ILR-area (Milling Direction II). This makes it pos-
sible to position the FIB cuts for the thickness reduction in the ILR-
area precisely in a later step. Next, a horizontal line for measuring
the deflection is milled into the cantilever tip (see Fig. 3, B1 and
B2, Milling Direction II). Subsequently, the cantilever is cut free on
this side of the beam (Milling Direction II). In the next step, all rel-
evant positions of the sample stage for cutting under a 54° tilting
angle and imaging without tilting are stored and tested for proper
re-positioning several times to make sure that the stage moving se-
quence works properly. Subsequently, the cutting window for

Fig. 2. W–W after the experiment. The ILR-area, the position for the deflection measurement, the marker for stage positioning and the milling directions are denoted.

Fig. 3. Individual frames of the SEM image sequence that is collected after each cutting step during the experiment for a Cu–W–Cu sample. A1, B1, C1 and D1 are in-lens
SE-images. A2, B2, C2 and D2 are taken with an EsB-detector. A1, A2: ILR-area imaged with a tilting angle of 54° to determine the interface position. B1, B2: Top view of the
cantilever tip to measure the deflection. C1, C2: Top view to determine the length of the ILR-area. D1, D2: Enlarged top view of the ILR-area to measure the cutting depth
precisely.
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material removal in Milling Direction II, the milling current and
milling time are prescribed. Then the cutting routine is started, re-
moving 50 nm of material per step. Notably, this is a free parameter
that can be set to any length supported by the FIB in use. However,
to find a perfect balance between FIB time used and resolution re-
quired, we set this parameter to 50 nm, thus roughly matching the
grain size and delivering ten data points per film layer. The images
of the ILR-area and the cantilever tip, shown in Fig. 3, are taken au-
tomatically after each FIB cut with the in-lens secondary electron
(SE) and the energy selective back-scattered (EsB) detector. Pic-
tures A are used to determine the exact position of the interface,
as described in section 3. The deflection is measured from the line
marker in the images B. This view is again recorded after position
C and D. This results in three pictures of the same position, allow-
ing us to estimate the statistical error of the deflection measurement.
The length of the ILR-area is determined from view C, and the cutting
depth from view D. An exemplary quasi in situ video is available
in the supplementary online material, showing the image se-
quences taken in views A, B and C during the experiment for a
Cu–W–Cu sample, in conjunction with the measured thickness-
deflection data. The complete modified ILR procedure without
sample alignment to remove approximately 2 μm (film and part of
the substrate) including image acquisition takes about 8.5 h. The
major part of this time is attributed to re-positioning of the stage,
the image recording and drift equalization, rather than for FIB cutting.
Therefore, processing time could be substantially reduced by using
fast settling piezo stages.

Supplementary data related to this article can be found online
at http://dx.doi.org/10.1016/j.actamat.2015.10.044.

2.3. XRD measurements

For complementary determination of the in-plane residual
stresses, XRD measurements are employed using the sin²ψ-method
[26,27]. As there is a linear relationship between lattice spacing and
sin²ψ, the stress is calculated from the measured slope, taking into
account the elastic properties of the material. The measurement was
performed on a Bruker D8 diffractometer equipped with an Eulerian
cradle, a Göbel mirror with a point focus of 1 mm and a Cu radia-
tion source (λ = 1.5406 Å) operating at 40 kV and 40 mA. The strain
was measured on the W (321) peak at 2θ = 131° and on the Cu (311)
peak at 2θ = 90°. Both peak positions were measured at ψ incre-
ments of 5°, from 0 to 45° from the sample surface. A uniaxial in-
plane stress is assumed in each of the layers, but for statistical reason,
the strain was measured in two perpendicular in-plane directions
for each peak and ψ angle positions. The in-plane macro-stress was
calculated using a Young’s modulus of E = 115 GPa and a Poisson’s
ratio of ν = 0.36 for Cu (311), and E = 411 GPa, ν = 0.28 for W (321)
[28].

3. Analysis and results

3.1. ILR stress analysis

The positioning of the sample in the FIB is crucial for the high
resolution measurements. The task was to align the interfaces par-
allel to the ion beam. Therefore, the sample has to be tilted slightly
more/less than 54° to compensate for the taper of the ion beam.
However, a finite small misalignment will typically remain, which
is the reason that the transition between the two films is not com-
pletely sharp. Therefore, it is necessary to define an image where
the interface is set to assign the elastic properties. Fig. 3A illus-
trates this circumstance using a Cu–W-interface as an example, with
Cu being the darker material. The convention used to determine the
interface position is that half of the cut surface area is still covered
with Cu, while in the other half W is already visible, as seen in Fig. 3

A2. To analyse the data, the corresponding deflections and remain-
ing film thickness are determined from the images in views B and
D of Fig. 3. As mentioned before, the cantilever tip is imaged three
times. Thus, three deflection values are determined from the images,
and the arithmetic mean value and the standard deviation are cal-
culated from these measurements. More images for better statistics
would be preferable, however, a trade-off with respect to instru-
ment use and surface contamination was made. To eliminate possible
runaway values, the measured deflections and film thicknesses were
split up in sections, one for each layer, and fitted by higher order
polynomial functions. An exemplary comparison between a fitted
(black dots) and unfitted (white dots) deflection profile is shown
in Fig. 4 for a Cu–W–Cu sample. The evolution of the deflection
profile is described in the direction of material removal (from right
to left), as the deflection changes due to the removal of film ma-
terial. The initial deflection of the beam (indicated by an arrow) is
304 ± 2 nm, which decreases to a deflection of 147 ± 4 nm as the
whole 500 nm of Cu are removed. Once the material removal takes
place in the W layer, the change in deflection reverses and in-
creases up to 481 ± 2 nm. This changes again when removing the
second Cu layer. After removing all Cu, the deflection at the inter-
face between Cu and Si is 237 ± 2 nm and remains more or less
constant as the thickness of the Si is reduced by approximately
500 nm. This finite deflection of the beam originates from the cur-
vature induced by the residual stresses stored in the remaining film
on the cantilever, outside of the ILR-area.

An analytical solution to calculate the residual stress profiles is
realized in a script [29] in the computer algebra system Maple™
(Maplesoft, Waterloo, Canada). The calculation relies on the Euler-
Bernoulli theory for bending beams, as already described in Refs.
[20,21]. Input parameters for the calculation are the geometry data
from the experiment, the elastic material properties (Table 3), and
the thickness of the removed layers with the corresponding de-
flections. After providing this initial input, every following sequence

Fig. 4. Original (white dots) and fitted (black dots) deflection profile of a Cu–W–
Cu cantilever, showing gradual changes across the different layers. Reducing deflections
are observed in the Cu layers, while they increase in the W layer.

Table 3
Material properties for stress calculation [30–32].

Material Young’s modulus [GPa] Poisson’s ration [–]

Si 170 0.28
Cu 130 0.34
W 411 0.28
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in the script is performed automatically. In an iterative loop the layers
are re-deposited step by step under the assumption that the sub-
strate is initially straight and stress-free. The stress for each layer
is calculated from the force and momentum balance, depending on
the stress determined for the previous layers and the curvature for
the current layer. Finally, the residual stress distribution is re-
turned. As mentioned before, the stress distribution is determined
from the fitted data, the error bars correspond to plus/minus one
time the standard deviation.

Further details on the calculation procedure are given in Ref. [29],
and a detailed assessment of possible influences of boundary con-
ditions, e.g. stress relaxation due to finite beam width or deformation
of the beam fixation, was performed previously to assure a robust
analytical routine delivering reliable data [21].

3.2. Stress results

First, the single Cu layer is described, as this is the simplest case
with no additional interfaces present. In Fig. 5, the experimental de-
flection (black dots) and computed residual stress profile (red line)
are depicted. The stress profiles in the results sections are de-
scribed in the growth direction (from left to right), as the stresses
build up during growth. We see a more or less constant deflection
in the Si with a value of −171 ± 7 nm at the interface to Cu caused
by the remaining film on the cantilever. In the first 90 nm of the
Cu film, the deflection decreases to −125 ± 2 nm and increases
to −322 ± 8 nm at the surface. In the Si substrate, the residual stress
remains approximately constant at 17 ± 17 MPa. At the interface
between Cu and Si the tensile stress reaches a maximum of
189 ± 20 MPa. The change in sign of the stress values occurs at the
turning point of the deflection at a thickness of 90 nm and de-
creases further to −140 ± 22 MPa compressive residual stress at the
surface.

For the following samples, only the stress values are addressed,
as these are the prime interest for the remainder of the work.

The next sample consists of two W layers, with a holding time
of 4550 s in between the two W depositions, which would corre-
spond to the deposition time of a 500 nm Cu layer, see Table 2. In
Fig. 6, the deflection (black dots) and residual stress (red line) pro-
files of the W–W bilayer cantilever are depicted. In the Si substrate,
the residual stress remains approximately constant at −27 ± 27 MPa.
For the first W layer, the residual stress profile shows a U-shape with
a runaway value at 130 nm W film thickness. At the W–W inter-
face the residual compressive stress jumps from −462 ± 3 MPa

to −1088 ± 52 MPa and reaches a value of −599 ± 385 MPa at the
surface.

For the following sample the influence of a Cu interlayer between
the two W layers is investigated. In Fig. 7 the deflection (black dots)
and residual stress (red line) profiles of such a W–Cu–W multi-
layer cantilever are presented.

Again, as one would expect, the stress in Si is almost zero and
constant. In the first W layer the stress profile shows a U-shape with
a minimum value of −1501 ± 23 MPa. At the interface to Cu the stress
jumps from a compressive stress of −679 ± 27 MPa to 273 ± 82 MPa
tensile stress. In the Cu layer only a slight increase in residual stress
up to 421 ± 46 MPa is measured. When entering the second W layer
the stress changes to compressive within less than 100 nm and de-
creases to −588 ± 2 MPa at the surface.

Next, two samples with slightly different beam heights
(BB1 = 3.3 μm, BB2 = 4.3 μm), but both consisting of a W layer en-
closed by two copper layers are considered to investigate the change
in the residual stress profile due to the altered deposition se-
quence, as well as the general reproducibility of the method. In Fig. 8,
the deflection (black) and residual stress (red) profiles of the two
Cu–W–Cu multilayer cantilevers are depicted.

For both samples the profile in the Si substrate remains con-
stant at zero stress. In the first Cu layer the stress is tensile and stays
almost constant at around 200 MPa for both samples. In the W layer
the stress profiles are U-shaped with minimum compressive stress
values of −641 ± 15 MPa (BB1) and −438 ± 2 MPa (BB2). Again

Fig. 5. Deflection and residual stress profile of a 500 nm Cu film on Si substrate as
a function of the cutting depth.

Fig. 6. Deflection and residual stress profile of a W–W bilayer on Si.

Fig. 7. Deflection and residual stress profile of a W–Cu–W multilayer on a Si substrate.

620 R. Treml et al./Acta Materialia 103 (2016) 616–623



pronounced jumps in residual stress are observed at both Cu/W in-
terfaces. The second Cu layer shows tensile stresses with values of
282 ± 12 MPa (BB1) and 253 ± 11 MPa (BB2) at the surface,
respectively.

For a later comparison of our depth-resolved residual stresses
to XRD measurements, the linear average film stresses of each layer
were calculated for all tested systems (Table 4).

3.3. Results XRD

The XRD measurements were performed along two directions
to exclude possible anisotropy. They show tensile stresses for the
Cu layer in the tri-layer samples and compressive stress for the single
Cu layer. The W layers exhibit compressive stress. The precise values
are given in Table 5 for 0° and 90°, respectively. The difference
between the two directions is within the experimental scatter, thus
confirming homogenous in-plane properties.

While the sign of the stresses is consistent for all layers between
the two techniques, there are some differences in the absolute stress
values, in particular for the W films. This is attributed to the pen-
etration depth of the XRD signal, which is discussed below.

4. Discussion

According to thin film data from literature, Cu films with a thick-
ness of a few 100 nm show tensile residual stresses ranging from
100 to 500 MPa [33–35]. For W films with a layer thickness of only
a few nm, compressive stresses ranging from −3 to −8 GPa are re-
ported [35,36]. Thicker W layers of 100 nm exhibit lower compressive
stresses of around −2 GPa [37], as there is a well-known trend to
lower stresses for thicker films [38,39]. In these cases, the global
residual stresses were determined either by wafer curvature [34]
or XRD [33,35–37]. In the present case, the 500 nm W layers exhibit
compressive stresses ranging from −200 to −1100 MPa, which is well
within the range of literature reported in Refs. [35–37]. This trend
to lower average stress for increasing film thickness can be ex-
plained by the fact that the stress is highest at the interface due to
the growth process (impinging sputter atoms) and the misfit
between Si substrate and film. Furthermore, growth defects near
the interface contribute less to the average stress for thicker films
[39]. This is also well reflected in the local stress gradient in this
work, where the residual stress decreases with increasing dis-
tance from the interface (see e.g. Figs. 6 and 7).

Before discussing the stress gradients in more detail, we compare
the average stress values in each layer to state-of-the-art XRD mea-
surements. To this end, the average stresses in each layer evaluated
using the two methods are plotted side by side in Fig. 9. Addition-
ally, data bars indicate the maximum and minimum stress of each
layer determined by the ILR method. Looking at the single Cu layer,
the ILR and XRD results agree well. At first glance, compressive
stresses might seem uncommon, as the single Cu layer is the only
sample in this series showing compressive stresses. However, this
sample was studied in the as-received condition, so these com-
pressive stresses might stem from atomic shot peening during
deposition [38,40]. A single thermal cycle would anneal defects and
drive the Cu towards the tensile stress regime [41]. Additional layer
deposition on top of the first Cu layer can also cause a local tem-
perature rise due to the impinging atoms, thereby explaining why
the tri-layer samples exhibit tensile residual stresses in the Cu layers.
Moreover, for discussing the tri-layer samples, the attenuation of
the X-ray beam has to be taken into account when comparing the
obtained values. Due to its higher atomic weight, W absorbs the X-ray
beam stronger than Cu. When the stack is composed of W–Cu–W
(500 nm thickness each), the first W layer absorbs about 30% of the
X-ray beam intensity, and the second one about 22%, counting an
incident angle of 65.5° (W (321) peak), both way in and out. The
total absorption of the stack is about 45% of the beam intensity.

Fig. 8. Deflection and residual stress profile of two samples of a Cu–W–Cu multi-
layer on Si substrate as a function of the film thickness.

Table 4
Averaged residual layer stress determined with ILR-method.

Sample 1st Layer [MPa] 2nd Layer [MPa] 3rd Layer [MPa]

Cu Cu −70 – –
W–W W −1141 W −755 –
W–Cu–W W −1060 Cu +336 W −315
Cu–W–Cu BB1 Cu +206 W −211 Cu +268
Cu–W–Cu BB2 Cu +197 W −252 Cu +257

Table 5
Residual stresses determined by XRD measurements.

Sample Cu [MPa] W [MPa]

Cu −73.6 ± 4.3
W–Cu–W 162 ± 59 (0°) −509 ± 14 (0°)

214 ± 36 (90°) −548 ± 20 (90°)
Cu–W–Cu 179 ± 30 (0°) −387 ± 37 (0°)

158 ± 29 (90°) −341 ± 21 (90°)

Fig. 9. Comparison of average film stresses determined by the ILR-method and XRD
for the different film systems. The data bars indicate the minimum and maximum
layer stresses from the ILR measurement.
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Therefore, the X-ray stress measurements give values close to mean
values for the W and the Cu layer, but with a little more pro-
nounced influence from the first layer. When the stack is composed
of Cu–W–Cu (500 nm thickness each), the first Cu layer absorbs about
7% of the X-ray intensity and the second one about 5% (45° inci-
dent angle, Cu (311) peak, both way in and out). Again, the first layer
will contribute somewhat more to the peak intensity.

As shown in Figs. 7 and 8, for the two cases where Cu grows di-
rectly on W (Cu–W–Cu 3rd layer and W–Cu–W 2nd layer), tensile
stresses of 250–350 MPa evolve in the Cu. The same holds true for
the cases where W is deposited on Cu (Cu–W–Cu 2nd layer and
W–Cu–W 3rd layer), where compressive average stresses with a com-
parable magnitude between −200 and −300 MPa are measured in
the W layer. If W grows on the Si wafer instead (W–W 1st layer and
W–Cu–W 1st layer), significantly higher compressive stresses of ap-
proximately −1100 MPa are built up (see Figs. 6 and 7). Thus, we
see that the stress evolution in the individual layers is strongly de-
pendent on the combination of materials that are in contact [34],
an information that would be challenging to acquire from bulk
methods.

Before discussing the details of the stress gradients, it is seminal
to consider the repeatability of the experiments. The two Cu–W–
Cu samples (BB1 and BB2) show a difference in average stress values
of about 10% (Table 4 and Fig. 9), which is quite satisfying for such
miniaturised experiments. This difference could as well be a result
of fluctuations in the local stress between neighbouring grains. Such
variations between individual grains were reported, for example,
by Spolenak et al. [42] for Al 0.5 wt % Cu thin films, where the authors
reported even higher deviations in residual stress of 40% between
individual grains using micro-Laue diffraction. However, a more de-
tailed assessment of the variations does not appear feasible with
the current data, as the differences are presumably within the ex-
perimental error.

Nevertheless, these considerations point towards a design cri-
terion for such experiments. While reducing the ILR length would
further increase the lateral resolution, it would also render the
method more prone to such variations on a grain-to-grain level. On
the contrary, increasing the ILR length would further minimize such
microstructural effects. This is, however, limited by our ability to
FIB mill 50 nm segments of a certain curvature rather than straight
segments, which would be required to account for the curvature
of the ILR area. Notably, a reduction of the milling segment height
on the expense of more FIB time is easily doable. However, if for
example only 10 nm of material were to be removed per step, it
remains questionable whether the FIB damage [25] could influ-
ence the determined material properties.

The majority of films studied in the current paper exhibit pro-
nounced stress gradients. This is a known phenomenon reported
several times in the literature for different materials, for example
for Ni films [11,20], CrN films [16,43] and TiN films [44]. However,
this information was previously accessed in a rather tedious manner,
for example by depositing several different thicknesses of the same
film and determining the residual stress for each film thickness [39].
For the Cu and the W–W samples, it is evident that the growth
process influences the evolution of the stress profile. For the first
few grains (they correspond in diameter to the individually removed
layers) in the two W layers the shape of the stress profile is differ-
ent, but then they are in good agreement. It is also evident, that the
interrupted deposition has an influence on the deflection profile,
and thus on the residual stress profile, over a few grains in both W
layers (Fig. 6). Looking at the Cu sample, the stress is tensile for ap-
proximately 100 nm and then changes to compressive stress. These
findings can be correlated to the growth process of the film, which
changes within the first few grains of each layer and is highly sen-
sitive to the deposition parameters [43]. Notably, our experiments
are well suited to pick up these changes that occur during film

growth. For the samples W–Cu–W (Fig. 7) and Cu–W–Cu BB1 and
BB2 (Fig. 8) the tensile stress in the Cu layer is almost constant.
However, the stress in the W layers shows pronounced stress gra-
dients. Cu is the much softer material, and it is assumed that stresses
can relax and average over the film thickness by local plastic de-
formation during film growth. W, on the contrary, is the much stiffer
material and has a smaller lattice spacing (316 pm) [45] than Cu
(361 pm) [46], thus W must expand to fit onto the Cu lattice. There-
fore, the compressive stress in W is reduced when approaching the
Cu interface.

Finally, it is worth mentioning that the jumps in stress at the in-
terfaces between Cu and W appear to be 510 MPa from average X-ray
measurements, while we find changes of 450 MPa over a depth of
∼100 nm for Cu–W–Cu BB1, for example. Such information was so
far barely accessible, but is important when attempting, for example,
to study interface decohesion, film delamination, or fracture prop-
erties of such systems experimentally, or to implement it numerically.

5. Conclusion and outlook

The improved ILR-method used in the present study allows for
a rapid and precise determination of the residual stress distribu-
tion in multilayer thin film systems with a depth resolution of 50 nm
and on a lateral scale of only few μm, facilitated by fully auto-
mated cutting routines and analysis. A further increase in resolution
to few nm is limited by the increasing FIB time and the fact that
the first few nm of material is damaged by the FIB. Residual stresses
can be routinely measured, even for low values in the range of a
few MPa, and are found in good agreement with global XRD mea-
surements for films without pronounced gradients. However, we
do note pronounced stress gradients within our films and in par-
ticular across interfaces. With the ILR-method it is easily possible
to determine these stress gradients on the length scale of the film
microstructure, showing that the most severe changes occur within
only a few grains. Access to this information is of great impor-
tance, as the stress and the stress gradient at the interface influence,
for example, the crack initiation, film fracture toughness, crack path,
interface delamination, etc. For such highly localised events, con-
siderations using an average stress value determined with
conventional methods can be quite misleading. Knowledge of local
stress gradients is also important for the design and further im-
provement of novel multilayer structures or gradient materials, which
can be readily studied with the methods developed in this work.
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