Approximate periodic solutions for the Helmholtz–Duffing equation
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A B S T R A C T

Approximate periodic solutions for the Helmholtz–Duffing oscillator are obtained in this paper. He’s Energy Balance Method (HEBM) and He’s Frequency Amplitude Formulation (HFAF) are adopted as the solution methods. Oscillation natural frequencies are analytically analyzed. Error analysis is carried out and accuracy of the solution methods is evaluated.
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0. Introduction

The asymmetric nonlinear equation is separated into two auxiliary equations applicable in positive and negative directions. Analytical expressions are then shown for the natural frequency of the oscillation. Dynamic responses are
compared in time domain and also in phase-plane and accuracy of the approximate solutions is evaluated. Error analysis is then carried out and performances of the different solution techniques are compared.

1. Solution procedure

The Helmholtz–Duffing oscillator is considered in this section with the governing equation given by

\[ \ddot{u} + u + (1 - \alpha) u^2 + \alpha u^3 = 0, \]
\[ u(0) = A, \quad \dot{u}(0) = 0. \]  

Since the behavior of an asymmetric nonlinear oscillator is different in positive and negative directions, the equation can be conveniently studied in two parts [4,5]

\[ \ddot{u} + u + (1 - \alpha) u^2 \text{sgn}(u) + \alpha u^3 = 0, \quad \text{for } u \geq 0, \]
\[ \ddot{u} + u - (1 - \alpha) u^2 \text{sgn}(u) + \alpha u^3 = 0, \quad \text{for } u \leq 0, \]

\( \alpha \) is an asymmetric parameter representing the extend of asymmetry. For \( \alpha = 0 \) the equation governs motion of a Helmholtz oscillator and for \( \alpha = 1 \) it denotes a Duffing differential equation. The system is assumed to oscillate between an asymmetric limit zone \([-b,a]\), for positive and \( b \) represent the turning points in which \( \dot{u} = 0, a \) and \( b \) are an unknown amplitude to be determined. By multiplying \( \dot{u} \) on both sides of Eq. (1) and subsequently integration one can reach:

\[ \frac{1}{2} \dot{u}^2 + \frac{1}{3} u^3 + \frac{1}{4} \alpha u^4 = C. \]  

Substituting the kinematic conditions of the turning points one can reach to the following algebraic equation [4,5]:

\[ \frac{1}{2} a^2 + \frac{1}{3} (1 - \alpha) a^3 + \frac{1}{4} \alpha a^4 = \frac{1}{2} b^2 - \frac{1}{3} (1 - \alpha) b^3 + \frac{1}{4} \alpha b^4. \]  

Solving for \( b \) yields

\[ b = \frac{1}{9 a} (3 a \alpha - 4 a) + \frac{1}{9 a} \Delta^{1/3} - \frac{2}{9 a} (9 a^2 \alpha^2 + 6 a \alpha - 6 a \alpha^2 + 43 a - 8 a^2) \Delta^{-1/3}. \]  

Where

\[ \Delta = 270 a^2 \alpha^2 (1 + a \alpha - \alpha) - 72 a \alpha (1 + \alpha^2) - 516 a \alpha (1 - \alpha) + 64 (1 - \alpha^3) + 630 a \alpha^2 + 54 a \alpha \left[-12 (1 + \alpha^2) + 16 a (a + 1 + a \alpha^2 - \alpha^3) + 78 a (1 + a^2 a - a \alpha^2) - 8 a^3 \alpha (1 - \alpha^3)\right] - 172 a^2 \alpha (1 + \alpha^2) - 120 a \alpha (1 - \alpha) + 9 a \alpha a^2 (1 + 5 a \alpha + 10 \alpha + 3 a^2 \alpha^2 - 5 a \alpha^2 + a^2) + 447 a^2 \alpha^3. \]

1.1. Energy balance method

Since the nonlinear differential equation is asymmetric, it should be solved separately for two different parts of the sign axis i.e. initially for \( u = a \) and afterward for \( u = b \).

(A)

\[ u = a \quad \text{and} \quad \dot{u} = 0. \]

The variational principle can be obtained in this case as:

\[ J(u) = \int_0^c \left( -\frac{1}{2} \dot{u}^2 + \frac{1}{2} u^2 + \frac{1}{3} (1 - \alpha) u^3 + \frac{1}{4} \alpha u^4 \right) \text{sgn}(u) dt. \]  

The Hamiltonian of Eq. (3), can be consequently obtained in the form of:

\[ H = \frac{1}{2} \dot{u}^2 + \frac{1}{3} (1 - \alpha) u^3 + \frac{1}{4} \alpha u^4 = \frac{1}{2} a^2 + \frac{1}{3} (1 - \alpha) a^3 + \frac{\alpha a^4}{4}. \]  

In which \( a \) is the initial amplitude in positive direction. Employing the trial function of \( u_a(t) = a \cos \omega t \) the following residual can be accordingly obtained.

\[ R(t) = \frac{1}{2} a^2 \omega^2 \cos^2 \omega t + \frac{1}{2} a^2 \cos^2 \omega t + \left( \frac{1 - \alpha}{3} \omega^3 \right) \cos \omega t + \frac{\alpha a^4}{4} \cos^4 \omega t. \]  

\[ -\left( \frac{1}{2} a^2 + \frac{1}{3} (1 - \alpha) a^3 + \frac{\alpha a^4}{4} \right). \]
Using the collocation method at $\omega t \rightarrow \frac{\pi}{4}$ one can reach:

$$\omega = \lim_{\omega t \to \frac{\pi}{4}} \frac{1}{\sin \omega t} \left(1 - \cos^2 \omega t + \frac{2}{3} (1 - \alpha) \alpha \left(1 - (\text{sgn} (a \cos \omega t)) \cos^3 \omega t \right) + \frac{1}{2} \alpha a^2 \left(1 - \cos^4 \omega t \right) \right)^{\frac{1}{2}}$$

and finally the natural frequency is obtained as:

$$\omega_b = \sqrt{1 + \frac{4 - \sqrt{2}}{3} (1 - \alpha) a + \frac{3}{4} \alpha a^2}.$$  \hspace{1cm} (12)

Without repeating the solution process, the first approximate oscillation frequency for the trial function of $u_b(t) = b \cos \omega t$ can be obtained as:

$$\omega_b = \sqrt{1 - \frac{4 - \sqrt{2}}{3} (1 - \alpha) b + \frac{3}{4} \alpha b^2}.$$  \hspace{1cm} (13)

effective in negative directions. In order to minimize the relative error in this section the approximate solution is obtained again by the Galerkin–Petrov (GP) method as one of the weighted-residual techniques. The first power of the response is taken into account to be the weighting function and the natural frequency can be accordingly obtained.

$$\int_{0}^{\frac{T}{2}} R(t) \cos \omega t \, dt = 0.$$ \hspace{1cm} (15)

Substituting Eq. (11) into Eq. (15) gives:

$$\omega_b = \sqrt{1 + \left(2 - \frac{3\pi}{8}\right) (1 - \alpha) a + \frac{7}{10} \alpha a^2}.$$ \hspace{1cm} (16)

Similarly for negative directions one can reach:

$$\omega_b = \sqrt{1 - \left(2 - \frac{3\pi}{8}\right) (1 - \alpha) b + \frac{7}{10} \alpha b^2}.$$ \hspace{1cm} (17)

1.2. He’s frequency–amplitude formulation

According to the standard procedure of the HFAF, the trial functions of $u_1(t) = a \cos t$ and $u_2(t) = a \cos \omega t$ are assumed in the positive direction. The frequency–amplitude formulation is consequently obtained:

$$\omega^2 = \frac{\omega_1^2 \tilde{R}_2 - \omega_2^2 \tilde{R}_1}{\tilde{R}_2 - \tilde{R}_1}.$$ \hspace{1cm} (18)

Substituting the trial functions into Eq. (3) results in the following residuals:

$$R_1(t_1) = (1 - \alpha) \left(\text{sgn} (a \cos t) \right) a^2 \cos^2 t + \alpha a^3 \cos^3 t$$ \hspace{1cm} (19)
$$R_2(t_2) = a \cos \omega t (1 - \omega^2) + (1 - \alpha) \left(\text{sgn} (a \cos \omega t) \right) a^2 \cos^2 \omega t + \alpha a^3 \cos^3 \omega.$$

The above residuals can be represented in the form of the following weighted residuals:

$$\tilde{R}_1 = \frac{4}{T_1} \int_{0}^{T_{1/4}} R_1 \cos \omega t \, dt = \frac{4}{3\pi} (1 - \alpha) a^2 + \frac{3}{8} \alpha a^3$$ \hspace{1cm} (21)
$$\tilde{R}_2 = \frac{4}{T_2} \int_{0}^{T_{1/4}} R_2 \cos \omega t \, dt = \frac{a}{2} (1 - \omega^2) + \frac{4}{3\pi} (1 - \alpha) a^2 + \frac{3}{8} \alpha a^3.$$ \hspace{1cm} (22)

Finally substituting Eqs. (21) and (22) into Eq. (18) yields:

$$\omega_b = \sqrt{1 + \frac{8}{3\pi} (1 - \alpha) a + \frac{3}{4} \alpha a^2}.$$ \hspace{1cm} (23)

Similarly the same procedure for the negative directions gives:

$$\omega_b = \sqrt{1 - \frac{8}{3\pi} (1 - \alpha) b + \frac{3}{4} \alpha b^2}.$$ \hspace{1cm} (24)
2. Numerical results

The approximate oscillation periods found by three methods of HEBM$_C$, HEBM$_{GP}$, and HFAF are compared with the exact periods presented in elliptic integral forms [4,5]

$$T_e = \int_0^a \frac{2dx}{\sqrt{a^2 - x^2 + \frac{2}{3} (1 - \alpha) \left(a^3 - x^3\right) + \frac{1}{2} \alpha \left(a^4 - x^4\right)}} + \int_0^a \frac{2dx}{\sqrt{b^2 - x^2 - \frac{2}{3} (1 - \alpha) \left(b^3 - x^3\right) + \frac{1}{2} \alpha \left(b^4 - x^4\right)}}.$$  \hspace{1cm} (25)

The above elliptic integrals are numerically computed to reach the appropriate reference basis for any error analysis. Series of numerical simulations are then carried out and accuracy and performance of the three methods are evaluated for varieties of asymmetric parameter $\alpha$ and different initial amplitudes. At the first stage, different roots of Eq. (6) are numerically obtained for a range of the asymmetric parameters and the results are illustrated in Fig. 1. As it is seen, for a nonzero asymmetric parameter, the harmonic response is globally stable for any initial amplitude. Furthermore, it is found that in case of a vanishing asymmetric parameter ($\alpha = 0$) a critical value of $a_c = 0.499$ is obtained to be the margin of the stability region. In other words, for any initial amplitude larger than $a_c$, no real value for $b$ can be found and accordingly no harmonic response exists. This fact can be recognized by the phase-plane trajectories numerically obtained for two initial amplitudes in vicinity of $a_c$. As it is seen in Fig. 2, for any initial amplitude smaller than $a_c$, periodic solutions do exist but the trajectories are monotonically approaching infinity for any initial amplitude larger than $a_c$. Figs. 3–5 illustrate the time histories of oscillation for different $\alpha$ and initial amplitudes. It is seen that the approximate solutions are well correlated with the exact ones even for large amplitudes. The natural period of the oscillatory system is illustrated in Fig. 6 for different amplitudes and asymmetric parameters. The relative error and accuracy of the four different methods are compared in Tables 1 and 2. It is seen that for a pure Helmholtz equation the HEBM–Collocation method is more accurate than others. When the coefficient of quadratic term is vanishing and accordingly the equation approaches the Duffing equation, the
HEBM-Galerkin–Petrov combinational method has a better performance. The phase-plane trajectories of the time responses are plotted in Figs. 7 and 8 for two different cases. It is found that the drift in trajectories is enhanced when the governing equation approaches further to the Helmholtz equation.

3. Conclusion

Approximate periodic solutions for the Helmholtz–Duffing oscillator were analytically obtained using HEBM and HFAF. As a combinational method, the Galerkin–Petrov technique was combined with the classical HEBM. Periodic solutions
and natural frequencies were analytically studied. Effects of the asymmetric parameters and the initial amplitude on the natural frequencies were investigated in a parametric study. In a fully asymmetric equation, it was found that for any initial amplitude larger than a critical value, no harmonic response can be predictable. This fact was numerically proved and the value of 0.499 was adopted as the critical amplitude. A series of numerical simulations were carried out and the accuracy and performance of the proposed methods were found to be quite satisfactory even for large amplitudes of oscillation. Error analysis was also carried out and it was found that the combinational methods based on the HEBM–Galerkin–Petrov and the HEBM-Collocation lead to more accurate solutions respectively in large and small asymmetric parameters.
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