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An Extremal Problem in the Hypercube and Optimization of
Asynchronous Circuits

CARLOS GUSTAVO T. DE A. M OREIRA AND PABLO EMANUEL

We prove that ifm ≥ 2, then the minimumk ∈ N such that thek-cube{0,1}k can be decomposed
as the disjoint union ofm connected adjacent subsets satisfies 2 log2 m− log2 log2 m− 1 ≤ k ≤
2dlog2 me − blog2 log2 mc + 5.
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INTRODUCTION

One of themain uses of electronic digital circuits is in implementing finite state machines.
There are two main types of digital circuits: the synchronous circuits, in which all transitions
occur in discrete time, determined bya clock pulse; and the asynchronous circuits, in which
transitions may occur at any time.

In a digital circuit, the state is determined by the binary value (voltage or current) in some
components, so it can be viewed as a fixed length binary word.

In a synchronous circuit, all such bits change state at the same time in a transition, namely
the time determined by the clock pulse. In the asynchronous case, however, when there is a
transition, some bits may change faster than others, and the circuit passes through intermediate
states that do not correspond to actual intermediate states in the state machine that is being
implemented. Clearly, this problem would not occur if, in every state transition, only one bit
changes.

In general, it is not possible to assign ak-bit word to each state of the machine satisfying
the condition that every transition is a 1-bit transition (e.g., complete graph with three states).
In [1], Huffmann proposed, as a solution to this problem, to assign more than one word per
state, and implement the transitions as a sequence of 1-bit transitions, such that the initial
words in this sequence correspond to the initial state of the transition and the other ones to the
final state. He proved that this could be done, for a complete state machine (complete graph),
with 2dlog2 me − 1 bits, wherem is the number of states. We prove in this paper a better
bound,and prove that it cannot be significatively improved.

A more precise formulation of this problem is as follows:

• Each state is assigned to a subset of the set of thek-bit words (that can be viewed as the
k-cube(Z/2Z)k).

• Each 1-bit transition is an edge of the cube, so each transition can be viewed as a path
in the cube graph. The way to avoid undesired transient states is to assure that every
transition is a 1-bit transition.

We will consider the worst case, namely the complete machine state (each state hastransi-
tions to every other state).

So, the problem is to find the minimumk such that thek-cube can be decomposed as the
union ofm disjoint connected subsetsA1, . . . , Am such that foreachi , j ≤ m there is a pair
of adjacent vertices, one of them inAi and the other one inA j .
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STATEMENTS AND PROOFS

DEFINITION. We say that two subsetsA, B of a hypercube{0,1}k are adjacent if there are
two adjacent pointsx ∈ A, y ∈ B.

PROPOSITION1. If m ≥ 2 and the k-cube{0,1}k can bedivided as the union of m disjoint
adjacent subsets, then k≥ 2 log2 m− log2 log2 m− 1.

PROOF. Suppose that thek-cube{0,1}k can bedivided intom disjoint subsetsA1, A2, . . . ,

Am such that for eachi, j ≤ m therearex, y adjacent vertices such thatx ∈ Ai , y ∈ A j .
Then there is oneof the setsAi such thatAi has at mostb2k/mc elements and, since any
vertex has exactlyk adjacent verticesand every A j is adjacent toAi for j 6= i , we have
kb2k/mc ≥ m− 1⇒ k · 2k

≥ m(m− 1), and so we havek ≥ 2 log2 m− log2 log2 m− 1
for m ≥ 2 (sincek · 2k is increasing ink and, fork0 = 2 log2 m− log2 log2 m− 1, we have
k0·2k0 =

m2

2 log2 m. (2 log2 m−log2 log2 m−1)≤ m(m−1). The last inequality is true since it is

equivalent to 1− log2 log2 m+1
2 log2 m ≤ 1− 1

m, which is equivalent to 2 log2 m≤ m(1+ log2 log2 m),

but this is easily verified form ∈ {2,3} and, form ≥ 4, we havem2
≤ 2m

⇒ 2 log2 m ≤
m< m(1+ log2 log2 m)). 2

PROPOSITION2. If m ≥ 2, then the k-cube{0,1}k can be decomposed as the disjoint union
of m connected adjacent subsets for some k≤ 2dlog2 me − blog2 log2 mc + 5.

PROOF. We will present a construction of a decomposition that satisfies the conditions of
the proposition. We will repeatedly use the fact that a face of any dimension of a hypercube is
always connected.

Let n = dlog2 me, r = bn
2c and p = blog2 r c. We will construct a decomposition of the

k-cube, wherek = 4+ 2n− p ≤ 2dlog2 me − blog2 log2 mc + 5.
Let us write a typical element of thek-cube asu = a1a2bc x0 x1 y, wherea1,a2, b andc

are bits,x0 ∈ {0,1}r , x1 ∈ {0,1}n−r andy ∈ {0,1}n−p.
The r -cube{0,1}r can be regarded as anr -dimensional vector space overZ/2Z with the

canonical basis{e1, e2, . . . ,er }, whereej is the vector that has thej th coordinate equal to 1
and all the other coordinates equal to 0. Sincep ≤ log2 r , we have 2p ≤ r so there is a
surjective functionf̃ : {e1, e2, . . . , er } → (Z/2Z)p that extends in a unique way toa linear
function f : (Z/2Z)r → (Z/2Z)p. It follows that givenv ∈ (Z/2Z)r andw ∈ (Z/2Z)p

there is an elementej of the canonical basis of(Z/2Z)r such thatf (v + ej ) = w (note that
v+ej is adjacent tov). Sincen− r ≥ r we have a linear functiong : (Z/2Z)n−r

→ (Z/2Z)p

analogous tof .
We may now define a functionF : (Z/2Z)k → (Z/2Z)n in the following way: foru =

a1a2bc x0 x1 y ∈ (Z/2Z)k we look at the three bitsa1, a2 and b∗, whereb∗ is the sum
modulo 2 of all the bits ofu. If at least two of these three bits are equal to 0 we say thatu is
of type I and defineF(u) = x0 x1; otherwise we say thatu is of type II and define

F(u) =

{
f (x0)y, if c = 0

g(x1)y, if c = 1.

We claim that the 2n setsF−1(x), x ∈ (Z/2Z)n are disjoint, connected and adjacent, so,
given a bijectionh : (Z/2Z)n → {1,2, . . . ,2n

}

(
for instanceh(σ1, σ2, . . . , σ2r ) = 1 +∑n

`=1 σ`2
`−1
)
, the decomposition of(Z/2Z)k asA1∪A2∪· · ·∪Am whereAi = (h◦F)−1(i )

for 1≤ i < m, Am =
⋃

j≥m(h ◦ F)−1( j ) satisfies the conditions of our problem.
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To prove this let us first verify that for eachx, y in (Z/2Z)n there are adjacent vertices
u1 ∈ F−1(x) andu2 ∈ F−1(y). If x = x̃o x̃1 ∈ (Z/2Z)n = (Z/2Z)r × (Z/2Z)n−r we can
takea1 = 0, a2 = 1 andb such thatb∗ = 0, and ỹ ∈ (Z/2Z)n−p equal to the projection
of y in the lastn − p coordinates. We will haveF(01b0x̃0 x̃1 ỹ) = x̃, and we can takex0

′

adjacent tõx0 such thatf (x0
′) is the projection ofy in the firstp coordinates, so 01b0x0

′ x̃1 ỹ
is adjacent to 01b0x̃0 x̃1 ỹ andF(01b0x′0 x̃1 ỹ) = y.

Now we will prove that the setsF−1(x) are connected. We can decomposeF−1(x) as
Bx ∪ Cx where

Bx = {u ∈ F−1(x) | u is of type I}

and
Cx = {u ∈ F−1(x) | u is of type II}.

The previous argument can be used to show thatBx and Cx are adjacent since there are
adjacent elementsu1 ∈ Bx andu2 ∈ Cx. It is enough to prove thatBx andCx are connected.

If u = a1a2bc x0 x1 y ∈ Bx, thenu is equal or adjacent tou′ = 00bc x0 x1 y ∈ Bx, and
the setB̃x of the u′ ∈ Bx; such thata1 = a2 = 0 is clearly connected, since it is equal to
{u′ = 00bc x0 x1 y | x0 x1 = x}, that is, a face of the hypercube{0,1}k.

If u = a1a2bc x0 x1 y ∈ Cx, thenu is equal or adjacent tou′′ = 11bc x0 x1 y ∈ Cx. The
setC̃x = {u′′ ∈ Cx | a1 = a2 = 1} can be decomposed asDx ∪ Ex whereDx = {u′′ ∈ Cx |

a1 = a2 = 1 andc = 0} andEx = {u′′ ∈ Cx | a1 = a2 = 1 andc = 1}. To prove that̃Cx

(and soCx) is connected, it is enough to show that any elementu1 ∈ Dx can be joined by a
path inC̃x to any elementu2 ∈ Ex . This is a consequence of the following facts:

• u1 = 11b̃0 x̃0 x̃1 ỹ belongs to the connected setL(u1) contained inDx defined as

L(u1) = {11b0 x0 x1 y ∈ Dx | x0 = x̃0, y = ỹ}.

• u2 = 11b′1 x0
′ x1
′ ỹ belongs to the connected setM(u2) contained inEx defined as

M(u2) = {11b1 x0 x1 y | x1 = x1
′, y = ỹ}.

• (11b̃0 x̃0 x1
′ ỹ) ∈ L(u1) and(11b̃1 x̃0 x1

′ ỹ) ∈ M(u2) are adjacent. 2
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