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Abstract

The Traffic Signal Synchronization is a traffic engineering technique of matching the green light times for a series of intersections to enable the maximum number of vehicles to pass through, thereby reducing stops and delays experienced by motorists. Synchronizing traffic signals ensures a better flow of traffic and minimizes gas consumption and pollutant emissions. The objective function used in this work is a weighted sum of the delays caused by the signalized intersections. In this paper, we apply generalized ‘surrogate problem’ methodology that is based on an on-line control scheme which transforms the problem into a ‘surrogate’ continuous optimization problem and proceeds to solve the latter using standard gradient-based approaches while simultaneously updating both actual and surrogate system states. We extend a ‘surrogate problem’ approach that is developed for a class of stochastic discrete optimization problems so as to tackle the traffic signal synchronization problem to minimize the total delay (DTSS). Numerical experiments conducted on a test and a real networks show that the surrogate method converges in a very small area.
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1. Introduction

The performance of a traffic network can be influenced through several types of actions or decision variables. Some of these pertain to changing the load pattern on the network, through demand management actions, including attempts to route vehicles optimally through the network; others pertain to how traffic flow is controlled through the network components, such as junction utilization through signal control (supply management). Although the potential of explicitly combining both types of actions, especially joint signal control
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and route assignment, long has been suggested, most of the research and virtually all the approaches used in practice have followed one of two schemes:

(a) considering the signal control to be fixed and using traffic assignment as decision variables (traffic assignment models), and

(b) considering traffic assignment (loading pattern) to be fixed and using signal control as decision variables (signal optimization models).

Nonetheless, several researchers have recognized the interaction between signal control and traffic assignment.

Usual traffic signal optimization methods seek either to maximize the green bandwidth or to minimize a general objective function that typically includes delays, number of stops, fuel consumptions and some external costs like pollutant emissions. Without loss of generality, we refer to this method in the following as minimum delay problem. This method is related to physical variables that are to be minimized; anyway, it is a non-convex problem and existing solution methods do not guarantee to achieve the optimal solution. The maximal bandwidth method maximizes an opportunity of progression for drivers and does not reduce delays necessarily; nevertheless, it is a quasi-concave problem and efficient solving algorithms exist to find the optimal solution.

Traffic signal optimization on road arteries consists of two problems: the solution algorithm and the progression model used to compute the values of the objective function.

In order to improve the algorithm, several authors combined in a different way the two synchronization approaches, that is the minimum delay and the maximal bandwidth. Cohen [1] used the maximal bandwidth as initial solution of the former problem; Cohen and Liu [2] constrained the solution of the former problem to fulfill maximum bandwidth; Hadi and Wallace [3] used the bandwidth as objective function; Malakapalli and Messer [4] added a simple delay model to the maximal bandwidth algorithm; Gartner and Hou [5] introduced a flow-dependent bandwidth function; Papola and Fusco [6] and Adacher and Cipriani [7] have expressed the delay at nodes as a closed form function of the maximal bandwidth solution. Since the first platoon dispersion model introduced by Robertson [8], progressively more complex models have been developed. Park [9] introduced a genetic algorithm based traffic signal optimization program for oversaturated intersections consisting of two modules: a genetic algorithm optimizer and microscopic simulator. Dazhi [10] proposed a bi-level programming formulation and a heuristic solution approach for dynamic traffic signal optimization in networks with time dependent demand and stochastic route choice. Chang and Sun [11] proposed a dynamic method to control an oversaturated traffic signal network by utilizing a bang-bang-like model for oversaturated intersections and TRANSYT for the unsaturated intersections. The TRANSYT traffic model [12] simulates the movement of traffic through a network and takes into account of the platoon dispersion effect. It is a widely used procedure to determine the queues and delays in a signal-controlled network with explicit consideration of the signal coordination effects. However, the traffic model does not consider the re-routing of traffic in the network in response to the traffic conditions. In this paper, the TRANSYT traffic model is employed for the evaluation of delays in the network, which forms the basic module of the problem in the paper.

We have utilized the platoon based delay model [13], it is possible to deal with even non stationary traffic demand and non synchronized signal settings. The model is rather similar the well-established TRANSYT solving procedure [14], which respects to it introduces some additional flexibility aimed at improving the algorithm efficiency.

2. Delay Model

The traffic model provides the queue length and the platoons average delay, see Colombaroni et al. [13] for more details.

The delay caused by a signalized intersection is strictly defined as the difference in the road section travel time in the presence of traffic lights compared to the travel time of the same section if a vehicle could travel along a
trajectory at constant speed \( v \) (speed of synchronization). Compared to traditional delay formulations, this model includes both the upstream and the downstream node delay.

This model is based on the platoons representation and it simulates congested road with propagation of the queue between nodes (spill-back phenomena). The delay computation requires an iterative procedure that classifies the different platoons progressively. It is worth noting that such a procedure involves few iterations, because the platoons can both catch up each other along the links and recompose themselves at nodes, when more platoons arrive during the red phase.

The simulation uses three basic laws:
- **Departure law**: to generate the initial platoons and the new platoons during the simulation;
- **Arrivals law**: to simulate the progression and recombination of platoons;
- **Classification law**: to calculate the platoons delay.

Each of these laws, suitably iterated, estimates the total delay.

The objective function is a linear combination of the total delay on each direction of the artery and it is calculated via simulation.

\[
J = (1 - \omega_t) \left( \sum_{i=1}^{n} \omega_i D_i^{(a)} + (1 - \omega_t) \sum_{i=1}^{n} \omega_i D_i^{(-a)} \right) + \omega_t \sum_{i=1}^{n} \omega_i D_i^{(t)} = J(D)
\] (1)

- \( D_i^{(a)} \): the total delay at node \( i \) in one direction of the artery \( a \)
- \( D_i^{(-a)} \): the total delay at node \( i \) in the opposite way of the artery \( a \)
- \( D_{ih} \): the total delay at node \( i \) of queue \( h \) in lateral approach \( t \)
- \( \omega_a \): the weight of delay in direction \( a \)
- \( \omega_t \): the weight of the delay at lateral approaches
- \( \omega_i \): the weight of node \( i \)

Analyzing a road artery, the problem of minimum travel time or minimum delay for traffic signals synchronization (DTSS) can be expressed as follows:

\[
\min J(D) = \min f(C, g; \theta, L, s.X, Q)
\] (2)

subject to:
- \( 0 \leq \theta_i < C_i \)
- \( C_{\min} \leq C_i \leq C_{\max} \)
- \( \max\{ \gamma_i.a \cdot C_i \} \leq g_i \leq C_i - L_i - \max\{ \gamma_i.t \cdot C_i \} \)

where:
- \( C_i \): the traffic light cycle for the intersection \( i \). The traffic light cycle is defined as any complete sequence of switch on (and off) of traffic lights at the end of which returns the same configuration of the lights existing at the beginning of the sequence.
- \( \mu_i \): the offsets for the intersection \( i \).
- \( g_i \): is the effective green time of node \( i \);
- \( L_i \): the time loss at the node \( i \). That is the time in which the intersection is not completely used. The time lost is mainly due to three contributions:
  - Transient state of vehicles in the queue at the beginning of the green phase;
  - Transient state of exiting vehicles at the end of the green phase and during the yellow phase;
  - The time between the end of yellow and the beginning of green of the next phase.

The lost times at the beginning and at the end of green are used to determinate the duration of effective green.
\( y_{at} \), \( y_{it} \): saturation degree of the approach \( a \) along the artery and of the transversal approach \( t \) of the \( i \) node. The saturation degree is the ratio between traffic flow and the saturation flow. This quantity is an indicator of the level of congestion.

- \( s \): saturation flow vector for each arc. The saturation flow is the maximum number of vehicles that can cross a stop intersection line per unit time, in the presence of continuous queue. The saturation flow depends on the geometric characteristics of the intersection, on flow composition and on the control traffic lights.

- \( X \): urban artery geometry.

- \( Q \): demand level or vehicular flow. It defines the flow of a current the average number of vehicles passing through a section in unit time.

The travel time of a road section is closely linked to the geometry of the road itself and to the configuration of traffic light plans. Saturation flow and geometry are studied and designed in earlier phases and often they cannot be changed a posterior. In this work that are parameters. In addition, to maximize the intersection performance, time loss are already designed to be both minimum and ensure the safety levels required.

Among the variables that have been used to express the system are only three: cycles, green splits and offsets are our state variables.

3. Analysis of objective function

The DTSS problem can be formulated as the problem of finding out the cycle \( C^*i \) (we have considered the same cycle for all junctions), the vector of green split ratios \( g^* \) and the vector of offsets \( \mu^* \), that minimize an objective function \( J(D) \), which expresses the total delay time on the network. Numerical experiments have been conducted on four test networks considering different dimensions and characteristics, all instances are major urban roads and were simulated during the peak hour.

The objective function analysis puts in evidence that the shape of the objective function is quasi-convexity related to the cycle and related to the green vector is evident a large quasi-convexity shape.

The real problem is the offset, the shape presents many local minima; in Fig.1 the shape related to the green time variation and the offset variation is depicted.
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Figure 1. Analysis of the solution space varying: a) a component of green split vector, b) a component of the offset vector
To visualize the characteristics of the solution space it is not necessary to plot the average system time for all possible combinations of cycle/green time ratio/offset. To show the characteristics of the solution space, the cycle, the vector of the offset and all green time ratio are kept constants, except for one component. It is done for different values of green/offset/cycle that are kept constants. It is evident that to find an optimal solution for the cycle variable it is not needed a complicated method, for these reasons we have decided to investigate the cycle by binary research. For the other two variables we have try to apply the surrogate method.

4. The Surrogate Method (SM) applied to DSST problem

In this paper we proposed an approach for solving such problems based on the idea of transforming a discrete optimization problem into a surrogate continuous optimization problem which is not only easier to solve, but also much faster using standard gradient-based approaches [19]. The two key issues related to this approach are (a) obtaining the actual solution of the original problem from the surrogate one, and (b) using this approach online, i.e., making sure that at every step of the iterative solution process a feasible discrete state is defined from an (infeasible) surrogate state. This has two advantages:

First, the cost of the original system is continuously adjusted (in contrast to an adjustment that would only be possible at the end of the surrogate minimization process);

and Second, it allows us to make use of information typically employed to obtain cost sensitivities from the actual operating system at every step of the process.

This scheme is intended to combine the advantages of a stochastic approximation type of algorithm with the ability to obtain sensitivity estimates with respect to discrete decision variables.

The DTSS problem can be formulated as the problem of finding out the cycle \( C_i \) (we have considered the same cycle for all junctions), the vector of green split ratios \( g^* \) and the vector of offsets \( \theta^* \), that minimize an objective function \( J(D) \), which expresses the total delay time on the network. In this paper, we tackle the DTSS problem using an on-line optimization approach, i.e., for a fixed value of the cycle, we iteratively adjust the (integer) green split ratios \( g_1, \ldots, g_n \) and the offsets \( \theta_1, \ldots, \theta_n \) for \( n \) intersection links based on data directly observed and aiming at minimizing the global performances of the network, the overall mean delay (or delay) of cars, denoted by \( J(D) = J(C, g_1, \ldots, g_n, \theta_1, \ldots, \theta_n) \). The cycle is analyzed by a binary search, for a given fixed value of the cycle \( C_i \), \( g \) and \( \theta \) are evaluated on the bases of the surrogate approach, we denote with \( x \) the state variable of the surrogate method.

For a fixed \( C_i \), the DTSS problem can be formulated as follows:

\[
\min_{(g, \theta)} J_d (C_i, g, \theta) \quad (3)
\]

where

- \( C_i \) is the cycle fixed by the binary research
- \( g \) is an \( n \)-dimensional decision vector with \( g_i \in \mathbb{Z}^+ \) denoting the green time ratio for intersection link \( i \)
- \( \theta \) is an \( n \)-dimensional decision vector with \( \theta_i \in \mathbb{Z}^+ \) denoting the offset for intersection link \( i \)
- the capacity constraint

\[
A_d = \{ \text{g} := [g_1, \ldots, g_n], \text{g} \min \leq g_i \leq g_{\max} : g_i \in \mathbb{Z}^+ \; \theta : [\theta_1, \ldots, \theta_n] 0 \leq \theta_i \leq 1 ; \; \theta_i \in \mathbb{Z}^+ \}
\]

and \( J(C, g, \theta) = J(D) \), that is the total travel time on the network when the variables (green split vector, offsets and cycle) are fixed.
We have considered different application of the surrogate method:

- **USM** (Unique Surrogate Method): the surrogate method is applied at whole system and a unique variable state \( x = (g; \mu) \) in dimension is considered and a unique dynamic step size is fixed.
- **USMD** (Unique Surrogate Method and Different step size): the surrogate method is applied at whole system and a unique variable state \( x = (g; \mu) \) in dimension is considered and a different dynamic step size is fixed for \( g \) and \( \mu \) respectively.
- **SMS** (Surrogate Method in Sequence): the surrogate method is applied two times in sequence, first \( x = \mu \) and when an optimal value of the offset is defined \( x = g \).

All junctions are supposed having same cycle and the value of the cycle is calculated on binary search, fixed this value the state \( x \) is calculated by Surrogate Method. For the green split vector we have considered two types of constrains, one is based on safety rules the other is presented in the delay model section, it is possible that the combination of these two different constrains can reduce the admissible values for \( g \) \((g_{\min} < g < g_{\max})\).

We can summarize the results of the surrogate method as the following optimization algorithm for the solution of the basic problem:

First, for a given \( C_i \), initialize \( \rho_0 = x_0 \) and perturb \( \rho_0 \) to have all components non-integer. Then, for any iteration \( k = 0, 1, \ldots \):

1. Determine \( N(\rho_k) \), the set of all feasible neighbourhood discrete states of \( \rho_k \):
   \[
   N(\rho_k) = \{ x \in \{0,1\}^n x \in \{0,1\}^n \} \cap A_d
   \]
2. Determine \( S(\rho_k) \), a selection set to define a set whose a convex hull includes \( \rho_k \) [using ([19])].
3. Select a transformation function \( f_k \in F(\rho_k) \) such that
   \[
   x_k = f_k(\rho_k) = \arg \min_{x \in S(\rho_k)} \| x - \rho_k \|
   \]
4. Evaluate the gradient estimation
   \[
   \nabla L_c(\rho_k) = \left[ \nabla_1 L_c(\rho_k), \ldots, \nabla_N L_c(\rho_N) \right]
   \]
   using the following relationship
   \[
   \nabla_j L_c = L_d(x^j) - L_d(x^k)
   \]
   where \( k \) satisfies \( x^j - x^k = e_j \).
5. Update state:
   \[
   \rho_{k+1} = \rho_k - \eta_k \nabla L_c(\rho_k)
   \]
6. If some stopping condition is not satisfied, repeat steps for \( k+1 \). Else set \( \rho^* \).

Finally, we obtain \( x^* \) as one of the neighbouring feasible states in the set \( S(\rho^*) \). It is important to notice that to evaluate the gradient estimation, we need to calculate \( 2 \| x \| \) times the value of the object function, so this estimation is dependent of the decision vector dimension.

In step 5, \( \eta_k \) is the step size and \( \pi_{k+1} \) is a projection such that if \( \rho_{k+1} \in Ac \), then \( \pi_{k+1}(\rho_{k+1}) = \rho_{k+1} \), otherwise, the projection maps \( \rho_{k+1} \) to a point in \( Ac \) which is closest to \( \rho_{k+1} \). The step size and the projection mapping are a crucial element and may have a significant effect on convergence, we have fixed two different step size related to the two components of the state \((g; \mu)\). When we consider just one state variable the better step size is \( 1/\nabla L(\rho) \), if we consider two different step size for the green vector the best step size is the same but for the offset is \( n/\nabla L(\rho) \).

For the green split vector the SM converges also with a static step and for the offset vector we have fixed a dynamic step, but fast convergence is found by dynamic step.

5. Numerical Results

Numerical experiments have been conducted on four real test networks considering different dimensions and characteristics as shown in table 1. All instances are major urban roads and were simulated during the peak hour.

All the algorithms give a very small area of convergence, the better solution is given by SMS with a gap of 3% compared to best solution. In terms of efficiency, the SMS gives better solution and just in some cases the algorithms find almost the same solution, see Fig. 2. The SMS gives a reduction of the total delay between 10%
and 45% compared to the others two. In terms efficacy the SMS gives always worst performances because the Surrogate methods in this case is applied two times, so in the worst case it needs the double evaluation of the fitness.

Table 1. Characteristics of instances

<table>
<thead>
<tr>
<th>Signals</th>
<th>Type</th>
<th>Capacity</th>
<th>Flow</th>
<th>Cross Flow</th>
<th>Way</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>ring road</td>
<td>high</td>
<td>high</td>
<td>high</td>
<td>two</td>
</tr>
<tr>
<td>4+1 pedes.</td>
<td>radial road</td>
<td>high</td>
<td>high</td>
<td>low</td>
<td>two</td>
</tr>
<tr>
<td>5</td>
<td>ring road</td>
<td>high</td>
<td>high</td>
<td>high</td>
<td>one</td>
</tr>
<tr>
<td>8</td>
<td>radial road</td>
<td>very high</td>
<td>very high</td>
<td>low</td>
<td>two</td>
</tr>
</tbody>
</table>

Figure 2. Objective function comparison

6. Conclusions

In this paper, we discuss different procedures for solving the Traffic Signal Synchronization problem to minimize the total Delay (DTSS). We apply the generalized 'surrogate problem' methodology that is based on an on-line control scheme which transforms the problem into a 'surrogate' continuous optimization problem and proceeds to solve the latter using standard gradient-based approaches while simultaneously updating both actual and surrogate system states. We have tested this method on some test networks with different parameters and we have compared the different approaches on real networks. The results put in evidence that for this type of problem the best results is given by SMS but obviously UMS it always implies an efficiency improvement.
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