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1. Introduction 

In recent years several authors have studied rings of arithmetic functions 
f(n) in which the multiplicative operation is introduced by means of the 
convolution product (/I* /2)(n) and not by means of the ordinary product 
fi(n)/2(n). Here the function h(n) =(/I* /2)(n) is defined by 

h(n) = ~ /I(nl) /z(n2), 

where the summation is extended over all ordered pairs of positive integers 
( n1, n2) so that n1n2 = n. 

In the sequel we take the multiplication of arithmetic functions always 
in the convolution sense. It is then well-known that there exists a large 
number of simple algebraic relations between functions known from 
elementary number-theory. For instance, the Mobius inversion formula 
can be written 

f-l*Io = e, 

where f-l stands for /-l( n), I o for the function I 0 ( n) = 1 for all positive integers 
n, and e for the "unit-function". 

~ 1ifn=1 e(n) = 
0 if n > 2. 

There exist many more formulae of the same kind, but on the other 
hand no such relations are known for other sets of functions. One might 
suspect that such a system forms an algebraic independent set. In fact, 
CARLITZ [1] has given several examples of sets of arithmetic functions 
which are algebraically independent in the above sense over the field of 
complex numbers. His main result is that for any integer r > 0 the functions 
!.u(n)j, Io, h, ... , Ir are algebraically independent. Here Ie denotes the 
arithmetic function Ie(n)=ne (e=O, 1, ... , r). 

In this paper we study the algebraic relations between arithmetic 
functions from a more general standpoint, but we also arrive in this way 
at certain theorems which enable us to prove the algebraic independence 
of many sets of functions. 

11 Series A 
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In this theory it proved to be useful to extend the notion of arithmetic 
functions in a natural way. Ordinary arithmetic functions /(n) are defined 
on the set of positive integers n only. Here we extend the domain of the 
functions to an arbitrary commutative semi-group in which a unique 
factorization condition holds. In this way the theory actually becomes 
a branch of commutative algebra. 

The ring of ordinary arithmetic functions /(n) with functional values 
in the field of complex numbers is isomorphic to the ring of formal 
Dirichlet series 

"" 2 f(n) n-s, 
n=l 

and it is therefore possible to translate our results into the theory of 
Dirichlet series. In this way our study is linked to OsTROWSKI's theory [3] 
of Dirichlet series satisfying algebraic differential equations. 

In a second paper we shall study more closely multiplicative functions. 

2. Definitions 

Let S be a commutative semi-group with an identity element i which 
moreover satisfies the cancellation law. Let i have no proper divisors in 
S and let every element of S, except the identity, be a finite product of 
irreducible factors. Moreover, let such a factorization be unique to within 
the order of the factors. We shall call such a set a "unique factorization 
semi-group" (U.F.S.). For example, S may be the set of positive integers, 
the set of all ideals in a finite algebraic number-field and so on. Elements 
of S in general shall be denoted by x, y; irreducible elements (or prime­
elements) by p, n. xo always means the identity i. 

Further, let R be an arbitrary commutative ring with unity e. We 
consider here single valued functions f(x) with domain the U.F.S. S and 
with their values entirely in the ring R. We shall call these functions 
"arithmetic functions". If in particular S is the set of positive integers, 
then we get the "ordinary arithmetic functions" f(n) with their range in 
an arbitrary commutative ring R with unity 1 ). 

For two arithmetic functions /1 and /2 we define the sum g = /1 + f2 in 
the usual way g(x)=/I(x)+/2(x) for every xES; we write this sum also: 
(/1 + /2)(x). We further introduce the convolution product h = h * f2 by 
means of the finite sum 

h(x) = 2 h(x1) /2(x2), 
X].XSI=re 

where (x1. x2) runs through all ordered pairs of elements in S such that 
x 1x2=X. We usually write (/1 * /2)(x) instead of h(x). The symbol* is used 

1) CASHWELL and EVERETT [2] have shown that the ring of ordinary arithmetic 
functions can be made into a U.F.S. Hence we can even consider general arithmetic 
functions with as their domain the set of ordinary arithmetic functions (more 
precisely the set of classes of associate functions). 
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in order to avoid confusion with the multiplication in the ring R. However, 
we always shall write /2,/3 instead off* f, f* (f* f) a.s.o .. 

It is easy to see that the set of arithmetic functions thus becomes a 
commutative ring R*. The verification of the associative law leads to 
the following useful expression for h = h * /2 * fa, namely 

h(x) = ! /I(xi) /2(x2) /s(xs), 

where the summation is extended over all ordered triples (xi, x2, xs) of 
elements of S such that XIx2x3 = x. There are similar formulae for products 
of four and more factors. The zero-element in R* clearly is the null­
function 0, defined by O(x) = 0 for all x r= S 2). 

Instead of "elements of R*" we usually shall speak of "arithmetic 
functions''. The elements a of R correspond one-one with the particular 
arithmetic functions a' defined by 

, ~aifx=i a (x) = 
0 otherwise. 

Clearly, (a'* f)(x) =af(x). The functions a' form a sub-ring R' of R*, 
which is isomorphic with R. Therefore, instead of a' we usually shall 
write simply a. Since R has the unity e, R* has unity e'(x). By a simple 
reasoning we can show: if R is an integral domain, then equally R* is 
an integral domain. The proof has been omitted since we do not need 
this result here. In the sequel for any arithmetic function f we always 
put fO=e'. 

3. The fundamental formulae 

Let /I, /2, ... , fr be given arithmetic functions. If 

q(u~, U2, ... , Ur) = L a(i) Uii1 u2i2 ... urir 
(i) 

denotes an arbitrary polynomial in the variables UI, u2, •.. , Ur with 
coefficients a(i) from the ring R', then 

q(/1, f2 , ... , M = ! a<i> * Nl * f2i2 * ... * fri' 
(i) 

represents also an arithmetic function. If fi, /2, ... , fr are fixed then we 
shall denote this function by q(x) or simply by q. 

In this section we shall derive certain formulae for expressions like 
q(px), q(p2x), q(pp'x), where xis an arbitrary element of S while p and p' 
represent irreducible elements relatively prime to x. Our main tool shall 
be Taylor's formula for a polynomial q(ui, u2, ... , ur) 

) 
q(ui +vi, ... , ur+vr) = q(ui, ... , Ur)+ i veqe(ui, ... , Ur) 

(1) Q=l 

+ L vevaqea(ui, ... , Ur)+ L vevavTqeaT(u~, ... , Ur)+ 
I<e~a<r l<e<a<T~r 

2) We also shall write in the sequel O(x) == 0 on S. 
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where 

a.s.o. 
First we prove three simple lemma's. 
Let p1, p2, ... , Pt be a given set of prime-elements in S. They generate 

a semi-group K with identity i of elements 

where n1, n2, ... , nt run through the integers ;;;. 0. 
Let SIK denote the complementary set in S. Clearly SIK is also 

closed under multiplication. 

Lemma l. The arithmetic functions cp with the property 

(2) cp(x) = 0 for all x ESIK 

form a sub-ring of R*. 

Proof. We only have to show: if two functions q;1, q;2 have the 
property (2) then the same applies to cp=cp1 * 'P2· Now 

(3) cp(x) = L '{Jl(Xl) '{J2(X2). 
Xt:Va=re 

If x = X1X2 E S I K, then at least one of the factors X1, X2 is in S I K and 
therefore every term in the right-hand member of (3) vanishes 3). 

Clearly every element a' of R' has the property (2); hence: 

Corollary. If '{Jl, q;2, ••• , '{Jr satisfy (2) and if q(u1. u2, ••• , Ur) is an 
arbitrary polynomial over R', then the arithmetic function 

q = q(q;1, '{J2, ••• , '{Jr) 

vanishes for every element x from S I K. 

Lemma 2. The arithmetic functions 1p with 

(4) 1p(x) = 0 for all x E K 

form an ideal in R*. More generally: let 1p1, 1p2, ••• , "Pk denote k arithmetic 

3) The ring of arithmetic functions q;(x) with the property (2) is clearly isomorphic 
to the ring of formal power series in the variables u1. u2, ... , Ut 

over the ring R. 
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functions with the property (4), let f be an arbitrary element from R*. 
Then the function 

g = f * 1pl * 1p2 * ... * 1pk 

vanishes for any element of S which has less thank prime-factors different 
from p1, p2, ... , Pt· 

Proof. We have 

(5) 

If x=x0x1 ... xk has at most k-1 prime-factors outside the sequence 
Pl, p2, ... , Pt, then at least one of the factors x1, x2, ... , Xk has none and 
therefore belongs to K. Hence in every term of (5) at least one of the 
factors 1p1(x1), •.. , 1fk(xk) vanishes. This proves our assertion. 

Our method used in the sequel depends on the principle that we split 
each of the given functions fe into two terms 'Pe and 1fe, the first with 
the property (2), the other with (4). Put for e=1, 2, ... , r 

x _ ~ fe(x) if x E K 
'Pe( ) - ( 0 if X ESjK' 

so that fe='f!e+'lfe· 

Lemma 3. Let q(u1, ... , ur) be an arbitrary polynomial over R'. 
In the sequel we shall write ij instead of q(rp1, fJ!2, ... , 'Pr), q instead of 
q(/I, f2, ... , fr). Then 

ij(x) = q(x) for any x E K. 

Proof. On account of fe='f!e+'lfe we have by Taylor's formula in 
the form (1) 

~ q(/I, ... , fr) = q(rp1, ... , ... , Tr) + e~ 1fe* qe(rpl, ... , 'f!r) 

) + L 1fe * 1fa* qea(Tb ... , rpr) + ··· · 
~ t<e<a~r 

(6) 

By their definition each of the 1fe vanishes identically on the set K; 
however, all functions 1p with this property form an ideal (lemma 2). 
Hence in the right-hand member of (6) every term, except the first one 
q('PI> .•. , fJ!r), vanishes for x E K. This proves our lemma. 

Definition l. Let f denote a certain arithmetic function, x0 a given 
element from s, then we introduce the "translated function" rx.l by 
means of 

jt"'•l(x) def f(xox) for all X E 8. 

Theorem 1. Let /1,/2, ... ,fr be given arithmetic functions, q(u1,u2, ... ,ur) 
an arbitrary polynomial over R' with first partial derivatives qe( u1, u2, ... Ur) 
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(e = l, 2, ... , r). Then (in the notations of lemma 3 and definition l) 

1 

q(py) = ! (jQ(p) * qQ)(y), 
Q~l 

for any y E S and for any prime-element p of S, relatively prime to y. 

Proof. We apply the foregoing lemma's by choosing for pt, p2, ... , Pt 
the different prime-factors of y. Hence y E K and p, py E SJK. Applying 
Taylor's formula just as before (see formula (6)) we get 

r 
(7) q = ij_ + ! "PQ * ij_Q + ! "Pe * "Pa * iiea + · · · · 

e=l t<e~a~r 

In order to evaluate q(py) we calculate every term in the right-hand 
member of (7) after substituting x=py. Note that py contains exactly 
one prime-factor not in the sequence p1, p2, ... , Pt· 

By the corollary of lemma l 

ij_(py) = 0. 

On the other hand lemma 2 finishes the second- and higher-order terms: 
In fact any term "PQ * "Pa * ij_Qa contains two factors "P which vanish on the 
set K, but x=py contains only one prime-factor different from p1, p2 , ••• , Pt· 

Therefore by lemma 2 (with k= 2) every second-order term "Pe * "Pa* ij_Qa 
must vanish for x=py. A similar reasoning shows that also the higher­
order terms in (7) must vanish for x=py. It follows 

r 

q(py) = ! ("PQ * ij_Q) (py). 
Q~l 

Now every divisor of y belongs to K; therefore 

("Pe * ij_Q) (py) = ! 'tjJQ(px1) iie(x2) 

= (fQ<P> * qQ) (y) (by the definition of fQ<P>). 

From this the assertion of our theorem follows immediately. 
Using the same kind of reasoning we find: 

Theorem l *. Let the conditions of theorem l be satisfied and let 
qea(u~, ... , u,) denote the second-order "partial derivatives" of the poly­
nomial q(u1, ... , u,) (defined by (l *)). Then 

r 

q(p2y) = ! Ue<p•) * qQ)(y) + ! (/Q(p) * fa<P> * qeaHY) 
e=l I<e<a<r 

and 
r 

q(pp'y) = ! (fQ (pp') * qQ)(y) + ! { (fQ (p) * fa(p') + fQ (p') * fa(Pl) * qQG} (y) • 
e=l I<e<a<r 
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for any y E S and for different irreducible elements p and p', both 
relatively prime to y. 

Moreover it is clear how one can proceed to find similar formulae for 
q(p3y) a.s.o. However, the results tend to become more and more com­
plicated. 

4. Algebraic dependence 

A set /1, f2, ••• , fr of arithmetic functions is called algebraically dependent 
over R' if there exists a non-trivial polynomial q(u1, U2, ••• , Ur) over R' 
such that the arithmetic function · 

q = q(/1, /2, ... , fr) 

vanishes identically on S. 
In the sequel let the ring R have the property, that for any non-zero 

element a also every multiple ma (m= 1, 2, ... ) does not vanish. Such a 
ring (e.g. an integral domain of characteristic zero) shall be called torsion­
free. 

Theorem 2. Let R be torsion-free. Let /1, /2, ... , fr be algebraically 
dependent over R'. Then there exist elements a1, a2, ... , ar in R, not all 
zero, such that the linear relation 

is satisfied by all prime-elements p in S except perhaps by finitely many. 

Proof. Let q(u1, u2, ••• , Ur) denote a non-trivial polynomial over R', 
such that q=q(ft, /2, ... , fr) = 0 on S and that moreover q(u1, ... , Ur) 
is of minimal total degree. Since R is torsion-free at least one of the 
partial derivatives qQ(u1, u2, ... , Ur) ¢:. 0, hence qQ=qtJ(/1, /2, ... , fr) ¢:. 0 on 
S. Consider all elements x of S with the property 

q11(x)-¥- 0 for some e in 1 < e< r. 

Select from these particular elements one with a minimal number of 
prime-factors 4). Let us denote such an element by y. We put 

(e= 1, 2, ... , r); 

then it is clear that not all a11 vanish in R. Moreover by the minimal 
condition for y 

(8) 
~ q11(x) = 0 for any x -¥- y which divides y 

~ and for (! = 1, 2, ... , r. 

4) The multiplicity of the factors is taken into account. 
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Finely, let p be a prime-element in S, not a divisor of y but otherwise 
arbitrarily chosen. Then by the formula of theorem 1 

where 

It follows 

T 

0 = q(py) = 2 Ue (p) * qe) (y), 

T 

e=l 

= fe(P) qe(Y) (by (8)) 

= aefe(p). 

2 aefe(P) = 0 
e=l 

for any prime p not a divisor of y. This proves our theorem. 

Corollary. Let /l(n), /2(n), ... , /r(n) denote ordinary arithmetic func­
tions with values in a commutative torsion-free ring R with unity. Let 
for any sequence {a1, a2, ... , ar} of elements from R, not all zero, there 
exist an infinity of natural primes p, such that 

1 

(9) 2 aefe(P) =I= 0. 
e=l 

Then fr, f2, ••• , fr are algebraically independent over R'. 

As an example take for R say the field of complex numbers and for 
fe(n) the functions le_ 1(n)=ne-l (e= 1, 2, ... , r) mentioned in the intro­
duction. Clearly, if a1, a2, ... , ar are arbitrarily chosen complex numbers, 
not all zero, then (9) is satisfied for all sufficiently large primes p and 
it follows that Io, h, ... , Ir-1 are algebraically independent. 

Translated into the theory of ordinary Dirichlet series this last result 
becomes: the series 

00 

2 n-s, 
n=l 

00 

2 n·n-s, ... , 
n=l 

00 

2 nr-1. n-s 
n=l 

are algebraically independent over the complex .numbers. It is not dif­
ficult to show that this is equivalent to the assertion that the Riemann 
zeta-function ~(s) does not satisfy any algebraic difference equation of 
the type F(s, ~(s), ~(s-1), ... , ~(s-r+1))=0, where F(uo, u1, 't£2, ••• , Ur) 
denotes a non-trivial polynomial with complex coefficients. OSTROWSKI 

[3] has shown that more generally the zeta-function does not satisfy an 
algebraic differential-difference equation. This more general result also 
follows from our corollary quite easily. Compare also the application of 
theorem 3 at the end of this paper. 

The same kind of reasoning which we used in the proof of theorem 2 
leads with the help of theorem 1 * to: 



163 

Theorem 2*. Let R be torsion-free. Let ft, /2, ... , fr be algebraically 
dependent over R'. Then there exist elements a(!, a(!11(1<e<a<r) of R, 
not all zero, such that the three linear relations 

r 

! a(!f(!(p) = 0 
(!=1 

• ! af!fe(P2) + ! aQI1ff!(p) fa(P) = 0 
(!=1 1~(!~11~· 

• ! af!ff!(pp') + ! ae11{/f!(p) / 11(p') + fe(p') f"(p)} = 0 
f!=1 1~e~"~' 

are simultaneously satisfied for all prime elements p, p' i= p in S, except 
for those of a certain finite set. 

5. Conjugated functions 

The next theorem has a more special character, but the result lies 
much deeper. We therefore need the following definition: 

Definition 2. We shall say that the arithmetic functions f~,/2, ... ,fr 
are conjugated if for arbitrarily chosen a~, a2, ••• , ar from R, but not all 
zero, there exists inS a semi-group F with a finite number of generators, 

• 
such that the condition ! aeff!(xo) = 0 for any xo E SfF implies 

(!=1 

/I(xo) = /2(xo) = ... = /r(xo) = 0. 

This is a very strong condition imposed on /I, ... , fr· If R contains at 
least one regular element it implies that if one of the functions vanishes, 
say for xo E S, then every function of the set vanishes for x = xo, except 
if Xo is chosen in a certain semi-group F 0 generated by a finite number 
of prime elements. 

If R is an integral domain, then one may obtain conjugated functions 
as follows. First take arithmetic functions g~, g2, ••• , gr which are linearly 
independent in the following strong sense: For arbitrarily chosen a~, a2, ••• , ar 
from R, not all zero, there are in S only a finite number of roots of the 
equation 

r 

! af!gf!(x) = 0. 
(!=1 

If now f represents an arbitrary arithmetic function, then the fe defined by 

/ 11(x) = gf!(x) · f(x) for all x E S (e=l,2, ... ,r) 

are conjugated. 
For example, if R is the field of complex numbers, let 
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be two increasing sequences of real numbers. Then for any ordinary 
arithmetic function f(n) the (r+ I)(t+ I) functions 

(IO) /qr(n) = n"~11 (log n)"..- f(n) (e=O, I, ... , r; T=O, I, ... , t) 

are conjugated. 5) 

Theorem 3. Let R be torsion-free. Let the conjugated arithmetic 
functions /1, f2, ••• , fr be algebraically dependent over R'. Then there 
exists in S a semi-group K with only a finite number of generators, so 
that every f11(x) vanishes identically outside K (e= I, 2, ... , r). 

Proof. Let q(u1, ... , u,.) be a non-trivial polynomial over R' of minimal 
degree such that q=q(/1, ... , fr) = 0 on S. Let qa(u1, ... , u,.) denote a 
partial derivative not vanishing identically in u1, ... , u,.. Then there exists 
some xES, so that qa(x)7~0 (qa denoting as usual qa(/1, ... , /r)). Let the 
different prime-divisors p1, p2, ... , Ph of x generate the semi-group H. 
The elements of H are ordered lexicographically, so that 

Pl < P2 < ... <Ph 

form an increasing sequence. Here the lexicographic order will always be 
denoted by the symbol <. Now a new order is imposed on the elements 
of H (we use the symbol ..:S to indicate this new order): 

If x1, x2 are two different elements of H, then put x1 ..:S x2 

a) if the total number of prime-factors (taking the multiplicity into 
account) of x1 is less than that of x2, 

b) if the numbers of prime-factors tally, but x1 <x2 in the lexicographic 
order. 

Then we are able to write all elements of H in an ascending sequence 

This sequence will be denoted in the sequel by 

(II) Yo= i, Yl = Plo y2, ... , Yt, .... 

From x1 ..:S x2 it follows clearly x1x ..:S x2x for any x E H. Applying this 
rule twice one obtains for X1, x2, xa, X4 from H: 

(I2) 

Consider all x E H with q11(x)#O for some e in the sequence e= I, 2, ... , r. 
This set is not vacuous since qa(x) # 0. Let 'fJ denote the element of this 
set which is smallest with respect to the order just defined. Because of 

5) The functional values of f11..- for n= 1 are not defined by (10) if ~ ... :;;;;:; 0. In 
these cases one can take arbitrary values for / 11..-(1). 

6) If x = i, then this sequence reduces to only one element i. The proof in this 
special case is a simplified version of the proof for the more general case given below. 
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the well-ordering 'YJ exists. Put ae def qe('YJ) (e= 1, 2, ... , r), so that the ae 
do not vanish simultaneously; moreover 

(13) qe(x) = 0 (e = 1, 2, ... , r) for any x -s 'YJ in H. 
In the sequel we shall need the function f(t) defined for t=O, 1, 2, ... 

by the relation 

(14) 'YJYt = Yt<t>• 

where the Yt are the elements of the sequence (ll). Clearly f(t) is an 
increasing function oft; for 'YJ=i we have f(t)=t. 

The functions /I, ... , fr are conjugated. Let F denote the semi-group 
r 

of definition 2 belonging to a1o ... , ar, so that ! aflf,Axo)=O for any 
e=l 

xo eSfF implies /l(xo)=/2(xo)= ... =fr(xo)=O. F has a finite number of 
generators, so has H. Let K be generated by the prime-factors in F and 
n H, so that K encloses both F and H. We shall show that our assertion 
holds for this semi-group K. Therefore we put 

(15) 
~ 0 if X E K 

"Pe(x) = ( fl}(x) if x E SfK' 

so that we have to prove that every "Pe(x) (e= 1, 2, ... , r) vanishes identi­
cally on S. 

Let 

be the factorization of an arbitrary element of S; n1, .•• , nz denoting 
prime-elements outside H. We shall call 

(16) 

the components of x0 , respectively in H and in SfH. Using the sequence 
( ll) one can also write 

where t0 is some integer > 0. 
Put M0 def m1 + m2 + ... + mn, the number of prime-factors of xo 

outside H. 
Clearly, "Pe(xo)=O for all xo with Mo=O and arbitrary to=O, 1, 2, ... , 

since then xo e H. We shall prove "Pe(xo) = 0 for all other x0 by means of 
induction. 

Suppose Mo>1 and suppose that we already have proved 'l'e(x)=O 
{Q= 1, 2, ... , r) for all 

with 

(li) P,1 + ... + t-tz < Mo, t .-;;;;/(to) 
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and for all x with 

(18) /kl + ... + /kl = Mo, t < to 7). 

Then we shall show that these hypotheses imply '1/'e(xo) = 0. (In a t- M 
diagram this means that if our assertion is true for all lattice points (t, M) 
in the rectangle O,;;;t,;;;f(to), O,;;;M ,;;;Mo-l, and also for lattice points with 
O,;;;t<to, M =1Yf0, then the assertion is also true for the point (to, M 0 ).) 

In this way we can prove our assertion for an arbitrarily chosen element 
x0 in a finite number of steps. For the usual inductive procedure see the 
remark at the end of this proof. 

By Taylor's formula in the form (7) 

r 

0 = q(xo1')) = q(xo1')) + L ('ll'e*qe){Xo1]) + L ('1/'e*'ll'a*qea) (Xo1')) + ···, 
e=l I<e~a<r 

where q=q(rpb ... , rpr), a.s.o. 
We treat the terms of different orders separately. If xo E K, then 

'll'e(x0) = 0 (e = l, 2, ... , r) by the definition of the 'll'e; hence in the sequel 
let xo E SfK. Then q(xo1')) = 0 by the corollary of lemma l. 

:N"ow consider an arbitrary second-order term in Taylor's formula: 

L 'll'e(x!) '!l'a(x2) qea(xa). 
X1X2x3=Xo1J 

Taking the components in H and in SfH of x1x2x3 separately (compare 
(16)) we get 

If x1" should have the same number of prime-factors as x0", then 
x2" =i, X2 E H and therefore 'll'a(x2) = 0. Therefore we may suppose that 
x1" (and similarly x2") have less prime-factors than x0". Then x1 has the 
form 

with /kl + ... + /kl < M o; moreover Yu = x1' is a divisor of xo'1] = 1JYto = Yf(to) 

(by ( 14)); it follows that u,;;;;; f(t0). Hence by the induction hypothesis 
(17) we have 'll'e(xl)=O fore= l, 2, ... , r. Thus we see that every second­
order term in Taylor's formula vanishes. 

By the same method we prove that also the terms of the third and 
higher order cancel. Therefore Taylor's formula reduces to 

r 

(19) L ('1/'e * qe) (Xo1]) = 0. 
e~l 

Any term can be written 

L '1/'e(xl) qe(x2). 
X1X2=Xo1J 

7 ) In the case to = 0, this hypothesis has to be cancelled. 



167 

We may suppose that X2 E H; for otherwise x2 should contain at least 
one prime-factor from the sequence :nt, :n2, ... , nt at the expense of Xt, 
so that x1 should have less prime-factors of this type than x0 • By a 
similar reasoning as above we then find "Pe(xt) = 0, so that the term 
vanishes. Hence X2 E H, x2 E K and thus q11(x2) = q11(x2) by lemma 3. 

From XtX2=Xo1'] we have, taking the components in H and in SjH, 

(20) 

so that Xt must have the form 

We distinguish three cases: 

1) X2 ...g 'YJ, then q11(x2)=0 by (13), 

2) 'YJ ...g x2, then Xt' ...g xo', for otherwise xo' ...g Xt' and therefore 
-

'Y}Xo' ...g x1'x2 by (12), but. this contradicts (20). Hence Xt' ...g xo' or 
Yt ...g Yt0 , so that t<to. From the induction hypothesis (18) it follows 
VJ11(xt) =0. · 

Hence in the cases 1) and 2) the corresponding terms vanish and we 
only have to consider 

3) X2='Y}, then Xt=Xo, which gives the contribution VJ11(xo) qe('YJ)=ae"Pe(xo) 
to (19). It follows 

r 

! ae "Pe(xo) = 0. 
e=l 

Now xo E S / K and therefore 

r 

! a 11 / 11(xo) = 0. 
e=l 

Since xo ESjF and ft, /2, ... , fr are conjugated, we find f11(xo)=0, hence 
"Pe(xo) = 0 for e = 1, 2, ... , r. The proof is complete. 

Remark. We could have used the usual induction procedure by 
introducing the "height" h(x)=h(t, M) for any element 

as follows: 

Let f(t) denote the function defined in (14), put f<O>(t) = t, f<I>(t) = f(t), f<2>(t) 
the iterated function f{f(t)}, •.. , f<M>(t) = f<M-1>{f(t)}, •. .. Then define 
h(x)=h(t, M) for t=O, 1, ... , M =0, 1, ... by 

) 
0 if M =0, t=O, 1, ... 

h(t M) = M-1 
' M + ! f<k>(t) if M;;;.I, t=O, 1, ... 

k=O 

For h(xo) = 0 the assertion VJ11(xo) = O(e = 1, 2, ... , r) is trivial. For h(xo) > 1 
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we prove the assertion by induction with respect to h(xo), using the 
formulae 

h(t-1, M) <h(t, M) for t= 1, 2, ... ; M = 1, 2, .. . 

h(f(t), M -1) <h(t, M) for t=O, 1, ... ; M = 1, 2, ... . 

In this way, however, the proof becomes somewhat more artificial. 
As an application of theorem 3 take for R the field of complex numbers 

and instead of /1, ... , fr the conjugated ordinary arithmetic functions 

f(!,(n) = nYI} (log n)6T f(n) (e = 0, 1, ... , r, -r= 0, 1, ... , t) 

from (10). If these (r+ 1) (t+ 1) functions are algebraically dependent over 
the complex field, then from our theorem it follows that f(n) must vanish 
for all n if we exclude a set of positive integers, generated by finitely many 
primes. 

If we translate this result into the theory of Dirichlet series, then we 
can easily deduce from this the following well-known result of OSTROWSKI 

[3, p. 242]: 
If the Dirichlet series 

00 

(21) L f(n) n-s 
n~l 

converges in some half-plane and represents there a regular analytic 
function y(s) satisfying a non-trivial algebraic differential-difference 
equation 

F(s, y''>(s- y(})) = 0 B), 

then f(n) must vanish for all n except for the n generated by a finite 
number of certain primes. 

Mathematisch Instituut 
Universiteit van Amsterdam 

8 ) Here the left-hand member represents a polynomial with real or complex 
coefficients in s and y''> (s- yf!) (e = 0, 1, ... , r, T = 0, 1, ... , t). One has to use 
a lemma of Ostrowski that if y(s) satisfies an algebraic equation of this kind it also 
satisfies such an equation in which s does not occur explicitly. 
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