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Abstract

We define the isoperimetric constant for any locally finite metric space and we study the property of having isoperimetric constant equal to zero. This property, called Small Neighborhood property, clearly extends amenability to any locally finite space. Therefore, we start making a comparison between this property and other notions of amenability for locally finite metric spaces that have been proposed by Gromov, Lafontaine and Pansu, by Ceccherini-Silberstein, Grigorchuk and de la Harpe and by Block and Weinberger. We discuss possible applications of the property SN in the study of embedding a metric space into another one. In particular, we propose three results: we prove that a certain class of metric graphs that are isometrically embeddable into Hilbert spaces must have the property SN. We also show, by a simple example, that this result is not true replacing property SN with amenability. As a second result, we prove that many spaces with uniform bounded geometry having a bi-lipschitz embedding into Euclidean spaces must have the property SN. Finally, we prove a Bourgain-like theorem for metric trees: a metric tree with uniform bounded geometry and without property SN does not have bi-lipschitz embeddings into finite-dimensional Hilbert spaces.
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1. Introduction

The isoperimetric constant of an infinite locally finite connected graph is a well-studied and useful invariant of the graph. Among other applications, it is used as a test to see
whether or not a graph can have bi-lipschitz embeddings into a Hilbert space. In fact, it follows by a famous theorem of Benjamini and Schramm (see [4, Theorem 1.5]) and by one of Bourgain (see [6, Theorem 1]) that if an infinite locally finite connected graph of bounded degree has a bi-lipschitz embedding into a Hilbert space, then its isoperimetric constant must be equal to zero.

In recent years, people are getting interested in embeddings of locally finite metric spaces (not necessarily graphs) into Hilbert spaces, motivated by two breakthrough papers, one by Linial et al. [21], and one by Guoliang Yu [26], that put in relation the theory of embedding general locally finite metric spaces into Hilbert spaces with important problems in Theoretical Computer Science and \( K \)-theory of \( C^* \)-algebras. Therefore, it would be important to have some generalization of the isoperimetric constant that is capable to give information about the possibility to embed a locally finite metric space into a Hilbert space.

The aim of this paper is indeed to introduce a definition of an isoperimetric constant and prove some results showing that the property of having positive isoperimetric constant is often an obstacle for the existence of certain embeddings into Hilbert spaces.

The structure of the paper is as follows:

- In Section 2 we define the isoperimetric constant of a locally finite metric space. We say that a locally finite metric space has property SN if its isoperimetric constant is equal to zero. We observe that the property SN extends to locally finite metric spaces the notion of amenability of a finitely generated group.
- In Section 3 we make a comparison between the property SN and the other notions of amenability that have been proposed in the past for spaces that are more general than Cayley graphs of finitely generated groups (see Propositions 3.4 and 3.5).
- Section 4 is the main section of the paper. Here we prove some results concerning the application of the property SN as a test to check the existence of certain embeddings into Hilbert spaces. We prove that for a certain class of metric graphs, isometric embeddability into Hilbert spaces implies property SN (see Theorem 4.3). We show, by a simple example, that the same result is not true replacing property SN with amenability. We prove that for a certain class of locally finite metric spaces, the existence of a bi-lipschitz embedding into a finite-dimensional Euclidean space implies property SN (see Theorem 4.7). Finally, we prove the following Bourgain-like theorem: an infinite metric tree with uniform bounded geometry and without property SN has no bi-lipschitz embeddings into finite-dimensional Hilbert spaces (see Theorem 4.9).
- In Section 5 we start the study of the relations among another invariant and the growth rate of a finitely generated group. We conclude stating a problem of our interest that seems to be open (see Problem 5.5).

2. The isoperimetric constant of a locally finite space

Let \( X = (V, E) \) be an infinite locally finite connected graph. There are many different ways to define the isoperimetric constant of \( X \). The following appeared in a paper by

\[\text{The formal definition will be given later. Roughly speaking, we consider connected graphs such that every edge is labeled with a positive real number in such a way to induce a metric on the graph that is additive only along shortest paths.}\]
McMullen (see [22]), but also more recently in [4,9,11]. The isoperimetric constant of $X$ is

$$\iota_1(X) = \inf \left\{ \frac{|dB_1(A)|}{|A|} : A \subseteq V \text{ is finite and non-empty} \right\} \tag{1}$$

where $dB_1(A)$ is the set of vertices at distance 1 from $A$ (the distance is clearly the shortest-path distance).

Our idea to extend the isoperimetric constant to any locally finite metric space\(^2\) is simple: as the isoperimetric constant of a graph, as defined above, is computed by making a comparison between the number of vertices in $A$ and the number of vertices that can be reached from $A$ by making one step, we define a number by making a comparison between the number of points in $A$ and the number of points that can be reached from $A$ in $k$ steps, where the notion of step is defined in terms of nearest points.

**Definition 2.1.** Let $P \subseteq [0, \infty)$, with $0 \in P$. A complete chain in $P$ is a finite subset $p_1, p_2, \ldots, p_n$ of $P$ such that

1. $p_1 = 0$
2. $p_i < p_j$, for all $i < j$
3. if $p \in P$ is such that $p_i \leq p \leq p_{i+1}$, then either $p = p_i$, or $p = p_{i+1}$.

**Definition 2.2.** Let $(X, d)$ be a metric space, let $A$ be a bounded subset of $X$ and let $k$ be a nonnegative integer. The discrete $k$-neighborhood of $A$, denoted by $dN_k(A)$, is the set of elements $x \in X$ such that there is a finite sequence $x_0, x_1, \ldots, x_l = x$ in $X$ such that

1. $x_0 \in A$
2. $l \leq k$
3. The $x_i$’s are ordered in such a way that
   $$0 = d(x_0, A) < d(x_1, A) < d(x_2, A) < \cdots < d(x_l, A)$$
   and this is a complete chain inside $P = \{d(y, A), y \in X\}$.

**Definition 2.3.** The discrete $k$-boundary of a bounded subset $A$ of $X$ is $dB_k(A) = dN_k(A) \setminus A$.

Roughly speaking, $dB_k(A)$ is the set of points that can be reached from $A$ in $k$ steps.

**Definition 2.4.** The isoperimetric constant of a locally finite metric space $X$ is

$$\iota(X) = \sup_{k \geq 1} \inf \left\{ \frac{|dB_k(A)|}{|A|} : A \subseteq X, 0 < |A| < \infty \right\} \tag{2}$$

If $X$ is the Cayley graph of a finitely generated group, one can easily prove that $dB_k(A) = \{x \in X : 0 < d(x, A) \leq k\}$, where $d$ is the shortest-path metric on $X$. This implies, by standard arguments, that, for Cayley graphs, $\iota(X) = 0$ if and only if $\iota_1(X) = 0$. Furthermore, it is a simple exercise to show that a finitely generated group is amenable if and only if its isoperimetric constant (with respect to any finite symmetric generating set) is equal to zero. Therefore the following easy proposition holds.

\(^2\) Recall that a metric space is called locally finite if every bounded set is finite.
Proposition 2.5. Let $X$ be the Cayley graph of a finitely generated group $G$ with respect to any fixed symmetric generating set. Then $G$ is amenable if and only if $\iota(X) = 0$.

Definition 2.6. A locally finite metric space $(X, d)$ is said to have the Small Neighborhood property, property SN, if $\iota(X) = 0$.

3. Relations between amenability and property SN

As observed in Proposition 2.5, the property SN extends the notion of amenability to any locally finite metric space. This section is devoted to the investigation of the relations between property SN and the other notions of amenability that have been proposed in the past for locally finite metric space. This section is also the occasion to recall some definitions that will be useful in the sequel.

Fix the following notation: if $(X, d)$ is a metric space, $A \subseteq X$, $\alpha \in \mathbb{R}_{>0}$, we denote by $cN_\alpha(A) = \{ x \in X : d(x, A) \leq \alpha \}$ and by $cB_\alpha(A) = cN_\alpha(A) \setminus A$.

The first definition of amenability (Definition 3.1) is taken from [9] and it is equivalent to a previous condition discovered in [14, Lemma 6.17]. The proof of the equivalence can be found in [9, Theorem 32], that gives also many other equivalent definitions. See also Theorem 4.9.2 in [8] for an easier presentation that does not use the technical definition of a pseudo-group of transformations.

Definition 3.1. A locally finite metric space is said to be amenable if for all $k \geq 0$, there is a finite and non-empty subset $A$ of $X$ such that $|cN_k(A)| < 2|A|$.

The second notion of amenability, proposed by Block and Weinberger (see [5, Section 3]), is a bit more technical.

Definition 3.2. A metric space $(X, d)$ is said to have coarse bounded geometry if it admits a quasi-lattice; namely, there is $\Gamma \subseteq X$ such that

1. There exists $\alpha > 0$ such that $cN_\alpha(\Gamma) = X$,
2. For all $r > 0$ there exists $K_r > 0$ such that, for all $x \in X$,
   \[
   |\Gamma \cap B_r(x)| \leq K_r
   \]
   where $B_r(x)$ stands for the open ball of radius $r$ about $x$.

Definition 3.3. A metric space $(X, d)$ with coarse bounded geometry, given by the quasi-lattice $\Gamma$, is said to be amenable if for all $r, \delta > 0$, there exists a finite subset $U$ of $\Gamma$ such that

\[
\frac{|\partial_r U|}{|U|} < \delta
\]

where $\partial_r U = \{ x \in \Gamma : d(x, U) < r, d(x, \Gamma \setminus U) < r \}$.

The natural question is about the possible logic implications among these two notions of amenability and the property SN. The following discussion gives an almost complete summary of the situation.
Let us start from comparing Definitions 3.1 and 3.3. Remark 42 in [9] contains almost everything and we want to make formal that argument. First of all, the fact that there are locally finite metric spaces that do not have coarse bounded geometry and, conversely, there are spaces with coarse bounded geometry that are not locally finite, forces to consider the problem in the restricted class of locally finite spaces with coarse bounded geometry. We have the following result:

**Proposition 3.4.** Let $(X, d)$ be a locally finite metric space with coarse bounded geometry. It is amenable in the sense of Definition 3.1 if and only if it is amenable in the sense of Definition 3.3.

**Proof.** Let $\Gamma \subseteq X$ be a quasi-lattice. By definition of a quasi-lattice, $X$ is quasi-isometric to $\Gamma$. Since amenability in the sense of Definition 3.1 is invariant under quasi-isometries (see [9, Proposition 38]), we can restrict our attention on $\Gamma$. So we need to prove that the Følner condition on $\Gamma$ in Eq. (4) is equivalent to the condition on $\Gamma$ in Definition 3.1. This is a pretty standard argument that we can summarize as follows. First of all, we observe that amenability in the sense of Definition 3.1 for $\Gamma$ is equivalent to require that for all $k \in \mathbb{N}$ and for all $\varepsilon > 0$ there is a finite non-empty subset $A$ of $\Gamma$ such that $|cN_k(A)| < (1 + \varepsilon)|A|$. One implication is indeed trivial; conversely, suppose that for all $k$ there is $A$ such that $|cN_k(A)| < 2|A|$ and assume by contradiction that there are $\bar{k}$ and $\varepsilon$ such that for all $A$ one has $|cN_{\bar{k}}(A)| \geq (1 + \varepsilon)|A|$. Define $\bar{K} = \bar{k}n$, where $n$ is a positive integer such that $(1 + \varepsilon)^n \geq 2$. One gets $|cN_{\bar{K}}(A)| \geq 2|A|$, for all $A$, contradicting the hypothesis. Therefore, it remains to prove that the statement

$$\forall k, \forall \varepsilon, \exists A \subseteq \Gamma : |cN_k(A)| < (1 + \varepsilon)|A| \quad (5)$$

is equivalent to Block–Weinberger’s definition of amenability for $\Gamma$. Also in this case one implication is trivial and let us prove only that the condition in Statement (5) implies Block–Weinberger’s amenability. Let $k \in \mathbb{N}, \delta > 0$. By Condition (5), there is a finite subset $A$ of $\Gamma$ such that $|cN_{2k}(A)| < (1 + \delta)|A|$. Set $U = cN_k(A)$ and let us prove that it gives Block–Weinberger’s amenability. Indeed, first observe that $\partial_k U = cB_{2k}(A)$. Therefore,

$$\frac{|\partial_k U|}{|U|} = \frac{|cB_{2k}(A)|}{|A|} \cdot \frac{|A|}{|cN_k(A)|} < \delta \cdot 1 = \delta$$

as required. □

About the relation between Property SN and amenability in the sense of Definition 3.1 we can give the following.

**Proposition 3.5.** If $X = (V, E)$ is a locally finite connected graph, then it has the property SN if and only if it is amenable in the sense of Definition 3.1.

---

3 For instance, attach over any natural number $n$ a set $A_n$ with $n$ elements and define the metric to be 1 between points in the same $A_n$ and $n + m$ between a point in $A_n$ and one in $A_m$, with $n \neq m$. 

Proof. By Proposition 4.3 in [11] a locally finite connected graph is amenable if and only if
\[ \sup_{k \geq 1} \inf_{A \subseteq X, 0 < |A| < \infty} \left\{ \frac{|cB_k(A)|}{|A|} : A \subseteq X, 0 < |A| < \infty \right\} = 0. \]

By the observation right after our Definition 2.4, for locally finite connected graphs one has \( cB_k(A) = dB_k(A) \) and therefore \( X \) is amenable if and only if \( \iota(X) = 0. \)

For general locally finite metric spaces, property SN and amenability behave quite differently. The following example shows the existence of non-amenable locally finite metric spaces having the property SN.

Example 3.6. Let
\[ X = \left\{ x_n = \sum_{k=1}^{n} \frac{1}{k} : n \geq 1 \right\} \]
with the metric induced by \( \mathbb{R} \). This space is certainly locally finite. It is straightforward to show that it has the property SN. Indeed, the sequence of finite subsets \( A_n = \{ x_1, \ldots, x_n \} \) have the property that \( dN_k(A_n) = A_{n+k} \) and therefore \( \iota(X) = 0. \) On the other hand this space is not amenable in the sense of Ceccherini-Silberstein, Grigorchuk and de la Harpe. Indeed, we now show that \( |cN_1(A)| \geq 2|A| \), for all \( A \). Let \( |A| = k \) and let \( n_A \) be the maximum index \( n \) such that \( x_n \in A \); thus, \( n_A \geq k \). This simple observation implies that
\[ \frac{1}{n_A + 1} + \frac{1}{n_A + 2} + \cdots + \frac{1}{n_A + k} \leq 1 \]
therefore \( x_{n_A+1}, \ldots, x_{n_A+k} \in cN_1(A) \setminus A \), that shows that \( |cN_1(A)| \geq 2k \).

4. The property SN as a test for embeddings into Hilbert spaces

In this section we want to present some applications of the property SN. The spirit of this section is to prove that in many cases the property SN can be used as a test to check the existence of certain embeddings into Hilbert spaces; namely, the lack of the property SN is often an obstruction to the existence of certain embeddings into Hilbert spaces. In fact, the theory of embedding (isometrically, quasi-isometrically, bilipschitzly, . . .) a locally finite metric space into a well-understood metric space, as a Banach space or a Hilbert space, has a long and interesting story all over the 20th century and still alive, after the breakthrough papers by Linial et al. [21] and Guoliang Yu [26] showing unexpected interplay between this theory, Computer Science and K-theory of \( C^* \)-algebras. In this context it is important to have properties that obstacle the existence of such embeddings, to be used as a test. We believe that the lack of property SN can be an obstruction for the existence of bi-lipschitz embeddings of metric spaces into Hilbert spaces, as well as the lack of amenability is an obstruction to the existence of bi-lipschitz embeddings of a graph into a Hilbert space. In fact, a famous result of Benjamini and Schramm (see [4, Theorem 1.5]) says that a locally finite connected graph of bounded degree with positive isoperimetric constant contains a tree with positive isoperimetric constant such that the inclusion map is a bi-lipschitz embedding. It is now a classical result of Bourgain (see [6, Theorem 1]) that such trees do
not have bi-lipschitz embeddings into Hilbert spaces. In this sense, the lack of amenability is an obstruction to the existence of bi-lipschitz embeddings into Hilbert spaces. Observe that if we try to have a similar result for locally finite metric spaces that are not necessarily graphs, we encounter some problems. e.g., the space of Example 3.6 is not amenable in the sense of Definition 3.1, but it is isometrically embedded into a Hilbert space.

We believe that, in order to find such an obstruction, one should replace amenability with property SN. In this section we prove some results in this direction. The first one concerns isometric embeddings into Hilbert spaces. Later we will be able to give some results about bi-lipschitz embeddings, but we will be forced to restrict the target space considering only finite-dimensional Hilbert spaces.

With the following definition, we generalize the notion of metric tree proposed by Ghys and de la Harpe in [12, pp. 27–28].

Let $X = (V, E)$ be a connected simple graph (i.e. without loops and multiple edges) of bounded degree such that every edge $xy$ is labeled with a positive real number denoted by $d(x, y)$. We also require the following two compatibility properties:

1. If $x_0, x_1, \ldots, x_{n-1}, x_n$ and $y_0, y_1, \ldots, y_{m-1}, y_m$ are shortest paths in the unlabeled graph connecting the same points (i.e. $x_0 = y_0$ and $x_n = y_n$), then
   $$\sum_{i=1}^{n} d(x_{i-1}, x_i) = \sum_{i=1}^{n} d(y_{i-1}, y_i).$$

2. If $x_0, x_1, \ldots, x_{n-1}, x_n$ is a shortest path in the unlabeled graph connecting $x$ to $y$ and $y_0, y_1, \ldots, y_{m-1}, y_m$, with $m > n$, is another path connecting $x$ to $y$, then
   $$\sum_{i=1}^{n} d(x_{i-1}, x_i) < \sum_{i=1}^{m} d(y_{i-1}, y_i).$$

It is clear that one can define a metric on the set of vertices just adding the various weights encountered along a shortest path. Conditions (6) and (7) gives some compatibility between the metric and the underlying graph structure: the metric is additive only along shortest paths. If the underlying graph is a tree labeled with positive real numbers, then we obtain metric trees in the sense of Ghys and de la Harpe and our additional properties are automatically satisfied.

**Definition 4.1.** A tripod is a graph given by a vertex $v \in V$ with three neighbors $v_1, v_2, v_3$ such that there is no connection between the $v_i$’s. A semi-tripod is a graph given by a vertex $v$ with three neighbors $v_1, v_2, v_3$ such that there is at most one connection between the $v_i$’s. A metric tripod (resp. metric semi-tripod) is a tripod (resp. semi-tripod) equipped with positive weights verifying the compatibility properties in (6) and (7).

**Lemma 4.2.** Metric tripods and metric semi-tripods cannot be isometrically embedded into a Hilbert space.

**Proof.** We prove that semi-tripods are not isometrically embeddable into a Hilbert space. The proof for tripods is even simpler. Let us suppose that $v_1$ and $v_2$ are connected and let $\beta$ be their distance. Let us denote by $\alpha_i = d(v, v_i)$. By the definition of the metric, we
have \( d(v_2, v_3) = \alpha_2 + \alpha_3 \) and \( d(v_1, v_3) = \alpha_1 + \alpha_3 \). Suppose, by contradiction, that the semi-tripod is isometrically embedded into a Hilbert space. Since in a Hilbert space, the metric is additive only along lines, it follows that \( v_1, v, v_2, v_3 \) belong to the same line and therefore \( \beta = |\alpha_1 - \alpha_2| \). Suppose, for instance, \( \alpha_2 \geq \alpha_1 \), then one would have that the path \( v_3, v, v_1, v_2 \) has length \( \alpha_3 + \alpha_1 + \alpha_2 - \alpha_1 = \alpha_3 + \alpha_2 \) which is the same as the length of the path \( v_3, v, v_2 \). This contradicts the compatibility axiom in (7). \( \Box \)

**Theorem 4.3.** Let \( X \) be a metric graph verifying (6), (7) and such that the resulting metric is locally finite. If \( X \) embeds isometrically into a Hilbert space, then it has the property SN.

**Proof.** By Lemma 4.2, it suffices to show that a graph without SN contains tripods or semi-tripods. Denote by \( X^u = (V, E^u) \) the underlying connected graph; i.e. the connected graph obtained by taking out the labels from \( X \). Let \( d_u \) be the shortest-path distance on \( X^u \). Given \( A \subseteq V \) and \( k \geq 1 \), let \( cN_k(A) = \{ v \in V : d_u(v, A) \leq k \} \) and \( cB_k(A) = cN_k(A) \setminus A \). We first show that for all finite subsets \( A \) of \( X \) and for all \( k \geq 1 \), one has \( dB_k(A) \subseteq cB_k(A) \) (notice that \( dB_k \) refers to \( d \) and \( cB_k \) refers to \( d_u \)). Indeed, let \( v \in dB_k(A) \) and let \( v_0, v_1, \ldots, v_l \) be such that \( v_0 \in A \), \( v_l = v \), \( l \leq k \) and

\[
0 = d(v_0, A) < d(v_1, A) < \cdots < d(v_l, A)
\]

is a complete chain in \( P = \{ d(v, A) : v \in V \} \). Now, let \( \gamma \) be a shortest path in \( X^u \) connecting \( v_l \) to \( A \) and let \( k' \leq k \) be its length. We have to prove that \( k' \leq k \). Let \( w_0, w_1, \ldots, w_{k'} \), with \( w_{k'} = v_l = v \), be the vertices encountered along this shortest path. We will now show that

\[
0 = d(w_0, A) < d(w_1, A) < \cdots < d(w_{k'}, A).
\]

By contradiction, suppose that there is \( i \) such that \( d(w_i, A) \leq d(w_{i-1}, A) \). By definition of the metric \( d \), which is just the sum of the various edges encountered along a shortest path, and by the compatibility axioms (6) and (7) a shortest path connecting \( w_i \) to \( A \) must have length strictly less than \( i \). This contradicts the fact that \( \gamma \) is a shortest path.

Now, there are \( k' + 1 \) numbers appearing in (9) and, moreover, the first one and the last one equal respectively the first one and the last one in (8). The numbers appearing in (8) form a complete chain and this implies that the numbers appearing in (9) must be less; i.e. \( k' + 1 \leq k + 1 \), as required.

Now, we have assumed that \( X \) does not have the property SN and therefore, there is \( k \geq 1 \), such that

\[
\inf \left\{ \frac{|dB_k(A)|}{|A|} : A \subseteq V, 0 < |A| < \infty \right\} > 0.
\]

Now, by the previous step, we know that \( dB_k(A) \subseteq cB_k(A) \) and therefore the unlabeled graph \( X^u \) has positive \( k \)-isoperimetric constant

\[
\iota_k(X^u) = \inf \left\{ \frac{|cB_k(A)|}{|A|} : A \subseteq V, 0 < |A| < \infty \right\} > 0.
\]

Now, \( X^u \) has bounded degree and therefore, by a standard argument, also its isoperimetric constant is positive. It now suffices to show that any connected graph with positive
isoperimetric constant contains a tripod or a semi-tripod. Let \( v_0 \) be a fixed vertex in \( X^u \) and consider the sets \( A_n = dB_n(v_0) \). Since the isoperimetric constant is positive, there are \( n \geq 2 \) and \( v \in dB_n(v_0) \) such that \( v \) is connected to at least two vertices \( v_1, v_2 \) in \( dB_{n+1}(v_0) \). By construction \( v \) is also connected to some \( v_3 \in dB_{n-1}(v_0) \). Now, \( v_1 \) and \( v_2 \) cannot be connected to \( v_3 \), otherwise they would belong to \( dB_n(v_0) \). Therefore, we have found a tripod or semi-tripod \( C = \{v, v_1, v_2, v_3\} \).

Observe that this proposition would have been false replacing the property SN with amenability in the sense of Definition 3.1, as Example 3.6 shows.

Now we want to prove two results concerning bi-lipschitz embeddings into finite-dimensional Hilbert spaces.

**Definition 4.4.** A locally finite metric space \((X, d)\) is said to have uniform bounded geometry if there is a constant \(C > 0\) such that for all \( r > 0 \) and for all \( x, y \in X \) one has

\[
\frac{|B(x, r)|}{|B(y, r)|} \leq C
\]  

(10)

where \( B(x, r) \) stands for the closed ball of radius \( r \) about \( x \).

We recall that a locally finite metric space \( X \) is said to have bounded geometry if for all \( r > 0 \), there is a constant \( C_r \) such that for all \( x \in X \), one has \( |B(x, r)| \leq C_r \). It is then clear that a space with uniform bounded geometry has also bounded geometry. The converse is not true: if a space has bounded geometry, the ratio appearing in (10) can be bounded, but the constant will depend on \( r \).

We will use uniform bounded geometry mainly through the following simple lemma.

**Lemma 4.5.** Let \( X \) be an infinite locally finite metric space with uniform bounded geometry. Suppose that there are a sequence of points \( x_n \in X \), a sequence of radii \( r_n > 0 \) and a constant \( M > 0 \) such that \( |B(x_n, r_n)| \leq M \), for all \( n \). Then \( \limsup_{n \to \infty} r_n < \infty \).

**Proof.** Suppose, by contradiction, that \( \limsup_{n \to \infty} r_n = \infty \). Fix arbitrarily \( x \in X \) and \( r > 0 \). Let \( n \) such that \( r_n \geq r \). Since \( X \) has uniform bounded geometry, one has

\[
\frac{|B(x, r)|}{|B(x_n, r_n)|} \leq \frac{|B(x, r_n)|}{|B(x_n, r_n)|} \leq C
\]

therefore \( |B(x, r)| \leq CM \), where the constants \( C \) and \( M \) are universal. This means that the space is bounded and therefore it is finite. \( \square \)

Let \( x \in X \), denote by

\[
\Gamma^x = \{r > 0 : |B(x, r)| > |B(x, s)|, \text{ for all } s < r\}.
\]

(11)

Roughly speaking, \( \Gamma^x \) is the set of radii such that the corresponding ball about \( x \) gets bigger. Since \((X, d)\) is locally finite, the set \( \Gamma^x \) is countable and its elements can be listed in increasing order; i.e. we can write \( \Gamma^x = \{r^x_1, r^x_2, \ldots\} \), where \( r^x_n < r^x_{n+1} \), for all \( n \).
Definition 4.6. The space $(X, d)$ is said to have polynomial increment at point $x$ if there is $C > 0$ such that

$$r_n^x \leq n^C$$

for all $n$.

Theorem 4.7. Let $(X, d)$ be a locally finite space with uniform bounded geometry and polynomial increment in at least one point $x$. If $(X, d)$ has a bi-lipschitz embedding into a finite-dimensional Hilbert space, then it has the property SN.

Proof. Suppose, by contradiction, that $(X, d)$ has a bi-lipschitz embedding into a finite-dimensional Hilbert space and does not have the property SN. Denote by $B_n$ the closed ball of radius $r_n^x$ about $x$. Since $(X, d)$ does not have the property SN, there is $k \geq 1$ such that

$$\inf \left\{ \frac{|dN_k(B_n)|}{|B_n|} : n \in \mathbb{N} \right\} > 1. \quad (12)$$

Let $\varepsilon > 0$ such that $|dN_k(B_n)| \geq (1 + \varepsilon)|B_n|$, for all $n$. Let us observe explicitly two simple facts:

1. $dN_k(B_n) = B_{n+k}$. This follows basically by definition of complete chain and of the numbers $r_n^x$.
2. For $r \in \mathbb{N}$, denote by $I_r^x = I^x \cap [2^r, 2^{r+1}]$. Then one has $\limsup_{r \to \infty} |I_r^x| = \infty$.

This follows from the fact that the sequence $r_n^x$ has polynomial increment, while the intervals $[2^r, 2^{r+1}]$ have exponential increment.

The first observation allows the following chain of inequality:

$$|B(x, 2^{r+1})| = |dN_k(B(x, 2^{r+1} - \alpha_1))| \geq (1 + \varepsilon)|B(x, 2^{r+1} - \alpha_1)| \geq \cdots \geq (1 + \varepsilon)^s |B(x, 2^r)| \quad (13)$$

where the $\alpha_i$’s are chosen in the obvious way, according with the first remark above. Observe that $s$ depends on $r$ but, from the second of the previous observations, can be made arbitrarily big with $r$. Now $X$ has uniform bounded geometry and then it has also bounded geometry and therefore, the following number is well-defined: $K_r = \max\{|B(x, 2^t)| : x \in X\}$. Since the space has uniform bounded geometry, we have $|B(x, 2^t)| \geq C^{-1} K_r$, for all $x$, and therefore, using (13) we have

$$|B(x, 2^{r+1})| \geq (1 + \varepsilon)^s C^{-1} K_r \quad (14)$$

where it is important to keep in mind that $s$ can be made arbitrarily big with $r$. We want to show that this is a contradiction. Indeed, it is well-known that if a metric space $(X, d)$ has a bi-lipschitz embedding into a finite-dimensional Hilbert space, then $X$ has the property that there is a universal constant $L$ such that every ball of radius $2t$ can be covered by $L$ balls of radius $t$ (for a proof see, for instance, Lemma 2.1. in [19]). Applying this property with $t = 2^r$ and majorizing the cardinality of each ball of radius $2^r$ with $K_r$, one has $|B(x, 2^{r+1})| \leq L K_r$, where $L$ does not depend on $r$. This contradicts (14). \qed
Now we use the proof of Theorem 4.7 to prove a Bourgain-like theorem for metric trees. Indeed, Bourgain’s theorem says that a tree with positive isoperimetric constant does not have any bi-lipschitz embedding into a Hilbert space. It is then natural to ask the following question: is it true that a metric tree without property SN \(^4\) does not have any bi-lipschitz embedding into Hilbert spaces? In this generality, the answer is negative. Indeed, the 2-regular rooted tree with weights 10\(^k\), where \(k\) denotes the number of edge that one needs to reach the root, does not have the property SN and does have a bi-lipschitz embedding into a Hilbert space, as follows by [20, Theorem 1.1]. The question becomes more interesting if we add the hypothesis that the metric tree has uniform bounded geometry.

**Problem 4.8.** Let \(T\) be an infinite metric tree with uniform bounded geometry and without property SN. Is it true that it does not have any bi-lipschitz embedding into a Hilbert space?

A positive answer would be a cute generalization of Bourgain’s theorem. We now give a positive answer in the case when only embeddings into finite-dimensional Hilbert spaces are allowed.

**Theorem 4.9.** Let \(T\) be an infinite metric tree with uniform bounded geometry and without property SN. Then \(T\) does not admit any bi-lipschitz embedding into a finite dimensional Euclidean space.

**Proof.** By the proof of Theorem 4.7, it suffices to show that there is a vertex \(x\) such that \(\lim \sup_{r \to \infty} |T^x_r| = \infty\). We will actually prove that this is true for all \(x\). By contradiction, let \(|T^x_r| \leq M_x\), for all \(r\). Let \(N > 0\) and choose \(k(N)\) big enough such that the interval of natural numbers \([r^x_{k(N)} - N, r^x_{k(N)} + N]\) intersects at most two intervals of the shape \([2^r, 2^{r+1}]\). Let \(y_N \in T\) be a vertex at distance \(r^x_{k(N)}\) from \(x\). We have

\[
\left| T^x \cap \left[ r^x_{k(N)} - N, r^x_{k(N)} + N \right]\right| \leq 2M_x. \tag{15}
\]

Also, we may suppose that \(k(N)\) is chosen in such a way that \(r^x_{k(N)} = d(y_N, x) > N\). This will be useful later.

Now, to simplify the notation, let us denote \(T^{y_N} = \{r^N_1, r^N_2, \ldots\}\). By Lemma 4.5, there is \(R_1\) such that \(r^N_1 \leq R_1\), for all \(N\). Similarly, there is \(R_2\) such that \(r^N_2 \leq R_2\), for all \(N\). Indeed, assume by contradiction that \(\lim \sup_{N \to \infty} r^N_2 = \infty\). We have \(B(y_N, r^N_2 - 1) = B(y_N, R_1)\).

By the bounded geometry of \(T\) we know that there is a constant \(C'\) such that \(|B(y_N, R_1)| \leq C'\) for all \(N\) and so we would have a sequence \(B(y_N, r^N_2 - 1)\) of arbitrarily large balls having cardinality at most \(C'\). This is not possible thanks to an obvious application of Lemma 4.5. It is now clear that by induction we get that for all \(h \in \mathbb{N}\), there is \(R_h\) such that \(r^N_h \leq R_h\), for all \(N\).

After these preliminary observations, we now study the structure of the ball \(B(y_N, N)\). Let \(z \in B(y_N, N)\). Since \(T\) is a tree and \(d(y_N, x) > N\) we have only two possibilities:

\(^4\) There are indeed simple counter-examples if one does not require the lack of property SN: take the regular 2-rooted tree, enumerate its edges in the obvious way using natural numbers, and put weight 10\(^k\) on the \(k\)-th edge. As observed by S. Ivanov in [24], this metric tree has a bi-lipschitz embedding into the real line.
(1) The shortest path connecting $x$ to $y_N$ can be extended to a shortest path connecting $x$ to $z$.
(2) The shortest paths connecting $x$ to $z$ and $x$ to $y_N$ intersect up to a certain vertex $\bar{z}$.

Let us consider the first case. Let $\ell$ be the length of the shortest path connecting $y_N$ to $z$. By definition of the sequence $r_n^x$, we have $d(x, z) \geq r_{k(N)+\ell}^x$. Therefore, since the distance is additive along shortest paths, we have
\[
d(y_N, z) = d(x, z) - d(x, y_N) \geq r_{k(N)+\ell}^x - r_{k(N)}^x.
\]

Now, let us consider the second case. Let $\bar{\ell}$ be the length of the shortest path connecting $y_n$ to $\bar{z}$. By definition of the sequence $r_n^x$, we have $d(x, \bar{z}) \leq r_{k(N)-\bar{\ell}}^x$. Therefore, since the metric is additive along shortest paths, we have
\[
d(z, y_N) = d(z, \bar{z}) + d(x, y_N) - d(x, \bar{z}) \geq d(x, y_N) - d(x, \bar{z}) \geq r_{k(N)}^x - r_{k(N)-\bar{\ell}}^x.
\]

Now, we know that $d(y_N, z) \leq N$ and therefore, by the inequalities (16) and (17), one of the following holds:

Either $N \geq r_{k(N)+\ell}^x - r_{k(N)}^x$ or $N \geq r_{k(N)}^x - r_{k(N)-\bar{\ell}}^x$.

In other words, one of the following holds:

Either $r_{k(N)+\ell}^x \leq r_{k(N)}^x + N$ or $r_{k(N)-\bar{\ell}}^x \geq r_{k(N)}^x - N$.

Together with (15), this means that there are only $2M_x$ free slots for $\ell$ and $\bar{\ell}$; namely,
\[
B(y_N, N) \subseteq B(y_N, r_{2M_x}^N).
\]

Now, we know, by the first step of the proof, that there is a uniform bound $r_{2M_x}^N \leq R_{2M_x}$, for all $N$. Thus, for all $N$, we have
\[
B(y_N, N) \subseteq B(y_N, R_{2M_x}).
\]

Now, since $T$ has bounded geometry, there is a constant $C'$ depending only on $2M_x$ such that $B(y_N, R_{2M_x}) \leq C'$, for all $N$. Therefore, $|B(y_N, N)| \leq C'$, for all $N$. This is a contradiction, thanks to Lemma 4.5.

**Note 4.10.** Ours is not the first result concerning bilipschitz embeddings of metric trees into Hilbert spaces. Lee, Naor and Peres proved that a metric tree has a bilipschitz embedding into a Hilbert space if and only if it does not contain arbitrarily large complete binary trees with uniform bounded distortion (see [20, Theorem 1.1]). Gupta, Krauthgamer and Lee proved that a metric tree admits a bi-lipschitz embedding into a finite dimensional Hilbert space if and only if there is a constant $C$ such that every ball can be covered by $C$ balls of half radius (see [16, Theorem 2.5], and [20, Theorem 2.12]).

**Remark 4.11.** A natural question is whether the box-space defined by a countable family of connected regular graphs has property SN if and only if this family is an expander. The answer is strongly negative. Indeed, as observed by Antoine Gournay, every family of expanders does have property SN. Let indeed $G_n$ be a family of expanders and let
$G = \bigsqcup G_n$ be a box-space defined by the $G_n$’s. We recall that the box-space is defined just putting a metric on the disjoint union of the $G_n$’s which extends the graph-metric on each $G_n$ and verifies the property that $d(G_n, G_m) \to \infty$, as $m + n \to \infty$. Fix $k \geq 1$. Since it is known that the diameter of the $G_n$’s increases logarithmically (see, for instance, p. 455 in [17]), we may find $n_k$ such that $\text{diam}(G_n) \geq k$, for all $n \geq n_k$, and $d(G_n, G_{n+1}) > k$, for all $n \geq n_k$. Define a sequence of sets $(F^n_k)_{n \geq n_k}$ by

$$F^n_k = \bigcup_{i=1}^{n} G_i \cup (G_{n+1} \setminus B(x, k))$$

where $x$ is arbitrarily chosen inside $G_{n+1}$. By the construction, it follows that $cN_k(F^n_k) = \bigcup_{i=1}^{n+1} G_i$, for all $n \geq n_k$. Therefore

$$t_k(G) = \inf \left\{ \frac{|dN_k(A)|}{|A|} : A \subseteq G, 0 < |A| < \infty \right\} = 0$$

for all $k$, since it goes to zero along the sequence $F^n_k$.

This bad behavior put in evidence the fact that Property SN is not a good coarse property and, in order to study coarse embeddings, one should use some other property. A very recent e-print by Brodzki,Niblo, Špakula, Willett and Wright contains a new property, called uniform local amenability, that might do the job (see Definition 2.2 in [7]). Moreover, their property can be easily rewritten in terms of a coarse isoperimetric constant opening the way to a series of questions that merit attention in further studies.

5. The zoom isoperimetric constants

In this section we want to introduce another invariant, which is, in some sense, more precise than the isoperimetric constant. In fact, the isoperimetric constant looks at the best behavior inside the metric space and so the information encoded in it could be very far from what a local observer really sees. In order to make this obscure sentence clearer, let us consider the following example. Consider a regular tree of degree $d \geq 3$ and attach over a vertex a copy of the integers. We get a connected graph of bounded degree with isoperimetric constant equal to zero. This graph is then amenable in every sense: it has the property SN and it is amenable in the sense of Definitions 3.1 and 3.3. This happens because the isoperimetric constant forgets the non-amenable part. On the other hand, consider an observer living in the vertex $x$. His/her way to observe the universe where (s)he lives is to increase his/her knowledge step by step, considering at the first step the set $A_0 = \{x\}$, then $A_1 = dN_1(\{x\})$ and so on: his/her point of view on the universe is given by the sequence $A_n = dN_n(\{x\})$. It is clear that, wherever $x$ is, the sequence $A_n$ is eventually doubling, in the sense that $|A_n| \geq 2|A_{n-1}|$. So, the isoperimetric constant says that the universe is amenable, but every local observer would say that the universe is non-amenable. This lack of agreement is the reason why in this section we try to introduce a new invariant which takes into account all these local observations.

Let $(X, d)$ be a locally finite metric space, $x \in X$ and $k, n$ be two positive integers. As for the isoperimetric constant, we fix $k$ and we are going to look at the sequence, in the parameter $n \geq 1$, of the ratios $\frac{|dN_{nk}(x)|}{|dN_{(n-1)k}(x)|}$. There are now two different ways to take
out information from this sequence, one is taking the infimum, the other one is taking the limsup. Therefore, denote by

\[
\zeta_k(x) = \inf \left\{ \frac{|dN_{nk}(x)|}{|dN_{(n-1)k}(x)|}, \ n \geq 1 \right\}
\]

(18)

\[
\overline{\zeta}_k(x) = \limsup_{n \to \infty} \frac{|dN_{nk}(x)|}{|dN_{(n-1)k}(x)|}.
\]

(19)

Now, denote by

\[
\zeta(x) = \sup_{k \geq 1} \zeta_k(x) \quad \overline{\zeta}(x) = \sup_{k \geq 1} \overline{\zeta}_k(x)
\]

and then

\[
\zeta^+(X) = \sup_{x \in X} \zeta(x) \quad \overline{\zeta}^+(X) = \sup_{x \in X} \overline{\zeta}(x), \quad x \in X.
\]

Observe that

\[
\iota(X) \leq \zeta^+(X) - 1 \leq \overline{\zeta}^+(X) - 1.
\]

(20)

In particular, if \( X \) is the Cayley graph of a finitely generated group, then \( \zeta^+(X) = 1 \) or \( \overline{\zeta}^+(X) = 1 \) implies amenability. The converse is very far from being true. The properties \( \zeta^+(X) = 1 \) and \( \overline{\zeta}^+(X) = 1 \), are stronger than amenability and they are related to the growth of a group, as we show now. Let \( G \) be a finitely generated group, fix a finite symmetric generating set \( S \) and consider the locally finite metric space \( (G, d_S) \), where \( d_S \) denotes the word-metric induced by \( S \). Denote by \( B(n) \) the closed ball of radius \( n \) about the identity. It is well-known that the sequence \( \sqrt[n]{|B(n)|} \) is always convergent (see, for instance, [10, VI.C, Proposition 56]). We recall the following definition:

**Definition 5.1.** A group is said to have sub-exponential growth if \( \lim_{n \to \infty} \sqrt[n]{|B(n)|} = 1 \). Otherwise, it is said to have exponential growth.

It is well-known that there is no perfect correspondence between amenability and growth rate of a group. Indeed, groups of sub-exponential growth are amenable, but there are amenable groups generated by \( m \) elements whose growth approach the one of the free groups on \( m \) generators (see [1]). There is instead a perfect correspondence using the property that \( \zeta^+(G) = 1 \).

**Proposition 5.2.** A group \( G \) has sub-exponential growth if and only if \( \zeta^+(G) = 1 \).

**Proof.** Let \( G \) be a group with exponential growth. It follows that \( \lim_{n \to \infty} \sqrt[n]{|B(n)|} = a > 1 \) and then \( |B(n)| \sim a^n \) which implies that

\[
\inf \left\{ \frac{|B(n+1)|}{|B(n)|}, \ n \in \mathbb{N} \right\} > 1.
\]

(21)

It follows that \( \zeta(e) > 1 \), so \( \zeta^+(G) > 1 \).
Let us prove the converse. This can be proved making use of deep results, as in the proof of the next proposition. We thank Martin Kassabov for providing the following elementary proof in [23]. Suppose by contradiction, that there exists \( x \in G \) such that \( \zeta_k(x) > 1 \). By homogeneity of the Cayley graph of a finitely generated group, we may suppose that \( x = e \), the identity in \( G \); i.e., \( \zeta_k(e) = c > 1 \). By induction, one easily gets that \( B(nk) \geq c^n \). Then

\[
\limsup_s \sqrt[n]{B(s)} \geq \limsup_n \sqrt[n]{B(nk)} \geq \limsup_n \sqrt[n]{c^n} = \sqrt[n]{c} > 1
\]

showing that \( G \) has exponential growth.

The study of the property \( \zeta^+(X) = 1 \), when \( X \) is the Cayley graph of a finitely generated group, leads to a problem that seems to be open. With the notation above, let us recall the following

**Definition 5.3.** A finitely generated group is said to have polynomial growth if there are a positive integer \( k \) and a positive real number \( C \) such that \( B(n) \leq Cn^k \), for all \( n \).

**Proposition 5.4.** Let \( X \) be the Cayley graph of a finitely generated group \( G \).

1. If \( G \) has polynomial growth, then \( \zeta^+(X) = 1 \).
2. If \( \zeta_k(X) = 1 \) for all \( k \), then \( G \) has sub-exponential growth.

**Proof.** (1) By a celebrated result, due to many authors, a group of polynomial growth has growth which is exactly polynomial; i.e. \( |B(n)| = Cn^d + o(n^d) \) (see [15,3,13,25]). It follows, by direct computation, that \( \zeta^+(X) = 1 \).

(2) This proof is basically the same as the first part of the previous proposition.

It would be interesting to understand what can happen for groups of sub-exponential growth that do not have polynomial growth.

**Problem 5.5.** What can we say about \( \overline{\zeta_k}(X) \), when \( X \) is the Cayley graph of a finitely generated group of intermediate growth?

This question in fact arose in a series of comments by Ben Green, Martin Kassabov and the author to author’s MathOverflow question [23]. As argued by Martin Kassabov and checked by the author himself, the estimations recently proved in [2,18] are not strong enough to find either an example of a group of intermediate growth such that \( \overline{\zeta_k}(X) = 1 \), for all \( k \), or an example of a group of intermediate growth such that \( \overline{\zeta_k}(X) > 1 \), for at least an index \( k \).
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