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#### Abstract

In this paper, a new spectral algorithm based on employing ultraspherical wavelets along with the spectral collocation method is developed. The proposed algorithm is utilized to solve linear and nonlinear even-order initial and boundary value problems. This algorithm is supported by studying the convergence analysis of the used ultraspherical wavelets expansion. The principle idea for obtaining the proposed spectral numerical solutions for the above-mentioned problems is actually based on using wavelets collocation method to reduce the linear or nonlinear differential equations with their initial or boundary conditions into systems of linear or nonlinear algebraic equations in the unknown expansion coefficients. Some specific important problems such as Lane-Emden and Burger's type equations can be solved efficiently with the suggested algorithm. Some numerical examples are given for the sake of testing the efficiency and the applicability of the proposed algorithm.
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[^0]
## 1. Introduction

Many practical and physical problems in fields of science and engineering are formulated as boundary or initial value problems. The nonlinear boundary value problems are crucial in various applications as they arise frequently in many areas of science and engineering. For example, the deflection of a

[^1]uniformly loaded rectangular plate supported over the entire surface by an elastic foundation and rigidly supported along the edges, satisfies a fourth-order differential equation see for example [6,8,12-15,20,28-30,41].

Spectral methods play prominent roles in solving various kinds of differential equations. It is known that there are three most widely used spectral methods, they are the tau, collocation, and Galerkin methods. Collocation methods have become increasingly popular for solving differential equations, in particular, they are very useful in providing highly accurate solutions to nonlinear differential equations (see, for example [1,6,8,12-$15,19,20,28-30,41,49]$ ).

High even-order differential equations have been extensively discussed by a large number of authors due to their great importance in various applications in many fields. For example, in the sequence of papers $[18,16,17]$, the authors treated such equations by the Galerkin method. They constructed suitable basis functions which satisfy the boundary conditions of the given differential equation. For this purpose, they used compact combinations of various orthogonal polynomials. The suggested algorithms in these articles are suitable for handling oneand two-dimensional linear high even-order boundary value problems.

In this paper, we aim to give a new algorithm for handling both of linear and nonlinear even-order initial and boundary value problems based on employing ultraspherical wavelets collocation method (UWCM).

Wavelets cover a great area in mathematical models, and they have been used to handle a wide range of medical and engineering disciplines; in particular, wavelets are very appropriate in signal analysis, image segmentations, time frequency analysis and fast algorithms for easy implementation. Wavelets give accurate representation of a variety of functions and operators. Moreover, wavelets connect between fast numerical algorithms, (see [11,38,32]).

Legendre wavelets have been previously employed for solving various differential and integral equations (see for example, [35,34,36,46-48]). Also, first and second kinds Chebyshev wavelets have been used for solving some integer and fractional orders differential equations (see for example, [7,56,31,25]). Recently, Abd-Elhameed et al. in [2,3], have introduced new Chebyshev wavelets algorithms for solving second-order boundary value problems. Up to now, and to the best of our knowledge, the use of ultraspherical wavelets in various spectral numerical applications is traceless in the literature. This gives us a motivation to introduce and use the ultraspherical wavelets in various applications.

The outlines of this paper are organized as follows. In Section 2 , we give some relevant properties of ultraspherical polynomials and their shifted forms. Moreover, in this section, ultraspherical wavelets are constructed. In Section 3, the convergence of the ultraspherical wavelets expansion is proved. Section 4 is concerned with presenting and implementing a numerical algorithm for solving even-order linear and nonlinear initial or boundary value problems based on employing ultraspherical wavelets together with the spectral collocation method. Section 5 is concerned with considering some numerical examples aiming to illustrate the efficiency and applicability of the developed algorithm. Conclusions are given in Section 6.

## 2. Some properties of ultraspherical polynomials and ultraspherical wavelets

This section is concerned with presenting an overview on ultraspherical polynomials and their shifted polynomials. Also, ultraspherical wavelets are constructed in this section.

### 2.1. Some properties of ultraspherical polynomials

The ultraspherical polynomials are a class of symmetric Jacobi polynomials. They are a sequence of orthogonal polynomials defined on the interval $(-1,1)$ with respect to the weight function $w(x)=\left(1-x^{2}\right)^{\alpha-\frac{1}{2}}$ associated with the real parameter ( $\alpha>-\frac{1}{2}$ ). Explicitly, they satisfy the orthogonality property
$\int_{-1}^{1}\left(1-x^{2}\right)^{\alpha-\frac{1}{2}} C_{m}^{(\alpha)}(x) C_{n}^{(\alpha)}(x) d x= \begin{cases}\frac{\pi 2^{1-2 \alpha} \Gamma(n+2 \alpha)}{n!(n+\alpha)(\Gamma(\alpha))^{2}}, & m=n, \\ 0, & m \neq n .\end{cases}$

Also, they are the eigenfunctions of the following singular SturmLiouville equation
$\left(1-x^{2}\right) D^{2} \phi_{m}(x)-(2 \alpha+1) x D \phi_{m}(x)+m(m+2 \alpha) \phi_{m}(x)=0$,
$D \equiv \frac{d}{d x}$.
For more properties of ultraspherical polynomials, one can be referred to [5].

The following integral formula (see, [5]) is needed
$\int C_{n}^{(\alpha)}(x) w(x) d x=-\frac{2 \alpha\left(1-x^{2}\right)^{\alpha+\frac{1}{2}}}{n(n+2 \alpha)} C_{n-1}^{(\alpha+1)}(x), \quad n \geq 1$.
Also, the following theorem is useful in deriving the convergence theorem for the expansion of the ultraspherical wavelets.
Theorem 1 ( [22] Bernstein-type inequality). The following inequality holds for ultraspherical polynomials:
$(\sin \theta)^{\alpha}\left|C_{n}^{(\alpha)}(\cos \theta)\right|<\frac{2^{1-\alpha} \Gamma\left(n+\frac{3 \alpha}{2}\right)}{\Gamma(\alpha) \Gamma\left(n+1+\frac{\alpha}{2}\right)}, \quad 0 \leq \theta \leq \pi, \quad 0<\alpha<1$.

### 2.2. Shifted ultraspherical polynomials

The shifted ultraspherical polynomials are defined on $[0,1]$ by $\tilde{C}_{n}^{(\alpha)}(x)=C_{n}^{(\alpha)}(2 x-1)$. All results of ultraspherical polynomials can be easily transformed to give the corresponding results for their shifted polynomials. The orthogonality relation for $\tilde{C}_{n}^{(\alpha)}(x)$ with respect to the weight function $\tilde{\omega}=\left(x-x^{2}\right)^{\alpha-\frac{1}{2}}$ is given by
$\int_{0}^{1}\left(x-x^{2}\right)^{\alpha-\frac{1}{2}}{\underset{C}{n}}_{n}^{(\alpha)}(x) \tilde{C}_{m}^{(\alpha)}(x) d x= \begin{cases}\frac{\pi 2^{1-4 \alpha} \Gamma(n+2 \alpha)}{n!(n+\alpha)(\Gamma(\alpha))^{2}}, & m=n, \\ 0, & m \neq n .\end{cases}$
For more properties of ultraspherical polynomials see [40].

### 2.3. Construction of ultraspherical wavelets

Wavelets constitute of a family of functions constructed from dilation and translation of single function called the mother
wavelet. If the dilation parameter $A$ and the translation parameter $B$ vary continuously, then the following family of continuous wavelets is obtained:
$\psi_{A, B}(t)=|A|^{-1 / 2} \psi\left(\frac{t-B}{A}\right), \quad A, B \in \mathbb{R}, \quad A \neq 0$.
Ultraspherical wavelets $\psi_{n m}^{(\alpha)}(t)=\psi(k, n, m, \alpha, t)$ have five arguments: $k, n$ can be assumed to be any positive integer, $m$ is the degree for the ultraspherical polynomial, $\alpha$ is the known ultraspherical parameter and $t$ is the normalized time. They are defined on the interval $[0,1]$ by
$\psi_{n m}^{(\alpha)}(t)= \begin{cases}2^{\frac{k+1}{2}} \xi_{m, \alpha} C_{m}^{(\alpha)}\left(2^{k+1} t-2 n-1\right), & t \in\left[\frac{n}{2^{k}}, \frac{n+1}{2^{k}}\right], \\ 0, & \text { otherwise, }\end{cases}$
where $0 \leq m \leq M, 0 \leq n \leq 2^{k}-1$, and
$\xi_{m, \alpha}=2^{\alpha} \Gamma(\alpha) \sqrt{\frac{m!(m+\alpha)}{2 \pi \Gamma(m+2 \alpha)}}$.
Remark 1. It is worth noting here that $\psi_{n m}^{\left(\frac{1}{2}\right)}(t)$ is identical to Legendre wavelets (see, [35]), $\psi_{n m}^{(0)}(t)$ is identical to first kind Chebyshev wavelets (see, [7]) and $\psi_{n m}^{(1)}(t)$ is identical to second kind Chebyshev wavelets (see, [56]).

## 3. Function approximation and convergence analysis

A function $f(t)$ defined on $[0,1]$ may be expanded in terms of ultraspherical wavelets as
$f(t)=\sum_{n=0}^{\infty} \sum_{m=0}^{\infty} c_{n m} \psi_{n m}^{(\alpha)}(t)$,
where
$c_{n m}=\left(f(t), \psi_{n m}^{(\alpha)}(t)\right)_{w}=\int_{0}^{1}\left(t-t^{2}\right)^{\alpha-\frac{1}{2}} f(t) \psi_{n m}^{(\alpha)}(t) d t$.
Also, this function can be approximated by the truncated finite series
$f(t) \approx \sum_{n=0}^{2^{k}-1} \sum_{m=0}^{M-1} c_{n m} \psi_{n m}^{(\alpha)}(t)$.
Now, we state and prove the following important theorem which ascertains that the ultraspherical wavelets expansion of a function $f(x)$ with bounded second derivative, converges uniformly to $f(x)$.

Theorem 2. $A$ function $f(x) \in L_{\tilde{\omega}}^{2}[0,1], \tilde{\omega}=$ $\left(x-x^{2}\right)^{\alpha-\frac{1}{2}}, 0<\alpha<1$ can be expanded as an infinite series of ultraspherical wavelets, which converges uniformly to $f(x)$, provided $\left|f^{\prime \prime}(x)\right| \leq$ L. Explicitly, the expansion coefficients in (7) satisfy the inequality
$\left|c_{n m}\right|<\frac{4 L(1+\alpha)^{2} \Gamma\left(m+1+\frac{3 \alpha}{2}\right) \sqrt{m!(m+\alpha)}}{\Gamma\left(m+\frac{\alpha}{2}\right) \sqrt{\Gamma(m+2 \alpha)}(m-2)^{4}(n+1)^{\frac{5}{2}}}, \quad \forall n \geq 0, m>2$.
$c_{n m}=2^{\frac{k+1}{2}} \xi_{m, \alpha} \int_{\frac{n}{2^{k}}}^{\frac{n+1}{2^{k}}} f(t) C_{m}^{(\alpha)}\left(2^{k+1} t-2 n-1\right) \omega\left(2^{k} t-n\right) d t$.
Integration of the right hand side of (9) by parts, and making use of relation (2), yield

$$
\begin{align*}
& c_{n m}=\frac{2^{\frac{5-k}{2}} \alpha \xi_{m, \alpha}}{m(m+2 \alpha)} \int_{\frac{n}{2^{k}}}^{\frac{n+1}{2^{k}}} f^{\prime}(t) C_{m-1}^{(\alpha+1)}\left(2^{k+1} t-2 n-1\right)\left(2^{k} t-n\right) \\
& \quad \times\left(1-2^{k} t+n\right) \omega\left(2^{k} t-n\right) d t . \tag{10}
\end{align*}
$$

Another integration by parts and making use of the substitution: $2^{k+1} t-2 n-1=\cos \theta$, enable one to write

$$
\begin{align*}
c_{n m}= & \frac{\sqrt{2}(\alpha)_{2} \xi_{m, \alpha}}{2^{2 \alpha+\frac{5 k}{2}}(m-1)_{2}(m+2 \alpha-1)_{2}} \\
& \times \int_{0}^{\pi} f^{\prime \prime}\left(\frac{1+2 n+\cos \theta}{2^{k+1}}\right) C_{m-2}^{(\alpha+2)}(\cos \theta)(\sin \theta)^{2 \alpha+4} d \theta . \tag{11}
\end{align*}
$$

Now, assuming that $m>2$, taking into account the assumption $\left|f^{\prime \prime}(t)\right| \leq L$, and with the aid of Theorem 1, we obtain

$$
\begin{aligned}
\left|c_{n m}\right| & \leq \frac{\sqrt{2}\left|(\alpha)_{2} \xi_{m, \alpha}\right|}{2^{2 \alpha+\frac{5 k}{2}}(m-1)_{2}(m+2 \alpha-1)_{2}} \\
& \times \int_{0}^{\pi}\left|f^{\prime \prime}\left(\frac{1+2 n+\cos \theta}{2^{k+1}}\right)\right|\left|C_{m-2}^{(\alpha+2)}(\cos \theta)\right|(\sin \theta)^{2 \alpha+4} d \theta \\
& \leq \frac{\sqrt{2} L|\alpha|(1+\alpha) \xi_{m, \alpha} \mid}{2^{2 \alpha+\frac{5 k}{2}}(m-1)_{2}(m+2 \alpha-1)_{2}} \\
& \times \int_{0}^{\pi}\left|C_{m-2}^{(\alpha+2)}(\cos \theta)\right|(\sin \theta)^{2 \alpha+4} d \theta \\
& <\frac{\sqrt{2 \pi} L|\alpha|(1+\alpha)\left|\xi_{m, \alpha}\right| \Gamma\left(m+1+\frac{3 \alpha}{2}\right) \Gamma\left(\frac{3+\alpha}{2}\right)}{2^{3 \alpha+\frac{5 k}{2}}(m-1)_{2}(m+2 \alpha-1)_{2} \Gamma(\alpha+2) \Gamma\left(m+\frac{\alpha}{2}\right) \Gamma\left(2+\frac{\alpha}{2}\right)} .
\end{aligned}
$$

Knowing that $\alpha>0, n<2^{k}-1$, and with the aid of relation (6), we get

$$
\begin{aligned}
\left|c_{n m}\right| & <\frac{2 L|\alpha|(1+\alpha) \Gamma\left(\frac{3+\alpha}{2}\right) \Gamma\left(m+1+\frac{3 \alpha}{2}\right) \sqrt{m!(m+\alpha)}}{4^{\alpha} \Gamma\left(2+\frac{\alpha}{2}\right) \Gamma\left(m+\frac{\alpha}{2}\right) \sqrt{\Gamma(m+2 \alpha)}(m-2)^{4}(n+1)^{\frac{5}{2}}} \\
& <\frac{4 L(1+\alpha)^{2} \Gamma\left(m+1+\frac{3 \alpha}{2}\right) \sqrt{m!(m+\alpha)}}{\Gamma\left(m+\frac{\alpha}{2}\right) \sqrt{\Gamma(m+2 \alpha)}(m-2)^{4}(n+1)^{\frac{5}{2}}} .
\end{aligned}
$$

This completes the proof of the theorem.

Note 1. It should be noted here that, for large values of $m$ and $n$, and making use of the well known Stirling's formula (see, [33]), it can be easily shown that $\left|c_{n m}\right|$ is of $\mathcal{O}\left(n^{-\frac{5}{2}} m^{-2}\right)$.

Note 2. It is worthy to note here that the result obtained in Theorem 2 may be improved but with some extra conditions on the function $f(x)$, to be concise, if $f$ is differentiable $p$-times for some $p>1$ and $\left|f^{(p)}(x)\right| \leq L$, we can show that $\left|c_{n m}\right|$ is of $\mathcal{O}\left(n^{-p-\frac{1}{2}} m^{-2}\right)$.

Proof. From relations (5) and (7), one can write

## 4. Solution of high even-order differential equations

In this section, and based on the ultraspherical wavelets expansion along with the spectral collocation method, we reduce the $2 \nu$ th-order initial and boundary value problems with their initial or boundary conditions to systems of linear or nonlinear algebraic equations which can be efficiently solved.

Consider the $2 \nu$ th-order differential equations

$$
\begin{equation*}
u^{(2 v)}(x)+\phi\left(x, u(x), u^{\prime}(x), \ldots, u^{(2 v-1)}(x)\right)=0, \quad x \in(0,1), \tag{12}
\end{equation*}
$$

subject to the initial conditions
$u^{(i)}(0)=a_{i}, \quad i=0,1, \ldots, 2 v-1$,
or the Dirichlet boundary conditions
$u^{(i)}(0)=a_{i}, \quad u^{(i)}(1)=b_{i}, \quad i=0,1, \ldots, v-1$.
The approximate solution of (12) can be expanded in terms of ultraspherical wavelets as:
$u_{k, M, \alpha}(x)=\sum_{n=0}^{2^{k}-1} \sum_{m=0}^{M} c_{n m} \psi_{n m}^{(\alpha)}(x)$.
Substitution of (15) into (12), enables one to write the residual of (12) as

$$
\begin{aligned}
R(x)= & \sum_{n=0}^{2^{k}-1} \sum_{m=2 v}^{M} c_{n m} D^{2 v} \psi_{n m}^{(\alpha)}+\phi\left(x, \sum_{n=0}^{2^{k}-1} \sum_{m=0}^{M} c_{n m} \psi_{n m}^{(\alpha)},\right. \\
& \left.\times \sum_{n=0}^{2^{k}-1} \sum_{m=1}^{M} c_{n m} D \psi_{n m}^{(\alpha)}, \ldots, \sum_{n=0}^{2^{k}-1} \sum_{m=2 v-1}^{M} c_{n m} D^{2 v-1} \psi_{n m}^{(\alpha)}\right)(16
\end{aligned}
$$

The application of the collocation method (see for example, [9]) implies that
$R\left(x_{i}\right)=0, \quad i=1,2, \ldots,\left(2^{k}(M+1)-2 v\right)$,
where $x_{i}$ are the first $\left(2^{k}(M+1)-2\right)$ roots of $C_{2^{k}(M+1)}^{(\alpha)}$. Moreover, the use of boundary conditions (13) gives
$\sum_{n=0}^{2^{k}-1} \sum_{m=0}^{M} c_{n m} D^{(i)} \psi_{n m}^{(\alpha)}(0)=a_{i}, \quad i=0,1, \ldots, 2 v-1$,
while the use of (14) gives

$$
\begin{align*}
& \sum_{n=0}^{2^{k}-1} \sum_{m=0}^{M} c_{n m} D^{(i)} \psi_{n m}^{(\alpha)}(0)=a_{i}, \quad \sum_{n=0}^{2^{k}-1} \sum_{m=0}^{M} c_{n m} D^{(i)} \psi_{n m}^{(\alpha)}(1)=b_{i}, \\
& \quad i=0,1, \ldots, v-1 . \tag{19}
\end{align*}
$$

Eqs. (17) with (18) or (19) generate a set of $2^{k}(M+1)$ in the unknown expansion coefficients, $\left\{c_{n m}: 0 \leq n \leq 2^{k}-1\right.$;
$0 \leq m \leq M\}$. This system of equations can be solved with the aid of a Newton's iterative method with the initial guess $c_{n m}=10^{-m}$, to obtain the unknown components of the vector $C$, and hence the required spectral wavelets solution $u_{k, M, \alpha}(x)$ given by (15) can be obtained. In fact, solving such system of nonlinear equations and its convergence is not an easy task, and is to be considered as one disadvantage of using Newton's method. The interested reader is referred to the useful references $[26,42,39]$ for the theory of Newton's method - (Linearization and iteration of nonlinear operator equations, the convergence of Newton's method, Uniqueness of the solution) - for solving generalized systems of nonlinear algebraic equations in Banach spaces. In reality, Newton's method provides a powerful tool for the theoretical as well as the numerical investigation of nonlinear operator equations.

## 5. Numerical results and discussions

Example 1. Consider the singular Lane-Emden initial value problem (IVP) (see, [37]):
$u^{\prime \prime}+\frac{1}{x} u^{\prime}+u^{5}=0, \quad x \in(0,1], \quad u(0)=1, \quad u^{\prime}(0)=0$,
with the exact solution $u(x)=\left(1+\frac{x^{2}}{3}\right)^{-\frac{1}{2}}$. In Table 1, the maximum absolute error $E$ is listed for $k=0$ and various values of $M$; and in Table 2, we give a comparison between the solution resulted from the application of $U W C M$ for the case corresponds to $k=0, M=11$ and $\alpha=-0.49$, with the numerical solution obtained in [37] in case of $k=0, M=11$.

Example 2. Consider the singular boundary value problem (BVP) (see, [37]):

Table 2 Comparison between UWCM and the solution in [37] for Example 1.

| $x$ | Method in [37] | UWCM | Exact solution |
| :--- | :--- | :--- | :--- |
| 0.1 | 0.99503720 | 0.99503719 | 0.99503719 |
| 0.2 | 0.98058067 | 0.98058067 | 0.98058067 |
| 0.3 | 0.95782628 | 0.95782628 | 0.95782628 |
| 0.4 | 0.92847670 | 0.92847669 | 0.92847669 |
| 0.5 | 0.89442718 | 0.89442719 | 0.89442719 |
| 0.6 | 0.85749292 | 0.85749292 | 0.85749292 |
| 0.7 | 0.81923192 | 0.81923192 | 0.81923192 |
| 0.8 | 0.78086880 | 0.78086880 | 0.78086880 |
| 0.9 | 0.74329414 | 0.74329414 | 0.74329414 |
| 1 | 0.70710678 | 0.70710678 | 0.70710678 |

Table 1 Maximum absolute error $E$ for Example 1.

| $\alpha$ | $M$ | $E$ | $M$ | $E$ | $M$ | $E$ | $M$ | $E$ | $E$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 5 | $4.01 \times 10^{-6}$ | 8 | $1.79 \times 10^{-8}$ | 11 | $6.49 \times 10^{-11}$ | 14 | $1.44 \times 10^{-13}$ | 17 |
| $\frac{1}{2}$ |  | $3.77 \times 10^{-6}$ |  | $5.09 \times 10^{-9}$ |  | $1.32 \times 10^{-11}$ |  | $3.26 \times 10^{-14}$ | $4.44 \times 10^{-16}$ |
| 0 |  | $3.03 \times 10^{-6}$ |  | $1.28 \times 10^{-8}$ |  | $2.90 \times 10^{-11}$ |  | $4.94 \times 10^{-14}$ | $3.44 \times 10^{-16}$ |
| -0.49 |  | $2.71 \times 10^{-6}$ |  | $1.07 \times 10^{-8}$ |  | $3.21 \times 10^{-11}$ |  | $3.80 \times 10^{-14}$ | $2.22 \times 10^{-16}$ |

Table 3 Maximum absolute error $E$ for Example 2.

| $\alpha$ | $M$ | $E$ | $M$ | $E$ | $M$ | $E$ | $M$ | $E$ | $M$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 3 | $5.97 \times 10^{-6}$ | 5 | $1.99 \times 10^{-8}$ | 7 | $3.84 \times 10^{-11}$ | 9 | $1.19 \times 10^{-12}$ | 11 |
| $\frac{1}{2}$ |  | $2.23 \times 10^{-6}$ |  | $6.02 \times 10^{-9}$ |  | $1.06 \times 10^{-11}$ |  | $2.86 \times 10^{-13}$ | $2.10 \times 10^{-15}$ |
| 0 |  | $1.63 \times 10^{-7}$ |  | $2.85 \times 10^{-10}$ |  | $3.00 \times 10^{-13}$ |  | $8.43 \times 10^{-15}$ | $8.88 \times 10^{-15}$ |
| -0.49 |  | $5.82 \times 10^{-7}$ |  | $1.10 \times 10^{-9}$ |  | $1.45 \times 10^{-12}$ |  | $3.64 \times 10^{-14}$ | $9.99 \times 10^{-16}$ |

$$
\begin{align*}
& u^{\prime \prime}+\frac{0.5}{x} u^{\prime}=e^{u}\left(0.5-e^{u}\right), \quad x \in(0,1], \quad u(0)=\ln 2 \\
& u(1)=0 \tag{21}
\end{align*}
$$

with the exact solution $u(x)=\ln \left(\frac{2}{x^{2}+1}\right)$. In Table 3, the maximum absolute error $E$ is listed for $k=1$ and various values of $M$, while in Table 4 we give a comparison between the approximate solution resulted from the application of $U W C M$ for the case corresponds to $k=0, M=11$ and $\alpha=1$ with the numerical solution obtained in [37] in case of $k=0, M=11$.

Remark 2. We mention here that comparisons in Tables 2 and 4 illustrate that with the same number of retained modes, the UWCM solutions to Examples 1 and 2 are more accurate than those obtained by Nasab et al. in [37], and comparing favorably with the analytical solutions of these two examples.

Table 4 Comparison between UWCM and the solution in [37] for Example 2.

| $x$ | Method in [37] | UWCM | Exact solution |
| :--- | :--- | :--- | :--- |
| 0.1 | 0.68319682 | 0.68319684 | 0.68319684 |
| 0.2 | 0.65392655 | 0.65392646 | 0.65392646 |
| 0.3 | 0.65392655 | 0.60696948 | 0.60696948 |
| 0.4 | 0.54472710 | 0.54472717 | 0.54472717 |
| 0.5 | 0.47000366 | 0.47000362 | 0.47000362 |
| 0.6 | 0.38566250 | 0.38566248 | 0.38566248 |
| 0.7 | 0.29437106 | 0.29437106 | 0.29437106 |
| 0.8 | 0.19845088 | 0.19845093 | 0.19845093 |
| 0.9 | 0.09982033 | 0.09982033 | 0.09982033 |
| 1 | 0.00000000 | 0.00000000 | 0.00000000 |

Example 3 (Burgers' Equation). Consider the singular BVP (see, [44]):

$$
\begin{align*}
\frac{1}{\mathcal{R} e}\left(u^{\prime \prime}+\frac{\lambda}{x} u^{\prime}-\frac{\lambda}{x^{2}} u\right) & =u u^{\prime}+f(x), \quad x \in(0,1] \\
u(0)=0, \quad u(1) & =\cosh 1, \tag{22}
\end{align*}
$$

where $f(x)$ is chosen such that the exact solution of (22) is $u(x)=x^{2} \cosh x$. Approximate solutions of this problem are computed for the cases correspond to the two choices $\lambda=1$, $\mathcal{R} e=10$ and $\lambda=2, \mathcal{R} e=50$. The absolute errors for such cases are displayed in Table 5 for $k=0$ and for various values of $\alpha$, while in Table 6 we give a comparison between the errors obtained using the B-Spline collocation (BSC) solution in [44] and UWCM, while Fig. 1 illustrates a comparison between the exact solution and some numerical solutions.

Remark 3. We mention here that Table 6 illustrates that we obtained more accurate solutions than those obtained in [44] in spite of BSC divides the interval into 80 equal parts $(n=80)$ which increase the complexity of the algorithm, while in the present algorithm $(k=0)$.

Example 4. Consider the fourth-order nonlinear beam equation (see, [44,10,4,51,52]):

Table 6 The best maximum absolute errors of Example 3.

|  | $\lambda=1, \mathcal{R} e=10$ | $\lambda=2, \mathcal{R} e=50$ |
| :--- | :--- | :--- |
| $\operatorname{BSC}[44](n=80)$ | $1.967 \times 10^{-15}$ | $1.085 \times 10^{-15}$ |
| $\operatorname{UWCM}(k=0)$ | $1.330 \times 10^{-16}$ | $1.460 \times 10^{-16}$ |

Table 5 Maximum absolute error $E$ for Example 3.

| $\lambda$ | $\mathcal{R} e$ | $\alpha$ | M | E | M | E | M | E | M | E |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 10 | 1 | 9 | $1.01 \times 10^{-7}$ | 11 | $1.46 \times 10^{-10}$ | 13 | $1.20 \times 10^{-13}$ | 15 | $1.33 \times 10^{-15}$ |
|  |  | $\frac{1}{2}$ |  | $9.02 \times 10^{-8}$ |  | $1.17 \times 10^{-10}$ |  | $8.94 \times 10^{-14}$ |  | $7.32 \times 10^{-15}$ |
|  |  | 0 |  | $7.64 \times 10^{-8}$ |  | $8.83 \times 10^{-11}$ |  | $5.55 \times 10^{-13}$ |  | $2.79 \times 10^{-14}$ |
|  |  | -0.49 |  | $5.90 \times 10^{-8}$ |  | $4.92 \times 10^{-11}$ |  | $8.98 \times 10^{-11}$ |  | $4.53 \times 10^{-12}$ |
| 2 | 50 | 1 | 9 | $2.69 \times 10^{-8}$ | 11 | $1.64 \times 10^{-11}$ | 13 | $2.88 \times 10^{-15}$ | 15 | $1.46 \times 10^{-16}$ |
|  |  | $\frac{1}{2}$ |  | $2.15 \times 10^{-8}$ |  | $9.89 \times 10^{-12}$ |  | $1.22 \times 10^{-15}$ |  | $2.22 \times 10^{-16}$ |
|  |  | 0 |  | $1.60 \times 10^{-8}$ |  | $3.59 \times 10^{-12}$ |  | $3.92 \times 10^{-15}$ |  | $3.72 \times 10^{-15}$ |
|  |  | $-0.49$ |  | $9.23 \times 10^{-9}$ |  | $1.08 \times 10^{-12}$ |  | $2.05 \times 10^{-12}$ |  | $3.05 \times 10^{-12}$ |
| 1 | $10^{3}$ | 1 | 9 | $1.23 \times 10^{-4}$ | 11 | $2.35 \times 10^{-7}$ | 13 | $5.22 \times 10^{-11}$ | 15 | $4.68 \times 10^{-12}$ |
|  |  | $\frac{1}{2}$ |  | $5.22 \times 10^{-4}$ |  | $5.27 \times 10^{-8}$ |  | $2.57 \times 10^{-11}$ |  | $1.25 \times 10^{-12}$ |
|  |  | 0 |  | $8.88 \times 10^{-4}$ |  | $7.24 \times 10^{-8}$ |  | $9.27 \times 10^{-11}$ |  | $5.71 \times 10^{-11}$ |
|  |  | -0.49 |  | $2.22 \times 10^{-5}$ |  | $2.35 \times 10^{-8}$ |  | $3.59 \times 10^{-8}$ |  | $6.24 \times 10^{-8}$ |



Figure 1 Different solutions of Example 3.
$u^{(4)}=6 e^{-4 u}-\frac{12}{(1+x)^{4}}, \quad x \in[0,1]$,
$u(0)=0, \quad u(1)=\ln 2, \quad u^{\prime \prime}(0)=-1, \quad u^{\prime \prime}(1)=-\frac{1}{4}$,
with the exact solution $u(x)=\ln (1+x)$. In Table 7, the maximum absolute error $E$ is listed for $k=1$ and various values of $M$, and in Table 8 we give a comparison between the best errors resulted from different numerical solutions.

Example 5. Consider the fourth-order linear equation (see, [24,43,45,54,55,27]):
$u^{(4)}+x u=0, \quad x \in[0,1]$,
$u(0)=1, \quad u(1)=0, \quad u^{\prime \prime}(0)=0, \quad u^{\prime \prime}(1)=-4 e$,
with the exact solution $u(x)=x(1-x) e^{x}$. In Table 9, the maximum absolute error $E$ is listed for $k=1$ and various values of $M$, while in Table 10 we give a comparison between the best errors obtained by different errors.

Remark 4. We mention here that Tables 8 and 10 illustrate that UWCM is more accurate than other algorithms used by different authors (see, [4,10,24,27,43-45,51,52,54,55]).

Example 6. Consider the singular BVP (see, [37]):
$u^{\prime \prime}+e^{\frac{1}{x}} u^{\prime}+u=6 x+x^{3}+3 x^{2} e^{\frac{1}{x}}, \quad x \in(0,1]$,

$$
\begin{equation*}
u(0)=0, \quad u(1)=1 \tag{27}
\end{equation*}
$$

with the exact solution $u(x)=x^{3}$. Eq. (27) is solved by applying the algorithm described in Section 4 for the case corresponds to $\alpha=k=0$ and $M=4$, to obtain the approximate solution $u_{0,4,0}(x)$. Expanding $u_{0,4,0}(x)$ in terms of the fist kind Chebyshev wavelets, we get

$$
\begin{align*}
u_{0,4,0}(x)= & c_{0,0} \xi_{0}+c_{0,1} \xi_{1}(2 x-1)+c_{0,2} \xi_{2}\left(8 x^{2}-8 x+1\right) \\
& +c_{0,3} \xi_{3}\left(32 x^{3}-48 x^{2}+18 x-1\right) \\
& =c_{0}+c_{1}(2 x-1)+c_{2}\left(8 x^{2}-8 x+1\right) \\
& +c_{3}\left(32 x^{3}-48 x^{2}+18 x-1\right), \tag{28}
\end{align*}
$$

where $c_{i}=\xi_{i} c_{0, i}, \quad i=0,1,2,3$. Now, the residual of Eq. (27) is given by

$$
\begin{align*}
R(x)= & 32 c_{3} x^{3}+8 c_{2} x^{2}-48 c_{3} x^{2}-8 c_{2} x+210 c_{3} x \\
& +c_{1}(2 x-1)+c_{0}+17 c_{2}-97 c_{3}-x^{3}-6 x \\
& +e^{\frac{1}{x}}\left(6 c_{3}\left(16 x^{2}-16 x+3\right)+8 c_{2}(2 x-1)+2 c_{1}-3 x^{2}\right) . \tag{29}
\end{align*}
$$

Table 7 Maximum absolute error $E$ for Example 4.

| $\alpha$ | $M$ | $E$ | $M$ | $E$ | $M$ | $E$ | $M$ | $E$ | $M$ |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 6 | $2.46 \times 10^{-5}$ | 8 | $1.54 \times 10^{-7}$ | 10 | $5.56 \times 10^{-10}$ | 12 | $2.62 \times 10^{-12}$ | 14 | $3.44 \times 10^{-15}$ |
| $\frac{1}{2}$ |  | $2.52 \times 10^{-5}$ |  | $1.46 \times 10^{-7}$ |  | $5.06 \times 10^{-10}$ |  | $2.45 \times 10^{-12}$ | $1.30 \times 10^{-13}$ |  |
| 0 |  | $2.56 \times 10^{-5}$ |  | $1.37 \times 10^{-7}$ |  | $4.28 \times 10^{-10}$ |  | $2.49 \times 10^{-12}$ | $1.32 \times 10^{-12}$ |  |
| -0.49 |  | $2.59 \times 10^{-5}$ |  | $1.25 \times 10^{-7}$ |  | $3.57 \times 10^{-10}$ |  | $2.18 \times 10^{-12}$ | $2.35 \times 10^{-13}$ |  |

Table 8 Comparison between the best errors for Example 4.

| Method in [44] | Method in [10] | Method in [4] | Method in [51] | Method in [52] | UWCM |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $1.25 \times 10^{-12}$ | $6.30 \times 10^{-11}$ | $5.40 \times 10^{-8}$ | $2.70 \times 10^{-12}$ | $6.70 \times 10^{-12}$ | $3.44 \times 10^{-15}$ |

Table 9 maximum absolute error $E$ for Example 5.

| $\alpha$ | $M$ | $E$ | $M$ | $E$ | $M$ | $E$ | $M$ | $E$ | $E$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | 7 | $1.26 \times 10^{-3}$ | 9 | $1.05 \times 10^{-5}$ | 11 | $3.75 \times 10^{-8}$ | 13 | $7.12 \times 10^{-11}$ | 15 |
| $\frac{1}{2}$ |  | $1.35 \times 10^{-3}$ |  | $1.10 \times 10^{-5}$ |  | $3.81 \times 10^{-8}$ |  | $6.99 \times 10^{-11}$ | $8.43 \times 10^{-14}$ |
| 0 |  | $1.44 \times 10^{-3}$ |  | $1.15 \times 10^{-5}$ |  | $3.86 \times 10^{-8}$ |  | $6.81 \times 10^{-11}$ | $7.59 \times 10^{-14}$ |
| -0.49 |  | $1.56 \times 10^{-3}$ |  | $1.21 \times 10^{-5}$ |  | $3.89 \times 10^{-8}$ |  | $6.57 \times 10^{-11}$ | $6.92 \times 10^{-14}$ |

Table 10 Comparison between the best errors for Example 5.

| Method | $[24]$ | $[43]$ | $[45]$ | $[54]$ | $[55]$ | $[27]$ | UWCM |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $E$ | $4.98 \times 10^{-11}$ | $5.01 \times 10^{-11}$ | $1.67 \times 10^{-9}$ | $5.40 \times 10^{-5}$ | $2.70 \times 10^{-5}$ | $6.38 \times 10^{-13}$ | $6.92 \times 10^{-14}$ |

We satisfy Eq. (29) at the first two roots of the shifted Chebyshev polynomial $T_{4}^{*}(x)$, namely at $x_{1,2}=\frac{1}{4}(2 \pm \sqrt{2-\sqrt{2}})$. Furthermore, the use of the boundary conditions yields,
$c_{0}-c_{1}+c_{2}-c_{3}=0$,
$c_{0}+c_{1}+c_{2}+c_{3}=1$,
and solution of the resulted system of equations gives,
$c_{0}=\frac{5}{16}, \quad c_{1}=\frac{15}{32}, \quad c_{2}=\frac{3}{16}, \quad c_{3}=\frac{1}{32}$,
and consequently

$$
\begin{align*}
u_{0,4,0}(x)= & \frac{5}{16}+\frac{15}{32}(2 x-1)+\frac{3}{16}\left(8 x^{2}-8 x+1\right) \\
& +\frac{1}{32}\left(32 x^{3}-48 x^{2}+18 x-1\right)=x^{3} \tag{32}
\end{align*}
$$

which is the exact solution.
Example 7. Consider the following linear eighth-order BVP (see, [50,45,21,23,53]):
$y^{(8)}-y=-8 e^{x} ; \quad 0<x<1, \quad y(0)=1$,
$y^{(1)}(0)=0, \quad y^{(2)}(0)=-1, \quad y^{(3)}(0)=-2$,
$y^{(4)}(0)=-3, \quad y^{(5)}(0)=-4, \quad y^{(1)}(1)=-e$,
$y^{(2)}(1)=-2 e$,
with the exact solution $y(x)=(1-x) e^{x}$. In Table 11, the maximum absolute error $E$ is listed for various values of $k$ and $M$, while in Table 12, a comparison between the best error resulted from the application of UWCM for the case $\lambda=\frac{1}{2}$ - to numerically solve (33) - with the numerical algorithms obtained in $[50,45,21,23,53]$ is displayed. This comparison shows that our
suggested numerical method is more accurate than those developed in [50,45,21,23,53].

Example 8. Consider the following nonlinear second-order boundary value problem:
$y^{\prime \prime}(x)+\left(y^{\prime}(x)\right)^{2}-y(x)=\sinh ^{2} x, \quad y(0)=1, y(1)=\cosh (34)$
with the exact solution $y(x)=\cosh x$.
In Table 13, we list the maximum absolute error $E$, for various values of $k$ and $M$.

Example 9. Consider the following second-order linear singular initial value problem (see [35]):
$y^{\prime \prime}(x)+f(x) y^{\prime}(x)+y(x)=g(x), \quad y(0)=0, y^{\prime}(0)=1$,
where
$f(x)= \begin{cases}-4 x+\frac{4}{3}, & 0 \leq x<\frac{1}{4}, \\ x-\frac{1}{3}, & \frac{1}{4} \leq x \leq 1,\end{cases}$
and $g(x)$ is chosen such that the exact solution of (35) is $y(x)=\frac{e^{x} \sin x}{1+x^{2}}$. We apply UWCM with $\lambda=1, k=2$. In Table 14, we list the maximum absolute error for various values of $M$, while in Fig. 2, the exact solution is compared with

Table 13 Maximum absolute error $E$ for Example 8 .

| $k$ | $M$ | $E$ | $k$ | $M$ | $E$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 3 | $5.69 \times 10^{-4}$ | 1 | 2 | $1.12 \times 10^{-6}$ |
|  | 4 | $1.35 \times 10^{-5}$ |  | 3 | $1.97 \times 10^{-8}$ |

Table 11 Maximum absolute error $E$ for Example 7.

|  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $k=0$ | $M$ | 11 | 12 | 13 | 14 | 15 | $8.95 \times 10^{-14}$ |
|  | $E$ | $3.04 \times 10^{-9}$ | $2.65 \times 10^{-10}$ | $5.81 \times 10^{-12}$ | $3.65 \times 10^{-13}$ | $5.66 \times 10^{-16}$ |  |
|  |  |  | 9 | 10 | 11 | 12 | 13 |
| $k=1$ | $M$ | 8 | $5.87 \times 10^{-8}$ | $5.44 \times 10^{-10}$ | $5.22 \times 10^{-12} 5.77 \times 10^{-14}$ | $8.47 \times 10^{-16}$ |  |
|  | $E$ | $5.47 \times 10^{-6}$ | 5 |  |  |  |  |

Table 12 Comparison between the best errors for Example 7.

| $x$ | UWCM | $[50]$ | $[45]$ | $[21]$ | $[23]$ | $[53]$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.25 | $4.44 \times 10^{-16}$ | $2.55 \times 10^{-15}$ | $3.03 \times 10^{-10}$ | $2.16 \times 10^{-9}$ | $4.58 \times 10^{-9}$ | $3.89 \times 10^{-10}$ |
| 0.5 | $2.66 \times 10^{-16}$ | $9.65 \times 10^{-14}$ | $7.73 \times 10^{-9}$ | $1.16 \times 10^{-7}$ | $9.84 \times 10^{-9}$ | $1.16 \times 10^{-7}$ |
| 0.75 | $1.22 \times 10^{-16}$ | $5.63 \times 10^{-13}$ | $3.12 \times 10^{-8}$ | $1.05 \times 10^{-6}$ | $1.09 \times 10^{-5}$ | $1.05 \times 10^{-6}$ |
| 1 | $1.54 \times 10^{-17}$ | $9.23 \times 10^{-13}$ | $4.39 \times 10^{-8}$ | $4.22 \times 10^{-6}$ | $1.86 \times 10^{-4}$ |  |

Table 14 Maximum absolute error $E$ for Example 9.

| $M$ | $E$ | $M$ | $E$ |
| :--- | :--- | :--- | :--- |
| 2 | $2.98 \times 10^{-4}$ | 6 | $1.85 \times 10^{-10}$ |
| 4 | $1.70 \times 10^{-5}$ | 8 | $9.12 \times 10^{-11}$ |



Figure 2 Numerical and exact solutions of Example 9.

Table 15 Comparison between different errors for Example 9.

| $x$ | 0.2 | 0.4 | 0.6 | 0.8 |
| :--- | :--- | :--- | :--- | :--- |
| Method in | $4.30 \times 10^{-12}$ | $1.24 \times 10^{-11}$ | $2.97 \times 10^{-12}$ | $4.35 \times 10^{-12}$ |

[35]
Present $\quad 6.47 \times 10^{-13} 1.21 \times 10^{-12} \quad 1.74 \times 10^{-12} \quad 2.32 \times 10^{-12}$ method
the three numerical solutions correspond to $k=2, M=2, k=$ $2, M=4$ and $k=2, M=6$, also in Table 15 we give a comparison between the error obtained in [35] and the present method, $k=2, M=8$.

Note 3. It is worthy to note here that the results obtained in Example 9 are in complete agreement with the results obtained by Abd-Elhameed et al. [3], as expected the second kind Chebyshev wavelets is a direct special case of the ultraspherical wavelets.

## 6. Conclusions

In this paper, a new algorithm for obtaining numerical spectral solutions for $2 v$ th-order linear and nonlinear differential equations is developed and implemented. Actually the derivation of this algorithm is based on constructing the shifted ultraspherical wavelets and applying spectral collocation method. The developed algorithm has the advantage that, high accurate approximate solutions are achieved using a few number of ultraspherical wavelets. The obtained approximate solutions are very close to the analytical ones. One disadvantage of the proposed method is how to handle the nonlinear system using Newton's method, this has been discussed deeply in Section 4.
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