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#### Abstract

A claes $R$ of integral equations, whose kernels are kernele of positive rational functione of elliptic operators, do not have in general locally integrable eolutions. Their solutione belong to a distribution space $\dot{H}^{-a}(D)$, where $H^{a}(D)$ is the Soboiev space. A numerical method is given for computing these solutions. Resulte of numerical experiments are reported. A typical example of the equation of the clacs $\mathcal{R}$ is the equation


$$
\int_{-1}^{1} \exp (-|x-y|) h(y) d y=f(x), \quad-1 \leq x \leq 1, \quad f \in H^{1}(-1,1) .
$$

## I. INTRODCCTION

The analytic theory of signal estimation by the criterion of minimum of variance is based on the equation of the type

$$
\begin{equation*}
R h:=\int_{D} R(x, y) h(y) d y=f(x), \quad x \in \bar{D} \subset R^{r} \tag{1}
\end{equation*}
$$

Here $D$ is a bounded domain with a smooth boundary $\Gamma, \bar{D}=D \cup \Gamma, R(x, y) \in \mathcal{R}$, where $\mathcal{R}$ is the class of kernels of positive rational functions of self-adjoint elliptic operators defined in $L^{2}\left(R^{r}\right)$. In other words

$$
R(x, y)=\int_{\Lambda} P(\lambda) Q^{-1}(\lambda) \Phi(x, y, \lambda) d \rho(\lambda)
$$

where $\Lambda, \Phi(x, y, \lambda), d \rho(\lambda)$ are, respectively, the spectrum, the spectral kernel and the spectral measure of an elliptic self-adjoint operator $\mathcal{L}$ of order $s, P(\lambda)>0$ and $Q(\lambda)>0,-\infty<\lambda<\infty$, are polynomials

$$
\begin{equation*}
\operatorname{deg} P(\lambda)=p, \quad \operatorname{deg} Q(\lambda)=q, \quad \operatorname{ord} \mathcal{L}=s \tag{2}
\end{equation*}
$$

Define

$$
\begin{equation*}
\alpha:=\frac{1}{2} s(q-p) \tag{3}
\end{equation*}
$$

Let $H^{\alpha}(D)$ be the Sobolev space and $\dot{H}^{-\alpha}(D)$ its dual space with respect to the $L^{2}(D)$ inner product. The space of distributions $\dot{H}^{-\alpha}(D)$ can be described as the space of the elements of $H^{-\alpha}\left(R^{r}\right)$ whose support is $\bar{D}$. Recall that $H^{-\alpha}\left(R^{r}\right)$ is the space of distributions $h(x)$ such that

$$
\begin{equation*}
\left(\int_{R^{r}}|\tilde{h}|^{2}\left(1+\lambda^{2}\right)^{-\alpha} d \lambda\right)^{1 / 2}:=\|h\|_{-\infty}<\infty \tag{4}
\end{equation*}
$$

A derivation of equation (1) in the framework of signal estimation theory is given in [1] and [2]. In [1] and [2] the class $\mathcal{R}$ has been introduced and studied. The basic result from [1], [2] which we nced here is

[^0]Proposition 1. The operator $R$ defined in (1) is an isomorphism between $H^{-\alpha}(D)$ and $H^{\alpha}(D)$ where $\alpha$ is defined by (3) and the kernel $R(x, y) \in \mathcal{R}$.

In particular, Proposition 1 says that for any $f \in H^{\alpha}(D)$ equation (1) with the kernel $R \in \mathcal{R}$ has a unique solution in $\dot{H}^{-\alpha}(D)$ and this solution depends continuously in the norm of $H^{-\alpha}(D)$ on $f \in H^{a}(D)$.
For example, consider

$$
\begin{equation*}
R h=\int_{-1}^{1} \exp (-|x-y|) h(y) d y=f(x), \quad-1 \leq x \leq 1 . \tag{5}
\end{equation*}
$$

In this example $D=(-1,1), r=1, \mathcal{L}=-i \partial, \partial:=\frac{d}{d x}, \Lambda=(-\infty, \infty), d \rho(\lambda)=d \lambda, \Phi(x, y, \lambda)=$ $(2 \pi)^{-1} \exp \{i \lambda(x-y)\}, P(\lambda)=1, Q(\lambda)=\frac{\lambda^{\lambda}+1}{2}, s=1, p=0, q=2, \alpha=1$.
The solution to (5) in $\dot{H}^{-1}(D)$ exists and is unique for any $f \in H^{1}(D)$. This solution is given by the formula [ 3, p. 389]

$$
\begin{equation*}
h(x)=\frac{-f^{\prime \prime}+f}{2}+\frac{\delta(x+1)\left[-f^{\prime}(-1)+f(-1)\right]+\delta(x-1)\left[f^{\prime}(1)+f(1)\right]}{2} \tag{6}
\end{equation*}
$$

where $\delta(x)$ is the delta-function. It can be characterized as the solution of minimal order of singularity.
It follows from the results in [1], page 19 , that if a function $f \in H^{a}(D)$ has an isolated point $x_{0} \in D$ of non-smoothness then the solution $h$ will have at $x_{0}$ a point of singularity but will be smooth for $x \neq x_{0}$ in a neighborhood of $x_{0}$. For example, if $f(x):=|x|^{\gamma}$ in a neighborhood of $x_{0}=0$, and $f$ is the right-hand side of (5), then $f(x) \in H^{1}:=H^{1}(-1,1)$ for $\gamma>0.5$, and formula (6) shows that th:e solution $h(x)$ behaves like $\gamma(\gamma-1)|x|^{\gamma-2}$ as $x \rightarrow 0$, where the formulas for the derivatives of the functions $|x|^{\gamma}$ and $|x|^{\gamma-1} \operatorname{sgn} x$ (in the sense of distributions) were used: $\left(|x|^{\gamma}\right)^{\prime}=\gamma|x|^{\gamma-1} \operatorname{sgn} x,\left(|x|^{\gamma-1} \operatorname{sgn} x\right)^{\prime}=(\gamma-1)|x|^{\gamma-2}$ (see [5, §I.3, formulas (9) and (10)]). In the case of equation (5) $\alpha=1, f \in H^{1}$ and $f \notin H^{2}$ for $0.5<\gamma<1.5$.

In [3] and [2] a theory of equations of class $\mathcal{R}$ is developed and a numerical method for solving these equations is described. Convergence of the method is proved.

In this paper, we present a variant of the numerical method for solving equations of class $\mathcal{R}$ and report the results of numerical experiments which show that the method is stable and practically efficient.

Note that although equations (1) and (5) look like Fredholm equations of the first kind, so that one can think that these equations lead to ill-posed problems, but in fact the situation is totally different. The problem of solving (1) and (5) in $H^{-a}(D)$ is well posed as follows from Proposition 1.
Why can one have a wrong idea about ill-posedness of the problem of solving (1)? Because there is a vast literature on the following problem (see e.g. [4]). Let $A u=f$ be a linear equation with an injective compact operator $A$ from an infinite dimensional Banach space $U$ into a Banach space $F$. Suppose that $f \in \operatorname{Ran} A$, whare Ran $A$ is the range of $A$. Assume that $f_{\delta}$ is given such that $\left\|f_{6}-f\right\|<\delta$, where $\delta>0$ is a small given number and $f_{\delta}$ does not necessarily belong to $\operatorname{Ran} A$. Given $\left\{A, \delta, f_{\delta}\right\}$ one wants to find $u_{\delta}$ such that $\left\|u-u_{\delta}\right\| \rightarrow 0$ as $\delta \rightarrow 0$. The ill-posedness of this problem comes from the fact that $A^{-1}$ is an unbounded operator (since $A$ is compact and the space $U$ is infinite dimensional). Therefore even if $f_{\delta} \in \operatorname{Ran} A=\operatorname{Dom}\left(A^{-1}\right)$ one camnot say that $u_{b}=A^{-1} f_{\delta}$ since $\left\|A^{-1} f_{\delta}-u\right\|=\left\|A^{-1}\left(f_{\delta}-f\right)\right\|$ does not go to zero as $\delta \rightarrow 0$, in general.

The problem of solving equation (1) in $H^{-a}(D)$ is well-posed since the operator $R^{-1}: H^{\alpha}(D) \rightarrow \dot{H}^{-\alpha}(D)$ is continuous and is defined on all of $H^{\alpha}(D)$. Note that (1) does not have a solution in $L^{2}(D)$ in general.

Analytic estimates of the norm of $R$ and $R^{-1}$ can be found in [1] and [2]:

$$
\begin{gather*}
\|R\|_{H-\odot-H} \leq \sup _{\lambda \in \Lambda}\left\{P(\lambda) Q^{-1}(\lambda)\left(1+\lambda^{2}\right)^{\alpha / 0}\right\}:=\gamma_{1}  \tag{7}\\
\left\|R^{-1}\right\|_{H^{\circ}-H-\sigma} \leq\left(\inf _{\lambda \in \Lambda}\left\{P(\lambda) Q^{-1}(\lambda)\left(1+\lambda^{2}\right)^{\alpha / \bullet}\right\}\right)^{-1}:=\gamma_{2} \tag{8}
\end{gather*}
$$

We will denote $\|\cdot\|_{H^{\circ}(D)}:=\|\cdot\|_{\alpha}$ and $\|\cdot\|_{I I^{-\circ}(D)}:\|\cdot\|_{-a}$.

In Section II the numerical method is described. In Section III the numerical results are presented.

## II. DESCRIPTION OF THE NUMERICAL METHOD

It is proved in [1], [2] that if $f$ is smooth enough, for example, $f \in H^{\rho}(D), \beta \geq(q-p) s$, then the singular support of the solution to (1) is $\partial D=\Gamma$. See, for example, formula (6) which shows that if $f \in H^{2}$ then the singular (distributional) part of the solution is the second term in the right-hand side of (6).

Therefore, assuming that $f$ is smooth enough, let us look for an approximate solution of the form

$$
\begin{equation*}
h=h_{\mathrm{sm}}+h_{\text {sing }} \tag{9}
\end{equation*}
$$

where the singular part is [3]:

$$
\begin{equation*}
h_{\mathrm{sing}}=\sum_{|j|=0}^{\alpha-1} b_{j}(s) \delta_{\Gamma}^{(j)} \tag{10}
\end{equation*}
$$

The distribution $b_{j}(s) \delta_{\Gamma}^{(j)}$ is defined by the formula

$$
\begin{equation*}
\int_{R^{r}} b_{j}(s) \delta_{\Gamma}^{(j)} \phi(x) d x=(-1)^{|j|} \int_{\Gamma}\left\{b_{j}(s) \phi(s)\right\}^{(j)} d s \tag{11}
\end{equation*}
$$

The coefficients $b_{j}(s)$ are sufficiently smooth functions, $b_{j}(s) \in C^{(j)}(\Gamma), j$ is a multi-index, $|j|=$ $j_{1}+\cdots+j_{r}$. The regular (smooth) part of $h$ in (9) is $h_{\mathrm{sm}}$. Let us choose a complete in $\dot{H}^{-1}(D)$ system $\left\{\psi_{j}\right\}$ of linearly independent elements, which is a union of regular functions $\left\{\phi_{j}\right\}$, where the set $\left\{\phi_{j}\right\}$ forms a basis of $L^{2}(D)$, and singular functions $\delta_{\Gamma}^{(j)},|j| \leq \alpha-1$. We wish to use a projection method, namely a least squares method. If $h_{n} \in \operatorname{span}\left(\psi_{1}, \ldots, \psi_{n}\right):=M_{n}$ is defined to be the solution to the equation

$$
\begin{equation*}
\epsilon_{n}:=\left\|R h_{n}-f\right\|_{\alpha}=\min \tag{12}
\end{equation*}
$$

then equation (12) has a unique solution, and

$$
\begin{equation*}
\left\|h_{n}-h\right\|_{-a} \rightarrow 0 \quad \text { as } \quad n \rightarrow \infty \tag{13}
\end{equation*}
$$

where $h=R^{-1} f \in \dot{H}^{-\alpha}(D)$.
The first of these two statements is obvious since the distance from an element $f$ to the finitedimensional subspace $M_{n}$ in a Hilbert space $H^{\alpha}$ is attained at a unique element of $M_{n}$.

The second statement follows from the inequality

$$
\begin{equation*}
\left\|h_{n}-h\right\|_{-a} \leq \gamma_{2}\left\|R h_{n}-f\right\|_{a} \rightarrow 0, \quad n \rightarrow \infty \tag{14}
\end{equation*}
$$

where $\gamma_{2}$ is given by ( 8 ). The right-hand side of (14) goes to zero, since the set $\left\{\psi_{j}\right\}$ is complete in $H^{-\alpha}$ by the assumption, and therefore, the set $\left\{R \dot{\psi}_{j}\right\}$ is complete in $H^{\alpha}$, since $R$ is an isomorphism between $H^{-a}$ and $H^{\alpha}$. A practical implication of (14) is the following: one increases $n$ for computing the approximate solution $h_{n}$ until the discrepancy $\epsilon_{n}$ defined by (12) is sufficiently small.

Let us illustrate this numerical method using equation (5) as an example. In this example $D=(-1,1), \alpha=1$. Thus, let us look for an approximate solution of the form

$$
\begin{equation*}
h_{n}=c_{-2}^{(n)} \delta(x+1)+c_{-1}^{(n)} \delta(x-1)+\sum_{j=0}^{n} c_{j}^{(n)} \phi_{j}(x):=\sum_{j=-2}^{n} c_{j}^{(n)} \phi_{j}(x), \tag{15}
\end{equation*}
$$

where $\delta(x)$ is the delta-function, $\phi_{-2}:=\delta(x+1), \phi_{-1}(x):=\delta(x-1)$ and $\left\{\phi_{j}(x)\right\}$ is a complete linearly independent system in $L^{2}(D)$, for example

$$
\begin{equation*}
\phi_{j}=\cos \left\{\frac{j \pi}{2}(x+1)\right\}, \quad j=0,1,2, \ldots \tag{16}
\end{equation*}
$$

The system (16) is orthogonal and complete in $L^{2}(D)$. For any $n$ the system

$$
\begin{equation*}
\left\{\phi_{j}\right\}, \quad-2 \leq j \leq n \tag{17}
\end{equation*}
$$

is linearly independent in $\dot{H}^{-1}$. If $M_{n}$ is the linear span of functions (17) then

$$
\begin{equation*}
\rho\left(h, M_{n}\right) \rightarrow 0 \quad \text { as } n \rightarrow \infty, \quad \forall h \in \dot{H}^{-1} \tag{18}
\end{equation*}
$$

where $\rho\left(h, M_{n}\right)=\inf _{g \in N_{n}}\|h-g\|_{-1}$ is the distance from $h$ to $M_{n}$ in $\dot{H}^{-1}$.
The coefficients $c_{j}^{(n)}$ in (15) should be determined from (12), that is, in the case of equation (5) from

$$
\begin{equation*}
\left\|\sum_{j=-2}^{n} c_{j}^{(n)} g_{j}(x)-f\right\|_{1}=\min \tag{19}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{j}(x):=R \phi_{j}(x)=\int_{-1}^{1} \exp (-|x-y|) \phi_{j}(y) d y . \tag{20}
\end{equation*}
$$

Problem (19) has a unique solution which can be computed by solving the linear system for $c_{j}^{(n)}$ :

$$
\begin{equation*}
\sum_{p=-2}^{n} a_{j p} c_{p}^{(n)}=f_{j}, \quad-1 \leq j \leq n \tag{21}
\end{equation*}
$$

Here

$$
\begin{equation*}
a_{j p}:=\left(g_{p}, g_{j}\right)_{1}=\int_{-1}^{1}\left(g_{p} \bar{g}_{j}+g_{p}^{\prime} \bar{g}_{j}\right) d x \tag{22}
\end{equation*}
$$

where the primes denote derivatives and the bar stands for complex conjugate,

$$
\begin{equation*}
f_{j}=\left(f, g_{j}\right)_{1}, \quad-2 \leq j \leq n . \tag{23}
\end{equation*}
$$

The matrix (22) is a Gramian of a linearly independent system $\left\{g_{j}\right\}$ in $H^{1}$ and therefore this matrix is positive definite. Therefore the system (21) is uniquely solvable. The function $h_{n}$ defined by (15) with the coefficients $c_{j}^{(n)}$ which solve (21) satisfies (13). Let us summarize the result.
Theorem 1. The system (21) is uniquely solvable for all $n=0,1,2, \ldots$ If $c_{j}^{(n)}$ solves (21), then $h_{n}$, defined by (15), converges in $\dot{H}^{-1}$ to the unique solution of (5) in the space $\dot{H}^{-1}$.

If $f(x)$ has an isolated point of non-smoothness such that $f(x)=A\left|x-x_{0}\right|^{i}+g(x), 0.5<\gamma<$ 1.5, where $A=$ const and $g(x)$ is smooth, then the solution to equation (5) will have the form $h=h_{\mathrm{sm}}(x)+h_{\text {sing }}$. Here $h_{\mathrm{sm}}$ is smooth and $h_{\text {sing }}=c_{-2} \delta(x+1)+c_{-1} \delta(x-1)+A \gamma(\gamma-1)|x|^{\gamma-2}$. The constant $c_{-2}$ and $c_{-1}$ are the same as in formula (6) and the distribution $|x|^{\gamma-2}$ is defined as usual ([5], §1.3).

In Section III numerical results are given.

## III. NUMERICAL RESULTS

We give six typical examples of our numerical experiments.
(1) $f$ is such a function that the corresponding $h_{\text {sing }}$ is zero and $h_{\mathrm{am}}$ can be expanded as a linear combination of $\left\{\phi_{j}(x)\right\}$ with a few terms.
(2) $f$ is such a function that the corresponding $h$ has no singular part, but $h_{o m}$ can not be expanded as a linear combination of $\left\{\phi_{j}(x)\right\}$ with a few terms.
(3) $f$ is such a function that the corresponding $h$ has singular part, but $h_{\mathrm{s} m}$ can be expanded as a linear combination of $\left\{\phi_{j}(x)\right\}$ with a few terms.
(4) $f$ is such a function that the corresponding $h$ has singular part, and $h_{s m}$ has a slowly convergent representation by a linear combination of $\left\{\phi_{j}(x)\right\}$.
(5) $f$ belongs to $H^{2}(-1,1)$, but does not belong to $H^{3}(-1,1)$, and the corresponding $h$ has the same feature as that in example 4.
(6) $f$ belongs io $H^{1}(-1,1)$, but does not belong to $H^{2}(-1,1)$, and the corresponding $h$ has the same feature as that in example 4.

The numerical experiments show that the method given in Section II provides a reasonably accurate approximation of $h$. It tells us how to choose $n$, the number of the basis functions $\left\{\phi_{j}\right\}$. Let

$$
\begin{equation*}
\epsilon_{n}:=\left\|\sum_{j=-2}^{n} c_{j}^{(n)} g_{j}(x)-f\right\|_{1} . \tag{24}
\end{equation*}
$$

Suppose $R h_{n}=f+\eta_{n}$, then $h_{n}=R^{-1} f+R^{-1} \eta_{n}$. So

$$
\begin{equation*}
\left\|h_{n}-h\right\|_{-1}=\left\|R^{-1} \eta_{n}\right\|_{-1} \leq\left\|R^{-1}\right\| \cdot\left\|\eta_{n}\right\|_{1}=\left\|R^{-1}\right\| \cdot \epsilon_{n} . \tag{25}
\end{equation*}
$$

Hence, when $\epsilon_{n}$ does not change considerably as $n$ grows, for $n>n_{0}$, say, there is no need to increase $n$ in practical calculations. Also numerical experiments demonstrate that the method works for noisy data. How it will work can be seen from the condition number of $A_{n}=\left(a_{j p}\right)_{-2 \leq j, p \leq n}$, where $a_{j p}$ is given in (22). Note that $a_{j p}, 1 \leq j, p \leq n$, can be calculated explicitly in our examples. We will give the condition number for each example below.

Before we give the results, the term pointwise relative error should be defined: the pointwise relative error of a function $h$ at a point $x$ is $\left|\frac{\bar{h}(x)-h(x)}{\bar{h}(x)}\right|$, where $\tilde{h}$ is an approximation of $h$, and this notation is used in the following graphs.
(1) In the first example, the right-hand side is $f(x)=-2+2 \cos \pi(x+1)$, and the exact solution is $h(x)=-1+\left(1+\pi^{2}\right) \cos \pi(x+1)$, see graph 1 . If $n$ is 2 , then the condition number of $A=\left(a_{j p}\right)_{-2 \leq j, p \leq 2}$ is $O(10)$, and $\epsilon_{2}=O\left(10^{-13}\right)$. So it is not necessary to increase $n$. For $n=2$, the pointwise relative error of $h_{2}$ is $O\left(10^{-15}\right)$. As we see in Graph $1, h(x)$ and $h_{2}(x)$ coincide practically.
(2) In the second example, the right-hand side is $f(x)=-2 \exp (x-1)+\frac{2}{\pi} \sin \pi(x+1)+$ $2 \cos \pi(x+1)$ and the exact solution is $h(x)=\left(\frac{1}{\pi}+\pi\right) \sin \pi(x+1)+\left(1+\pi^{2}\right) \cos \pi(x+1)$, see Graph 2 which shows the Graphs of $h$ and $h_{310}$. If $n=340$, then the condition number of $A_{340}=\left(a_{j p}\right)_{-2 \leq j, p \leq 340}$ is $O\left(10^{6}\right)$, and $c_{340}=O\left(10^{-11}\right)$. The pointwise relative error of $h_{340}$ is less than $O\left(10^{-6}\right)$ for $-0.98 \leq x \leq 0.98$ and is not more than $O\left(10^{-3}\right)$ for $-1 \leq x<-0.98$ and $0.98<x \leq 1$. In Graph 2.1 we can see a small deviation between $h(x)$ and $h_{340}(x)$ near two end points.
(3) In the third example, one has

$$
f(x)=\cos \frac{\pi(x+1)}{2}+4 \cos 2 \pi(x+1)-1.5 \cos \frac{7 \pi(x+1)}{2}
$$

and the exact solution

$$
\begin{aligned}
h(x)= & \frac{1}{2}\left(1+\frac{\pi^{2}}{4}\right) \cos \frac{\pi(x+1)}{2}+\left(2+8 \pi^{2}\right) \cos 2 \pi(x+1)-0.75\left(1+12.25 \pi^{2}\right) \\
& \cdot \cos \frac{7 \pi(x+1)}{2}+1.75 \delta(x+1)+2.25 \delta(x-1),
\end{aligned}
$$

see Graph 3. If $n=7$, then the condition number of $A_{7}=\left(a_{j p}\right)_{-2 \leq j . p \leq 7}$ is $O\left(10^{2}\right)$, and $\epsilon_{7}=O\left(10^{-11}\right)$. The pointwise relative error of $h_{7}$ is $O\left(10^{-11}\right)$ for $-0.94 \leq x \leq 0.94$, and is not more that $O\left(10^{-9}\right)$ if $-1 \leq x<-0.94$ and $0.94<x \leq 1.0$. The relative error for the coeflicients of the singular part is $O\left(10^{-9}\right)$. Again we can not tell the difference between $h(x)$ and $h(x)$ in Graph 3.
(4) In the fourth example, one has

$$
f(x)=\exp (-x)+2 \sin 2 \pi(x+1)
$$

and the exact solution is

$$
h(x)=\left(1+4 \pi^{2}\right) \sin 2 \pi(x+1)+(e-2 \pi) \delta(x+1)+2 \pi \delta(x-1),
$$

$H(X)=-1+(1+\operatorname{PnP})-\cos (\operatorname{Pn}(x+1))$ $\mathrm{Pf}=3.1415926535$


H ANO H2 CONCDE PRACTICNLIY
Graph 1
$H(X)=(1 / P(+P 1) \cdot \sin (P 1 \alpha(x+1))$
$+\left(1+P^{\prime}+P 1\right)=\cos (P 1+(x+1))$
Pi IS THE SAIE AS W CRAPH 1.
THIS CRAPH IS FOR H ANO H34O.


Graph 2

$$
\begin{aligned}
& H(x)=(1 / P+P+P) \sin (P 10(x+1)) \\
& +(1+P \operatorname{PP})=\cos \left(P P_{0}(x+1)\right)
\end{aligned}
$$

DFF IS THE DITFERENCE EETWIEN H NND H340.


Graph 2.1
$H S M(X)=(0.5+P 1+P I / 8)=\operatorname{COS}(P+(X+1))$ $+(2+8 \alpha p+p p 1)=\cos (2 \omega p h(x+1))$ $-0.75 \cdots(1+(3.5+1)=2) \cos (77 p+(x+1) / 2$ HSM, HSIM ARE THE SWOOTH PARTS OF H, H7 PI IS THE SMIE AS IN GRAPH 1.


HSM AND HSW7 CORNCLDE PRACTLCALLY
Graph 3
$\operatorname{Hsi}(x)-(1+4 \operatorname{man} 2) \sin (2 \cot (x+1))$
 PI IS THE SAME AS W Crapti.


Graph 4
Heve $2=(1+4 \times \operatorname{man} 2) \operatorname{arc}(2 \operatorname{ran}(x+1))$




HSU $(x)=0.5 \sim(A B S(X) \times 2.25-2.8125 \cdots B S(x) \sim 0.25)$ HSN, HSM240 ARE THE SMOOTH PARTS OF H, H240


Graph 5
$H S M(X)=0.50(A B S(x)=2.25-2.8125 \operatorname{ABS}(x)=0.25)$ HSM, HSN240 ARE THE SMOOTH PARIS OF H, H240 DFF IS THE DIFPERENCE BETNEEN HSN AND HSH240


Graph 5.1
$H \sin (x)=0.5 \alpha(\operatorname{ABS}(x)=1.4-0.5 \operatorname{sen} \alpha(x) \sim(-0.0))$ HSM, HSM290 ANE THE SMOOTH PANTS OF H, HZ:0

$\left.H \operatorname{Hin}(X)=0.8 \times(4)(X)-1.4-0.54{ }^{4}-3(X) \times(-0.6)\right)$ HSM, HM H HE Sivolutmire or H, H2.0



Graph 6.1
see Graph 4. If $n=290$, then the condition number of $A_{290}=\left(a_{j p}\right)_{-2 \leq j, p \leq 290}$ is $O\left(10^{6}\right)$ and $\epsilon_{290}=O\left(10^{-9}\right)$. The pointwise relative error of $h_{290}$ is less than $O\left(10^{-4}\right)$ for $-0.98 \leq$ $x \leq 0.98$, and the pointwise error is between 0.47 and 0.014 in the interval $(-1.0,-0.98) \cup$ $(0.98,1.0)$ which is shown in the Graph 4.1 clearly. For the coefficients of the singular part, the relative error is $O\left(10^{-4}\right)$.
(5) In the fifth example, one has

$$
f(x)=|x|^{2.25}
$$

and the exact solution is

$$
h(x)=\frac{|x|^{2.25}-2.8125|x|^{0.25}}{2}+1.625(\delta(x+1)+\delta(x-1))
$$

If $n=240$, then the condition number of $A_{240}$ is $O\left(10^{6}\right)$ and $\epsilon_{240}=O\left(10^{-10}\right)$. The relative error for the singular part is $O\left(10^{-7}\right)$. In the interval $[-1,-0.12) \cup(0.12,1]$, the pointwise relative error is $O\left(10^{-4}\right)$ and in the interval $[-0.12,0.12]$ it is $O\left(10^{-3}\right)$ except at the origin. In particular, at the points near the origin, $\pm 0.02$, the accuracy is $O\left(10^{-3}\right)$, see Graph 5 for both smooth parts of $h$ and $h_{240}$.
(6) In the sixth example, one has

$$
f(x)=|x|^{1.4}
$$

and the exact solution is

$$
h(x)=\frac{|x|^{14}-0.56|x|^{-06}}{2}+1.2(\delta(x+1)+\delta(x-1))
$$

where $x \in[-1,0) \cup(0,1]$. The result we got is for $n=290$. In this case, the condition number of $A_{290}$ is $O\left(10^{6}\right)$ and $\epsilon_{290}=O\left(10^{-5}\right)$. The relative error for the singular part is $O\left(10^{-4}\right)$. Qualitatively, approximation in the interval $[-1,0) \cup(0,1]$ here is similar to that in Example 5. The relative error is $O\left(10^{-2}\right)$ in $[-1,-0.16) \cup(0.16,1]$ and $O\left(10^{-1}\right)$ in $[-0.16,0.16] \backslash\{0\}$. It is no surprise to see that the error is much bigger than before. However we think that the result is reasonable, since $f(x)$ is less smooth than in the examples above.
From these examples, it is seen that the big error occurs either at the origin or at the end points. However it is observed in the computation that this can be overcome by increasing the number $n$ of basis functions and the accuracy of the computation of $f_{j}, j=-2,-1, \ldots$ in (23). The reduction of the computational error requires additional computer time.

We conclude that this method is accurate and easy to implement numerically.
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