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#### Abstract

We consider interval exchange transformations of periodic type and construct different classes of ergodic cocycles of dimension $\geqslant 1$ over this special class of IETs. Then using Poincaré sections we apply this construction to obtain the recurrence and ergodicity for some smooth flows on non-compact manifolds which are extensions of multivalued Hamiltonian flows on compact surfaces.
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## 1. Introduction

In this paper we investigate the conservativity (recurrence) and ergodicity of dynamical systems given by skew products of ergodic interval exchange transformations (abbreviated as IETs) and some piecewise smooth cocycles taking values in locally compact abelian groups.

Let $G$ be a locally compact abelian second countable group. We denote by 0 its identity element, by $\mathcal{B}_{G}$ its $\sigma$-algebra of Borel sets and by $m_{G}$ its Haar measure. Recall that, for each ergodic automorphism $T:(X, \mathcal{B}, \mu) \rightarrow(X, \mathcal{B}, \mu)$ of a standard Borel probability space, each measurable function $\varphi: X \rightarrow G$ defines a skew product automorphism $T_{\varphi}$ which preserves the $\sigma$-finite measure $\mu \times m_{G}$ :

$$
\begin{gather*}
T_{\varphi}:\left(X \times G, \mathcal{B} \times \mathcal{B}_{G}, \mu \times m_{G}\right) \rightarrow\left(X \times G, \mathcal{B} \times \mathcal{B}_{G}, \mu \times m_{G}\right), \\
T_{\varphi}(x, g)=(T x, g+\varphi(x)) . \tag{1.1}
\end{gather*}
$$

We will mostly consider groups $G$ which are closed subgroups of $\mathbb{R}^{\ell}$, for $\ell \geqslant 1$. The function $\varphi: X \rightarrow G$ determines also a cocycle $\varphi^{(\cdot)}: \mathbb{Z} \times X \rightarrow G$ for the $\mathbb{Z}$-action given by $T$ by the formula

$$
\varphi^{(n)}(x)= \begin{cases}\varphi(x)+\varphi(T x)+\cdots+\varphi\left(T^{n-1} x\right) & \text { if } n>0 \\ 0 & \text { if } n=0 \\ -\left(\varphi\left(T^{n} x\right)+\varphi\left(T^{n+1} x\right)+\cdots+\varphi\left(T^{-1} x\right)\right) & \text { if } n<0\end{cases}
$$

Then $T_{\varphi}^{n}(x, g)=\left(T^{n} x, g+\varphi^{(n)}(x)\right)$ for every $n \in \mathbb{Z}$. The cocycle $\varphi^{(\cdot)}$ can be viewed as a "stationary" walk in $G$ over the dynamical system $(X, \mathcal{B}, \mu, T)$. For simplicity, the expression "cocycle $\varphi$ " refers to the cocycle $\varphi^{(\cdot)}$ generated by $\varphi$ over the dynamical system $(X, \mathcal{B}, \mu, T)$. We say that the cocycle $\varphi$ is recurrent if for each neighborhood $V \subset G$ of the identity element and for a.e. $x \in X, \varphi^{(n)}(x) \in V$ for infinitely many $n \geqslant 0$.

Recall that the skew product $T_{\varphi}$ has a trivial Hopf decomposition, that is $T_{\varphi}$ is either conservative or totally dissipative (see [32] and [1]). Moreover, the skew product $T_{\varphi}$ is conservative if and only if the cocycle $\varphi$ is recurrent. The skew product system $\left(X \times G, \mu \times m_{G}, T_{\varphi}\right)$ is called ergodic if for any set $A \in \mathcal{B} \times \mathcal{B}_{G}$ which is invariant, i.e. such that $\mu \times m_{G}\left(T_{\varphi}^{-1} A \triangle A\right)=0$, either $\mu \times m_{G}(A)=0$ or $\mu \times m_{G}\left(A^{c}\right)=0$, where $A^{c}$ denotes the complement of $A$. Then we call the cocycle $\varphi^{(\cdot)}$ ergodic as well. Recall that if $(X, \mathcal{B}, \mu)$ is a standard space then any ergodic cocycle is automatically recurrent.

Skew products over IETs appear in a natural way in the study of the billiard flows in the plane with $\mathbb{Z}^{2}$ periodically distributed obstacles (wind-tree models). For instance when the obstacles are rectangles, such flows can be modeled as special flows built over such skew products. The recurrence and ergodicity of these models are among main open questions. More generally, skew products over IETs appear when studying linear flows on $\mathbb{Z}^{\ell}$-covers of translation surfaces (see a recent paper by P. Hubert and B. Weiss [20]). Another motivation to study skew products over IETs comes from some extensions of area-preserving flows on closed surfaces, defined as couplings of such flows with the geodesic flow on $\mathbb{R}^{\ell}$ (see [11] and Section 6 for details). All these dynamical systems have a special representation over a skew product of an IET and piecewise smooth cocycle. Therefore, the recurrence and ergodicity of these systems are equivalent to the recurrence and ergodicity of the corresponding skew products.

The literature on skew products over an irrational rotation on the circle is vast, and several classes of ergodic cocycles with values in $\mathbb{R}$ or $\mathbb{R}^{\ell}$ are known in that case; see $[3,7,11,14,15,26$, 29,30 ] and [32] for some classes of ergodic $\mathbb{R}$-valued cocycles (smooth or piecewise absolutely continuous non-continuous or piecewise smooth with logarithmic singularities), [27] for ergodic cocycles in $\mathbb{R}^{2},[19]$ for examples of ergodic cocycles with values in a nilpotent group, [9] for ergodic cocycles in $\mathbb{Z}^{2}$ associated to special directional rectangular billiard flows in the plane. But very little is known about the ergodicity of cocycles over IETs.

In this paper we will deal with so-called interval exchange transformations of bounded or periodic type (see [33]) which are analogues of rotations on the circle by irrational numbers with bounded partial quotients (abbreviated as bpq) or quadratic irrationals, respectively. The aim of this paper is to provide different classes of recurrent and ergodic cocycles over IETs in these special classes. This is done in Sections 3, 4, and 5. We emphasize that typically proofs of the ergodicity of skew products over irrational rotations are based on so-called Denjoy-Koksma type inequalities along the sequence of denominators which break down for cocycles of bounded variation (abbreviated as BV cocycles) over IETs (see [41]). For BV cocycles $\varphi$ over IETs of bounded (periodic) type we bypass this problem in different ways.

In Section 3 the ergodicity problem is studied in the class of piecewise linear cocycles with non-zero sum of jumps and their products. Here we combine the recurrence of the cocycle with the control of the growth of slope to localize so-called essential values of $\varphi$.

In Section 4 we deal with $\mathbb{Z}^{k}$-valued cocycles which are constant on exchanged intervals. We prove that such a $\mathbb{Z}$-valued cocycle $\varphi$ is ergodic if the vector composed from the values of $\varphi$ is a fixed vector of the periodic matrix of the IET. Moreover, we give a condition that guarantees the ergodicity of $\mathbb{Z}^{k}$-valued cocycles as well.

In Section 5 piecewise constant cocycles have supplementary discontinuity points inside exchanged intervals. Adapting the idea of corrections of piecewise smooth cocycles introduced by Marmi, Moussa and Yoccoz in [28], we correct $\varphi$ by a function constant on exchanged intervals and then we prove a Denjoy-Koksma type inequality for the corrected cocycle. Since the supplementary discontinuities survive the procedure of correction, they are used to localize essential values of the corrected cocycle.

In Sections 6 and 7 we present smooth models for recurrent and ergodic systems based on the previous sections. Following [11] we deal with couplings of multivalued Hamiltonian flows on surfaces $M$ and the geodesic flow on $\mathbb{R}^{\ell}, \ell \geqslant 1$. More precisely, we will consider coupled differential equations on $M \times \mathbb{R}^{\ell}$ of the form

$$
\begin{equation*}
\dot{x}=X(x), \quad \dot{y}=f(x) \quad \text { for }(x, y) \in M \times \mathbb{R}^{\ell}, \tag{1.2}
\end{equation*}
$$

where $X: M \rightarrow T M$ is a multivalued Hamiltonian vector field and $f: M \rightarrow \mathbb{R}^{\ell}$ is a smooth function. If $f$ vanishes at zeros of $X$ then the flow associated to (1.2) has a Poincaré section for which the first-return map is isomorphic to the skew product of an IET and a BV cocycle. This allows us to prove a sufficient condition for recurrence and ergodicity (see Section 6 ) whenever the IET is of periodic type.

The whole theory developed in the paper is illustrated by examples in Section 7 (see also Appendix B).

In Appendices A and C proofs of the needed results on the growth of cocycles of bounded variation are given. They are mainly adapted from [28].

## 2. Preliminaries

### 2.1. Interval exchange transformations

In this subsection, we recall standard facts on IETs with the presentation and notation from [37,38] and [39]. Let $\mathcal{A}$ be a $d$-element alphabet and let $\pi=\left(\pi_{0}, \pi_{1}\right)$ be a pair of bijections $\pi_{\varepsilon}: \mathcal{A} \rightarrow\{1, \ldots, d\}$ for $\varepsilon=0,1$. Denote by $\mathcal{S}_{\mathcal{A}}^{0}$ the subset of irreducible pairs, i.e. such that $\pi_{1} \circ \pi_{0}^{-1}\{1, \ldots, k\} \neq\{1, \ldots, k\}$ for $1 \leqslant k<d$. We will denote by $\pi_{d}^{\text {sym }}$ any pair $\left(\pi_{0}, \pi_{1}\right)$ such that $\pi_{1} \circ \pi_{0}^{-1}(j)=d+1-j$ for $1 \leqslant j \leqslant d$.

Let us consider $\lambda=\left(\lambda_{\alpha}\right)_{\alpha \in \mathcal{A}} \in \mathbb{R}_{+}^{\mathcal{A}}$, where $\mathbb{R}_{+}=(0,+\infty)$. Set

$$
|\lambda|=\sum_{\alpha \in \mathcal{A}} \lambda_{\alpha}, \quad I=[0,|\lambda|)
$$

and

$$
I_{\alpha}=\left[l_{\alpha}, r_{\alpha}\right), \quad \text { where } l_{\alpha}=\sum_{\pi_{0}(\beta)<\pi_{0}(\alpha)} \lambda_{\beta}, r_{\alpha}=\sum_{\pi_{0}(\beta) \leqslant \pi_{0}(\alpha)} \lambda_{\beta} \text {. }
$$

Then $\left|I_{\alpha}\right|=\lambda_{\alpha}$. Denote by $\Omega_{\pi}$ the matrix $\left[\Omega_{\alpha \beta}\right]_{\alpha, \beta \in \mathcal{A}}$ given by

$$
\Omega_{\alpha \beta}= \begin{cases}+1 & \text { if } \pi_{1}(\alpha)>\pi_{1}(\beta) \text { and } \pi_{0}(\alpha)<\pi_{0}(\beta) \\ -1 & \text { if } \pi_{1}(\alpha)<\pi_{1}(\beta) \text { and } \pi_{0}(\alpha)>\pi_{0}(\beta) \\ 0 & \text { in all other cases. }\end{cases}
$$

This defines an antisymmetric form on $\mathbb{R}^{\mathcal{A}}$.

Given $(\pi, \lambda) \in \mathcal{S}_{\mathcal{A}}^{0} \times \mathbb{R}_{+}^{\mathcal{A}}$, let $T_{(\pi, \lambda)}:[0,|\lambda|) \rightarrow[0,|\lambda|)$ stand for the interval exchange transformation (IET) on $d$ intervals $I_{\alpha}, \alpha \in \mathcal{A}$, which are rearranged according to the permutation $\pi_{1} \circ \pi_{0}^{-1}$, i.e. $T_{(\pi, \lambda)} x=x+w_{\alpha}$ for $x \in I_{\alpha}$, where $w=\Omega_{\pi} \lambda$, that is $w_{\alpha}=\sum_{\beta \in \mathcal{A}} \Omega_{\alpha \beta} \lambda_{\beta}$.

Note that for every $\alpha \in \mathcal{A}$ with $\pi_{0}(\alpha) \neq 1$ there exists $\beta \in \mathcal{A}$ such that $\pi_{0}(\beta) \neq d$ and $l_{\alpha}=r_{\beta}$. It follows that

$$
\begin{equation*}
\left\{l_{\alpha}: \alpha \in \mathcal{A}, \pi_{0}(\alpha) \neq 1\right\}=\left\{r_{\alpha}: \alpha \in \mathcal{A}, \pi_{0}(\alpha) \neq d\right\} . \tag{2.1}
\end{equation*}
$$

By $\hat{T}_{(\pi, \lambda)}:(0,|I|] \rightarrow(0,|I|]$ denote the exchange of the intervals $\hat{I}_{\alpha}=\left(l_{\alpha}, r_{\alpha}\right], \alpha \in \mathcal{A}$, i.e. $T_{(\pi, \lambda)} x=x+w_{\alpha}$ for $x \in \hat{I}_{\alpha}$. Note that for every $\alpha \in \mathcal{A}$ with $\pi_{1}(\alpha) \neq 1$ there exists $\beta \in \mathcal{A}$ such that $\pi_{1}(\beta) \neq d$ and $T_{(\pi, \lambda)} l_{\alpha}=\hat{T}_{(\pi, \lambda)} r_{\beta}$. It follows that

$$
\begin{equation*}
\left\{T_{(\pi, \lambda)} l_{\alpha}: \alpha \in \mathcal{A}, \pi_{1}(\alpha) \neq 1\right\}=\left\{\hat{T}_{(\pi, \lambda)} r_{\alpha}: \alpha \in \mathcal{A}, \pi_{1}(\alpha) \neq d\right\} \tag{2.2}
\end{equation*}
$$

A pair $(\pi, \lambda)$ satisfies the Keane condition if $T_{(\pi, \lambda)}^{m} l_{\alpha} \neq l_{\beta}$ for all $m \geqslant 1$ and for all $\alpha, \beta \in \mathcal{A}$ with $\pi_{0}(\beta) \neq 1$.

Let $T=T_{(\pi, \lambda)},(\pi, \lambda) \in \mathcal{S}_{\mathcal{A}}^{0} \times \mathbb{R}_{+}^{\mathcal{A}}$, be an IET satisfying the Keane condition. Then $\lambda_{\pi_{0}^{-1}(d)} \neq$ $\lambda_{\pi_{1}^{-1}(d)}$. Let

$$
\tilde{I}=\left[0, \max \left(l_{\pi_{0}^{-1}(d)}, l_{\pi_{1}^{-1}(d)}\right)\right)
$$

and denote by $\mathcal{R}(T)=\tilde{T}: \tilde{I} \rightarrow \tilde{I}$ the first-return map of $T$ to the interval $\tilde{I}$. Set

$$
\varepsilon=\varepsilon(\pi, \lambda):= \begin{cases}0 & \text { if } \lambda_{\pi_{0}^{-1}(d)}>\lambda_{\pi_{1}^{-1}(d)} \\ 1 & \text { if } \lambda_{\pi_{0}^{-1}(d)}<\lambda_{\pi_{1}^{-1}(d)} .\end{cases}
$$

Let us consider the pair $\tilde{\pi}=\left(\tilde{\pi}_{0}, \tilde{\pi}_{1}\right) \in \mathcal{S}_{\mathcal{A}}^{0}$, where

$$
\begin{gathered}
\tilde{\pi}_{\varepsilon}(\alpha)=\pi_{\varepsilon}(\alpha) \\
\tilde{\pi}_{1-\varepsilon}(\alpha)= \begin{cases}\pi_{1-\varepsilon}(\alpha) & \text { if all } \alpha \in \mathcal{A} \text { and } \\
\pi_{1-\varepsilon}(\alpha)+1 & \text { if } \pi_{1-\varepsilon} \circ \pi_{\varepsilon}^{-1}(d)<\pi_{1-\varepsilon} \circ \pi_{\varepsilon}^{-1}(d), \\
\pi_{1-\varepsilon} \circ \pi_{\varepsilon}^{-1}(d)+1 & \text { if } \pi_{1-\varepsilon}(\alpha)=d .\end{cases}
\end{gathered}
$$

As it was shown by Rauzy in [31], $\tilde{T}$ is also an IET on $d$-intervals

$$
\tilde{T}=T_{(\tilde{\pi}, \tilde{\lambda})} \quad \text { with } \tilde{\lambda}=\Theta^{-1}(\pi, \lambda) \lambda,
$$

and

$$
\Theta(T)=\Theta(\pi, \lambda)=I d+E_{\pi_{\varepsilon}^{-1}(d) \pi_{1-\varepsilon}^{-1}(d)} \in \operatorname{SL}\left(\mathbb{Z}^{\mathcal{A}}\right)
$$

where $I d$ is the identity matrix and $\left(E_{\alpha \beta}\right)_{\alpha^{\prime} \beta^{\prime}}=\delta_{\alpha \alpha^{\prime}} \delta_{\beta \beta^{\prime}}$, using the Kronecker delta notation. Moreover,

$$
\begin{equation*}
\Theta^{t}(\pi, \lambda) \Omega_{\pi} \Theta(\pi, \lambda)=\Omega_{\tilde{\pi}} . \tag{2.3}
\end{equation*}
$$

It follows that $\operatorname{ker} \Omega_{\pi}=\Theta(\pi, \lambda) \operatorname{ker} \Omega_{\tilde{\pi}}$. Since $\Omega_{\pi}^{t}=-\Omega_{\pi}$, thus taking $H_{\pi}=\Omega_{\pi}\left(\mathbb{R}^{\mathcal{A}}\right)=$ $\left(\operatorname{ker} \Omega_{\pi}\right)^{\perp}$, we get $H_{\tilde{\pi}}=\Theta^{t}(\pi, \lambda) H_{\pi}$. Recall that for every $(\pi, \lambda) \in \mathcal{S}_{\mathcal{A}}^{0} \times \mathbb{R}_{+}^{\mathcal{A}}$ and $h \in H_{\pi} \cap \mathbb{R}_{+}^{\mathcal{A}}$ we associate a translation surface $S(\pi, \lambda, h)$ obtained (in the zippered rectangles construction introduced by Veech in [35]) by gluing rectangles of horizontal sides $I_{\alpha}$ and vertical sides of height $h_{\alpha}$. Then the genus $g$ and the number of singularities $\kappa$ of $S(\pi, \lambda, h)$ depend only on $\pi$ and satisfy the following relations: $\operatorname{dim} H_{\pi}=2 g$ and $\operatorname{dim} \operatorname{ker} \Omega_{\pi}=\kappa-1$. For more details we refer the reader to [38].

The IET $\tilde{T}$ fulfills the Keane condition as well. Therefore we can iterate the renormalization procedure and generate a sequence of IETs $\left(T^{(n)}\right)_{n \geqslant 0}$, where $T^{(n)}=\mathcal{R}^{n}(T)$ for $n \geqslant 0$. Denote by $\pi^{(n)}=\left(\pi_{0}^{(n)}, \pi_{1}^{(n)}\right) \in \mathcal{S}_{\mathcal{A}}^{0}$ the pair and by $\lambda^{(n)}=\left(\lambda_{\alpha}^{(n)}\right)_{\alpha \in \mathcal{A}}$ the vector which determines $T^{(n)}$. Then $T^{(n)}$ is the first-return map of $T$ to the interval $I^{(n)}=\left[0,\left|\lambda^{(n)}\right|\right)$ and

$$
\lambda=\Theta^{(n)}(T) \lambda^{(n)} \quad \text { with } \Theta^{(n)}(T)=\Theta(T) \cdot \Theta\left(T^{(1)}\right) \cdot \ldots \cdot \Theta\left(T^{(n-1)}\right)
$$

### 2.2. IETs of periodic type

Definition 1. (See [33].) An IET $T$ is of periodic type if there exists $p>0$ (called a period of $T$ ) such that $\Theta\left(T^{(n+p)}\right)=\Theta\left(T^{(n)}\right)$ for every $n \geqslant 0$ and $\Theta^{(p)}(T)$ (called a periodic matrix of $T$ and denoted by $A$ in what follows) has strictly positive entries.

Remark 2.1. Suppose that $T=T_{(\pi, \lambda)}$ is of periodic type. It follows that

$$
\lambda=\Theta^{(p n)}(T) \lambda^{(p n)}=\Theta^{(p)}(T)^{n} \lambda^{(p n)} \in \Theta^{(p)}(T)^{n} \mathbb{R}_{+}^{\mathcal{A}}
$$

and hence $\lambda$ belongs to $\bigcap_{n \geqslant 0} \Theta^{(p)}(T)^{n} \mathbb{R}_{+}^{\mathcal{A}}$ which by [35] it is a one-dimensional convex cone. Therefore $\lambda$ is a positive right Perron-Frobenius eigenvector of the matrix $\Theta^{(p)}(T)$. Since the set $\mathcal{S}_{\mathcal{A}}^{0}$ is finite, by taking a multiple of the period $p$ if necessary, we can assume that $\pi^{(p)}=\pi$. It follows that $\left(\pi^{(p)}, \lambda^{(p)} /\left|\lambda^{(p)}\right|\right)=(\pi, \lambda /|\lambda|)$ and $\rho:=|\lambda| /\left|\lambda^{(p)}\right|$ is the Perron-Frobenius eigenvector of the matrix $\Theta^{(p)}(T)$. Recall that similar arguments to those above show that every IET of periodic type is uniquely ergodic (see [34]).

An explicit construction of IETs of periodic type has been presented in [33].
Let $T=T_{(\pi, \lambda)}$ be an IET of periodic type and $p$ be its period such that $\pi^{(p)}=\pi$. Let $A=$ $\Theta^{(p)}(T)$. By (2.3),

$$
A^{t} \Omega_{\pi} A=\Omega_{\pi^{(p)}}=\Omega_{\pi} \quad \text { and hence } \quad \operatorname{ker} \Omega_{\pi}=A \operatorname{ker} \Omega_{\pi} \quad \text { and } \quad H_{\pi}=A^{t} H_{\pi} .
$$

By taking a multiple of the period $p$ if necessary, we can assume that $\left.A\right|_{\text {ker } \Omega_{\pi}}=I d$ (see Appendix C for details). Denote by $S p(A)$ the collection of complex eigenvalues of $A$, counted with multiplicities. Let us consider the collection of Lyapunov exponents $\log |\rho|, \rho \in S p(A)$. It consists of the numbers

$$
\theta_{1}>\theta_{2} \geqslant \theta_{3} \geqslant \cdots \geqslant \theta_{g} \geqslant 0=\cdots=0 \geqslant-\theta_{g} \geqslant \cdots \geqslant-\theta_{3} \geqslant-\theta_{2}>-\theta_{1},
$$

where $2 g=\operatorname{dim} H_{\pi}$ and 0 occurs with the multiplicity $\kappa-1=\operatorname{dim} \operatorname{ker} \Omega_{\pi}$ (see e.g. [40] and [41]). Moreover, $\rho_{1}:=\exp \theta_{1}$ is the Perron-Frobenius eigenvalue of $A$. We will use sometimes the symbol $\theta_{i}(T)$ instead of $\theta_{i}$ to emphasize that it is associated to $T$.

Definition 2. An IET of periodic type $T_{(\pi, \lambda)}$ is said to have non-degenerated spectrum if $\theta_{g}>0$.
Let $T: I \rightarrow I$ be an arbitrary IET satisfying the Keane condition. Each finite subset $D \subset I$ determines a partition $\mathcal{P}(D)$ of $I$ into left-closed and right-open intervals. Denote by $\min \mathcal{P}(D)$ and $\max \mathcal{P}(D)$ the length of the shortest and the longest interval of the partition $\mathcal{P}(D)$ respectively. For every $n \geqslant 0$ let $\mathcal{P}_{n}(T)$ stand for the partition given by the subset $\left\{T^{-k} l_{\alpha}: \alpha \in \mathcal{A}, 0 \leqslant k<n\right\}$. Then $T^{n}$ is a translation on each interval of the partition $\mathcal{P}_{n}(T)$.

Definition 3. An IET $T$ satisfying the Keane condition is said to be of bounded type if there exists $c \geqslant 1$ such that for every $n \geqslant 1$ we have

$$
\begin{equation*}
\frac{1}{c n} \leqslant \min \mathcal{P}_{n}(T) \leqslant \max \mathcal{P}_{n}(T) \leqslant \frac{c}{n} . \tag{2.4}
\end{equation*}
$$

Proposition 2.2. (See [5, Theorem 1.7].) Every IET of bounded type is uniquely ergodic.

The following result shows that the discontinuities for iterations of IETs of periodic type are well distributed.

Proposition 2.3. (See [25].) Every IET of periodic type is of bounded type.

### 2.3. Growth of BV cocycles

The recurrence of a cocycle $\varphi$ with values in $\mathbb{R}^{\ell}$ is related to the growth of $\varphi^{(n)}$ when $n$ tends to $\infty$.

For an irrational rotation $T: x \rightarrow x+\alpha \bmod 1$ (this can be viewed as an exchange of 2 intervals), when $\varphi$ has a bounded variation, the growth of $\varphi^{(n)}$ is controlled by the DenjoyKoksma inequality: if $\varphi$ is a zero mean function on $X=\mathbb{R} / \mathbb{Z}$ with bounded variation $\operatorname{Var} \varphi$ and $\left(q_{n}\right)$ are the denominators (of the convergents) given by the continued fraction expansion of $\alpha$, then the following inequality holds:

$$
\begin{equation*}
\left|\sum_{j=0}^{q_{n}-1} \varphi(x+j \alpha)\right| \leqslant \operatorname{Var} \varphi \quad \text { for all } x \in X . \tag{2.5}
\end{equation*}
$$

This inequality implies the recurrence of the cocycle $\varphi^{(\cdot)}$ (see [32]) and if $\alpha$ has bounded partial quotients (see [24])

$$
\begin{equation*}
\sum_{j=0}^{n-1} \varphi(x+j \alpha)=O(\log n) \quad \text { uniformly in } x \in X \tag{2.6}
\end{equation*}
$$

It is much more difficult to get a precise upper bound for the growth of a cocycle over an IET. The following theorem (proved in Appendix A) gives for an IET of periodic type a control on the growth of a BV cocycle in terms of the Lyapunov exponents of the matrix $A$.

Theorem 2.4. Suppose that $T_{(\pi, \lambda)}: I \rightarrow I$ is an interval exchange transformation of periodic type, $0 \leqslant \theta_{2}<\theta_{1}$ are the two largest Lyapunov exponents, and $M$ is the maximal size of Jordan blocks in the Jordan decomposition of its periodic matrix A. Then there exists $C>0$ such that

$$
\left\|\varphi^{(n)}\right\|_{\text {sup }} \leqslant C \cdot \log ^{M+1} n \cdot n^{\theta_{2} / \theta_{1}} \cdot \operatorname{Var} \varphi
$$

for every function $\varphi: I \rightarrow \mathbb{R}$ of bounded variation with zero mean and for each natural $n$.

When $\theta_{2}(T) / \theta_{1}(T)$ is small, this inequality will help us to prove the recurrence of $\varphi$. In Appendix B we will give examples with arbitrary small values of this ratio.

### 2.4. Recurrence, essential values, and ergodicity of cocycles

In this subsection we recall some general facts about cocycles. For relevant background material concerning skew products and infinite measure-preserving dynamical systems, we refer the reader to [32] and [1].

Let $T:(X, \mathcal{B}, \mu) \rightarrow(X, \mathcal{B}, \mu)$ be an ergodic automorphism of a standard Borel probability space and $G$ be a locally compact abelian group. Denote by $\bar{G}$ the one point compactification of the group $G$. An element $g \in \bar{G}$ is said to be an essential value of $\varphi$, if for every open neighborhood $V_{g}$ of $g$ in $\bar{G}$ and any set $B \in \mathcal{B}, \mu(B)>0$, there exists $n \in \mathbb{Z}$ such that

$$
\begin{equation*}
\mu\left(B \cap T^{-n} B \cap\left\{x \in X: \varphi^{(n)}(x) \in V_{g}\right\}\right)>0 . \tag{2.7}
\end{equation*}
$$

The set of essential values of $\varphi$ will be denoted by $\bar{E}(\varphi)$. The set of finite essential values $E(\varphi):=$ $G \cap \bar{E}(\varphi)$ is a closed subgroup of $G$.

Two cocycles $\varphi, \psi: X \rightarrow G$ are called cohomologous for $T$ if there exists a measurable function $g: X \rightarrow G$ such that $\varphi=\psi+g-g \circ T$. The corresponding skew products $T_{\varphi}$ and $T_{\psi}$ are then measure-theoretically isomorphic. A cocycle $\varphi: X \rightarrow G$ is a coboundary if it is cohomologous to the zero cocycle.

If $\varphi$ and $\psi$ are cohomologous then $\bar{E}(\varphi)=\bar{E}(\psi)$. Moreover, $\varphi$ is a coboundary if and only if $\bar{E}(\varphi)=\{0\}$.

A cocycle $\varphi: X \rightarrow G$ is recurrent (as defined in the introduction) if and only if, for each open neighborhood $V_{0}$ of $0,(2.7)$ holds for some $n \neq 0$. This is equivalent to the conservativity of the skew product $T_{\varphi}$ (cf. [32]). In the particular case $G=R^{\ell}$ and $\varphi: X \rightarrow \mathbb{R}^{\ell}$ integrable we have: the recurrence of $\varphi$ implies $\int_{X} \varphi d \mu=0$; moreover, for $\ell=1$ the zero mean condition is sufficient for recurrence when $T$ is ergodic.

The group $E(\varphi)$ coincides with the group of periods of $T_{\varphi}$-invariant functions, i.e. the set of all $g_{0} \in G$ such that, if $f: X \times G \rightarrow \mathbb{R}$ is a $T_{\varphi}$-invariant measurable function, then $f\left(x, g+g_{0}\right)=$ $f(x, g) \mu \times m_{G}$-a.e. In particular, $T_{\varphi}$ is ergodic if and only if $E(\varphi)=G$.

A simple sufficient condition of recurrence is the following:
Proposition 2.5. (See [6, Corollary 1.2].) If $\varphi: X \rightarrow \mathbb{R}^{\ell}$ is a square integrable cocycle for an ergodic automorphism $T:(X, \mathcal{B}, \mu) \rightarrow(X, \mathcal{B}, \mu)$ and $\left\|\varphi^{(n)}\right\|_{L^{2}(\mu)}=o\left(n^{1 / \ell}\right)$, then it is recurrent.

By Proposition 2.5 and Theorem 2.4, we have the following.

Corollary 2.6. If $T: I \rightarrow I$ is an IET of periodic type such that $\theta_{2}(T) / \theta_{1}(T)<1 / \ell$ for an integer $\ell \geqslant 1$, then every cocycle $\varphi: I \rightarrow \mathbb{R}^{\ell}$ of bounded variation with zero mean is recurrent. If, for $j=1, \ldots, \ell, T_{j}: I_{j} \rightarrow I_{j}$ are interval exchange transformations of periodic type such that $\theta_{2}\left(T_{j}\right) / \theta_{1}\left(T_{j}\right)<1 / \ell$ and the product automorphism $T_{1} \times \cdots \times T_{\ell}$ is ergodic, then every "product" cocycle $\varphi=\left(\varphi_{1}, \ldots, \varphi_{\ell}\right): I_{1} \times \cdots \times I_{\ell} \rightarrow \mathbb{R}^{\ell}$ of bounded variation with zero mean over $T_{1} \times \cdots \times T_{\ell}$ is recurrent.

In the remainder of this section we will present tools useful for proving the ergodicity of cocycles. Let $(X, d)$ be a compact metric space. Let $\mathcal{B}$ stand for the $\sigma$-algebra of Borel sets and let $\mu$ be a probability Borel measure on $X$. By $\chi_{B}$ we will denote the indicator function of a set $B$. Suppose that $T:(X, \mathcal{B}, \mu) \rightarrow(X, \mathcal{B}, \mu)$ is an ergodic measure-preserving automorphism and there exist an increasing sequence of natural numbers $\left(q_{n}\right)$ and a sequence of Borel sets $\left(C_{n}\right)$ such that

$$
\mu\left(C_{n}\right) \rightarrow \alpha>0, \quad \mu\left(C_{n} \Delta T^{-1} C_{n}\right) \rightarrow 0 \quad \text { and } \quad \sup _{x \in C_{n}} d\left(x, T^{q_{n}} x\right) \rightarrow 0
$$

Assume that $G \subset \mathbb{R}^{\ell}, \ell \geqslant 1$, is a closed subgroup. Let $\varphi: X \rightarrow G$ be a Borel integrable cocycle for $T$ with zero mean. Suppose that the sequence $\left(\int_{C_{n}}\left|\varphi^{\left(q_{n}\right)}(x)\right| d \mu(x)\right)_{n} \geqslant 1$ is bounded. As the set of distributions

$$
\left\{\mu\left(C_{n}\right)^{-1}\left(\left.\varphi^{\left(q_{n}\right)}\right|_{C_{n}}\right)_{*}\left(\left.\mu\right|_{C_{n}}\right): n \in \mathbb{N}\right\}
$$

is uniformly tight, by passing to a subsequence if necessary, we can assume that they converge weakly to a probability Borel measure $P$ on $G$.

Lemma 2.7. (Cf. [26].) The topological support of the measure $P$ is included in the group $E(\varphi)$ of essential values of the cocycle $\varphi$.

Proof. Suppose that $g \in \operatorname{supp}(P)$. Let $V_{g}$ be an open neighborhood of $g$. Let $\psi: G \rightarrow[0,1]$ be a continuous function such that $\psi(g)=1$ and $\psi(h)=0$ for $h \in G \backslash V_{g}$. Thus $\int_{G} \psi(g) d P(g)>0$. By Lemma 5 in [16], for every $B \in \mathcal{B}$ with $\mu(B)>0$ we have

$$
\begin{aligned}
\mu\left(B \cap T^{-q_{n}} B \cap\left(\varphi^{\left(q_{n}\right)} \in V_{g}\right)\right) & \geqslant \int_{C_{n}} \psi\left(\varphi^{\left(q_{n}\right)}(x)\right) \chi_{B}(x) \chi_{B}\left(T^{q_{n}} x\right) d \mu(x) \\
& \rightarrow \alpha \int_{X} \int_{G} \psi(g) \chi_{B}(x) d P(g) d \mu(x) \\
& =\alpha \mu(B) \int_{G} \psi(g) d P(g)>0
\end{aligned}
$$

and hence $g \in E(\varphi)$.
Corollary 2.8. (See also [8].) If $\varphi^{\left(q_{n}\right)}(x)=g_{n}$ for all $x \in C_{n}$ and $g_{n} \rightarrow g$, then $g \in E(\varphi)$.

Proposition 2.9. (See [32, Proposition 3.8].) Let $T:(X, \mathcal{B}, \mu) \rightarrow(X, \mathcal{B}, \mu)$ be an ergodic automorphism and let $\varphi: X \rightarrow G$ be a cocycle for $T$. If $K \subset G$ is a compact set such that $K \cap E(\varphi)=\emptyset$, then there exists $B \in \mathcal{B}$ such that $\mu(B)>0$ and

$$
\mu\left(B \cap T^{-n} B \cap\left(\varphi^{(n)} \in K\right)\right)=0 \quad \text { for every } n \in \mathbb{Z}
$$

Lemma 2.10. Let $K \subset G$ be a compact set. If for every $B \in \mathcal{B}$ with $\mu(B)>0$ and every neighborhood $V_{0} \subset G$ of zero there exists $n \in \mathbb{Z}$ such that

$$
\mu\left(B \cap T^{-n} B \cap\left(\varphi^{(n)} \in K+V_{0}\right)\right)>0,
$$

then $K \cap E(\varphi) \neq \emptyset$. In particular, when $K=\{g,-g\}$, where $g$ is an element of $G$, then $g \in E(\varphi)$.
Proof. Suppose that $K \cap E(\varphi)=\emptyset$. Since $K$ is compact and $E(\varphi)$ is closed, there exists a neighborhood $V_{0}$ of zero such that $\overline{V_{0}}$ is compact and $\left(K+\overline{V_{0}}\right) \cap E(\varphi)=\emptyset$. As $K+\overline{V_{0}}$ is also compact, by Proposition 2.9, there exists $B \in \mathcal{B}$ such that $\mu(B)>0$ and

$$
\mu\left(B \cap T^{-n} B \cap\left(\varphi^{(n)} \in\left(K+\overline{V_{0}}\right)\right)\right)=0 \quad \text { for every } n \in \mathbb{Z},
$$

contrary to assumption. The last claim is clear.
Consider the quotient cocycle $\varphi^{*}: X \rightarrow G / E(\varphi)$ given by $\varphi^{*}(x)=\varphi(x)+E(\varphi)$. Then $E\left(\varphi^{*}\right)=\{0\}$. The cocycle $\varphi$ is called regular if $\bar{E}\left(\varphi^{*}\right)=\{0\}$ and non-regular if $\bar{E}\left(\varphi^{*}\right)=\{0, \infty\}$. Recall that if $\varphi$ is regular then it is cohomologous to a cocycle $\psi: X \rightarrow E(\varphi)$ such that $E(\psi)=E(\varphi)$.

Lemma 2.11. If $H$ is a closed subgroup of $E(\varphi)$ such that the quotient cocycle $\varphi_{H}: X \rightarrow G / H$, $\varphi_{H}(x)=\varphi(x)+H$ is ergodic, then $\varphi: X \rightarrow G$ is ergodic as well.

Proof. Let $f(x, g)$ be a measurable $T_{\varphi}$-invariant function. Then, since $H \subset E(\varphi), f$ is $H$ invariant. Since $\varphi_{H}$ is ergodic, $f$ is constant.

## 3. Ergodicity of piecewise linear cocycles

We will consider cocycles $\varphi$ for the dynamical systems defined by IETs acting on the interval $I$ endowed with the Lebesgue measure denoted by $\mu$.

Notation. We denote by $\operatorname{BV}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right)$ the space of functions $\varphi: I^{(k)} \rightarrow \mathbb{R}$ such that the restriction $\varphi: I_{\alpha}^{(k)} \rightarrow \mathbb{R}$ is of bounded variation for every $\alpha \in \mathcal{A}$, and by $\mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right)$ the subspace of functions in $\mathrm{BV}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right)$ with zero mean. We adopt the notation from [28]. The space $\operatorname{BV}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right)$ is equipped with the norm $\|\varphi\|_{\mathrm{BV}}=\|\varphi\|_{\text {sup }}+\operatorname{Var} \varphi$, where

$$
\operatorname{Var} \varphi:=\left.\sum_{\alpha \in \mathcal{A}} \operatorname{Var} \varphi\right|_{I_{\alpha}^{(k)}}
$$

For $\varphi \in \mathrm{BV}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$ and $x \in I, \varphi_{+}(x)$ and $\varphi_{-}(x)$ will denote the right-handed and lefthanded limit of $\varphi$ at $x$ respectively. We denote by $\mathrm{BV}^{1}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$ the space of functions
$\varphi: I \rightarrow \mathbb{R}$ which are absolutely continuous on each $I_{\alpha}, \alpha \in \mathcal{A}$, and such that $\varphi^{\prime} \in \mathrm{BV}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$. For $\varphi \in \mathrm{BV}^{1}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$ let

$$
s(\varphi)=\int_{I} \varphi^{\prime}(x) d x=\sum_{\alpha \in \mathcal{A}}\left(\varphi_{-}\left(r_{\alpha}\right)-\varphi_{+}\left(l_{\alpha}\right)\right) .
$$

We denote by $\mathrm{BV}_{*}^{1}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$ the subspace of functions $\varphi \in \mathrm{BV}^{1}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$ for which $s(\varphi)=0$, and by $\operatorname{PL}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$ the set of piecewise linear cocycles with a constant derivative equal to $s$ a.e., i.e. $\varphi(x)=s x+c_{\alpha}$ for $x \in I_{\alpha}$.

Proposition 3.1. (See [28].) If an IET T:I $\rightarrow$ I satisfies a Roth type condition (defined in [28]), then each cocycle $\varphi \in \mathrm{BV}_{*}^{1}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$ for $T$ is cohomologous to a cocycle which is constant on each interval $I_{\alpha}, \alpha \in \mathcal{A}$. Moreover, the set of IETs satisfying this Roth type condition has full measure and contains all IETs of periodic type.

As a consequence of Proposition 3.1 we have the following.
Lemma 3.2. If $T: I \rightarrow I$ is of periodic type, then each cocycle $\varphi \in \mathrm{BV}^{1}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$ is cohomologous to a cocycle $\varphi_{p l} \in \operatorname{PL}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$ with $s\left(\varphi_{p l}\right)=s(\varphi)$.

### 3.1. Piecewise linear cocycles

We will focus on the case where the slope $s(\varphi)$ of a piecewise linear cocycle $\varphi$ is non-zero. We begin by a preliminary result whose general version will be proved later (see Theorems 3.4 and 3.9 for $\ell=1$ ).

Theorem 3.3. Let $T: I \rightarrow I$ be an IET of bounded type. If $\varphi \in \operatorname{PL}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$ is a piecewise linear cocycle with zero mean and $s(\varphi) \neq 0$, then the skew product $T_{\varphi}$ is ergodic.

Now we consider cocycles taking values in $\mathbb{R}^{\ell}, \ell \geqslant 1$. Suppose that $\varphi: I \rightarrow \mathbb{R}^{\ell}$ is a piecewise linear cocycle with zero mean (i.e. each coordinate function is piecewise linear with zero mean) such that the slopes vector $s(\varphi) \in \mathbb{R}^{\ell}$ (the vector of slopes of coordinate functions) is non-zero. Then, by an appropriate choice of basis of $\mathbb{R}^{\ell}$, we obtain $s\left(\varphi_{1}\right)=1$ and $s\left(\varphi_{2}\right)=0$, where $\varphi=\left(\varphi_{1}, \varphi_{2}\right)$ and $\varphi_{1}: I \rightarrow \mathbb{R}, \varphi_{2}: I \rightarrow \mathbb{R}^{\ell-1}$. Thus $\varphi_{2}$ is piecewise constant and, under the assumptions of Corollary 2.6, the ergodicity of $\varphi_{2}$ implies the ergodicity of $\varphi$. The ergodicity of piecewise constant cocycles will be studied in Sections 4 and 5.

Theorem 3.4. Suppose that $T: I \rightarrow I$ is an IET of periodic type such that $\theta_{2}(T) / \theta_{1}(T)<1 / \ell$. Let $\varphi_{1} \in \operatorname{PL}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}, \mathbb{R}\right), \varphi_{2} \in \operatorname{PL}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}, \mathbb{R}^{\ell-1}\right)$ be piecewise linear cocycles with zero mean such that $s\left(\varphi_{1}\right) \neq 0$ and $s\left(\varphi_{2}\right)=0$. If the cocycle $\varphi_{2}: I \rightarrow \mathbb{R}^{\ell-1}$ is ergodic, then the cocycle $\varphi=\left(\varphi_{1}, \varphi_{2}\right): I \rightarrow \mathbb{R}^{\ell}$ is ergodic as well.

Proof. Without loss of generality we can assume that $s\left(\varphi_{1}\right)=1$. By Proposition 2.3, there exists $c \geqslant 1$ satisfying (2.4). It suffices to show that for every $0<a<\frac{1}{4 c}$, the pair ( $a, 0$ ) belongs to $E\left(\varphi_{1}, \varphi_{2}\right)$. Indeed this implies that $\mathbb{R} \times\{0\} \subset E\left(\varphi_{1}, \varphi_{2}\right)$, and since the cocycle $\varphi_{2}$ is ergodic, by Lemma 2.11, it follows that $\left(\varphi_{1}, \varphi_{2}\right): I \rightarrow \mathbb{R}^{\ell}$ is ergodic as well.

Fix $0<a<\frac{1}{4 c}$. By a Lebesgue density point argument, for every measurable $B \subset I$ with $\mu(B)>0$ and every $\varepsilon \in(0, a / 2)$, there are $B^{\prime} \subset B$ with $\mu\left(B^{\prime}\right)>0$ and $n_{0} \geqslant 1$ such that for $n \geqslant n_{0}$,

$$
\begin{equation*}
\mu\left(\left(x-\frac{c}{n}, x+\frac{c}{n}\right) \backslash B\right)<\frac{\varepsilon}{n} \quad \text { for every } x \in B^{\prime} \tag{3.1}
\end{equation*}
$$

Since $\theta_{2}(T) / \theta_{1}(T)<1 / \ell$, by Corollary 2.6, $\left(\varphi_{1}, \varphi_{2}\right)$ is recurrent, and hence there exists $n \geqslant n_{0}$ such that

$$
\mu\left(B^{\prime} \cap T^{-n} B^{\prime} \cap\left(\left|\varphi_{1}^{(n)}\right|<\varepsilon\right) \cap\left(\left\|\varphi_{2}^{(n)}\right\|<\varepsilon\right)\right)>0
$$

Let $x_{0} \in I$ be such that $x_{0}, T^{n} x_{0} \in B^{\prime},\left|\varphi_{1}^{(n)}\left(x_{0}\right)\right|<\varepsilon$ and $\left\|\varphi_{2}^{(n)}\left(x_{0}\right)\right\|<\varepsilon$. Denote by $J\left(x_{0}\right) \subset I$ the interval of the partition $\mathcal{P}_{n}(T)$ which contains $x_{0}$. Then $\varphi_{1}^{(n)}$ is a linear function on $J\left(x_{0}\right)$ with slope $n$. Since $2 \varepsilon<a<1 /(2 c)-2 \varepsilon$ and $\left|J\left(x_{0}\right)\right|>1 /(c n)$ (by (2.4)), there exists $y_{0}$ such that $\left(y_{0}-\varepsilon / n, y_{0}+\varepsilon / n\right) \subset J\left(x_{0}\right)$ and

$$
\left|\varphi_{1}^{(n)}(y)\right| \in a+(-\varepsilon, \varepsilon) \quad \text { for all } y \in\left(y_{0}-\varepsilon / n, y_{0}+\varepsilon / n\right)
$$

Since $\varphi_{2}^{(n)}$ is constant on $J\left(x_{0}\right)$, we have

$$
\left\|\varphi_{2}^{(n)}(x)\right\|<\varepsilon \quad \text { for all } x \in\left(y_{0}-\varepsilon / n, y_{0}+\varepsilon / n\right)
$$

Therefore

$$
\begin{align*}
& \mu\left(B \cap T^{-n} B \cap\left(\varphi_{1}^{(n)} \in\{-a, a\}+(-\varepsilon, \varepsilon)\right) \cap\left(\varphi_{2}^{(n)} \in(-\varepsilon, \varepsilon)^{\ell-1}\right)\right) \\
& \quad \geqslant \mu\left(\left(y_{0}-\varepsilon / n, y_{0}+\varepsilon / n\right) \cap B \cap T^{-n} B\right) . \tag{3.2}
\end{align*}
$$

By (2.4) we have $\left|J\left(x_{0}\right)\right|<c / n$, and hence $J\left(x_{0}\right) \subset\left(x_{0}-c / n, x_{0}+c / n\right)$. Moreover, $T^{n} J\left(x_{0}\right)$ is an interval such that $\left|T^{n} J\left(x_{0}\right)\right|=\left|J\left(x_{0}\right)\right|<c / n$, so that

$$
T^{n} J\left(x_{0}\right) \subset\left(T^{n} x_{0}-\frac{c}{n}, T^{n} x_{0}+\frac{c}{n}\right) .
$$

Since $x_{0}, T^{n} x_{0} \in B^{\prime}$, by (3.1), $\mu\left(J\left(x_{0}\right) \backslash B\right)<\varepsilon / n$ and $\mu\left(T^{n} J\left(x_{0}\right) \backslash B\right)<\varepsilon / n$. Therefore, $\mu\left(J\left(x_{0}\right) \backslash\left(B \cap T^{-n} B\right)\right)<2 \varepsilon / n$, and hence

$$
\mu\left(\left(y_{0}-\varepsilon / n, y_{0}+\varepsilon / n\right) \backslash\left(B \cap T^{-n} B\right)\right)<2 \varepsilon / n .
$$

Thus

$$
\mu\left(\left(y_{0}-\varepsilon / n, y_{0}+\varepsilon / n\right) \cap B \cap T^{-n} B\right)>0 .
$$

In view of (3.2), it follows that

$$
\mu\left(B \cap T^{-n} B \cap\left(\varphi_{1}^{(n)} \in\{-a, a\}+(-\varepsilon, \varepsilon)\right) \cap\left(\varphi_{2}^{(n)} \in(-\varepsilon, \varepsilon)^{\ell-1}\right)\right)>0
$$

By Lemma 2.10, we conclude that $(a, 0) \in E\left(\varphi_{1}, \varphi_{2}\right)$, which completes the proof.

Remark 3.5. Note that if $\ell=1$ then we need only the assumption that $T$ is of bounded type ( $T$ is ergodic by Proposition 2.2). In this case the recurrence of $\varphi$ follows directly from the zero mean assumption, this yields Theorem 3.3.

### 3.2. Product cocycles

The method used in the proof of Theorem 3.3 allows us to prove the ergodicity for Cartesian products of certain skew products. As an illustration of it, first we apply this method for cocycles taking values in $\mathbb{Z}$ over irrational rotations on the circle. This will give a class of ergodic $\mathbb{Z}^{2}$ cocycles for 2-dimensional rotations.

Let $T(x, y)=\left(x+\alpha_{1}, y+\alpha_{2}\right)$ be an ergodic rotation on the torus $\mathbb{T}^{2}$ and $\varphi$ be a zero mean function on $\mathbb{T}^{2}$ of the form $\varphi(x, y)=\left(\varphi_{1}(x), \varphi_{2}(y)\right)$ with $\varphi_{1}$ and $\varphi_{2}$ BV functions. If $\alpha_{1}$ and $\alpha_{2}$ have bounded partial quotients, then (2.6) implies $\left\|\varphi^{(n)}\right\|_{\text {sup }}=O(\log n)$, and therefore, by Proposition 2.5, the cocycle $\varphi$ is recurrent.

We will deal with $\varphi: \mathbb{T}^{2} \rightarrow \mathbb{Z}^{2}$ for which $\varphi_{1}, \varphi_{2}$ are step functions in one variable with values in $\mathbb{Z}$. It defines a recurrent $\mathbb{Z}^{2}$-cocycle for a 2-dimensional ergodic rotation. A question is then the ergodicity (with respect to the measure $\mu \times m$ the product of the uniform measure on $\mathbb{T}^{2}$ by the counting measure on $\mathbb{Z}^{2}$ ) of the skew product

$$
T_{\varphi}: \mathbb{T}^{2} \times \mathbb{Z}^{2} \rightarrow \mathbb{T}^{2} \times \mathbb{Z}^{2}, \quad T_{\varphi}(x, y, \bar{n})=\left(x+\alpha_{1}, y+\alpha_{2}, \bar{n}+\varphi(x, y)\right)
$$

For $i=1,2$, we denote by $D_{i} \subset \mathbb{T}$ the finite set of discontinuities of $\varphi_{i}$ and by $J_{i} \subset \mathbb{Z}$ the corresponding set of jumps of the functions $\varphi_{i}$. We will show the ergodicity of $\varphi$ when discontinuities of $\varphi_{1}, \varphi_{2}$ are rational and the jumps of $\varphi$ generate $\mathbb{Z}^{2}$, i.e. $\left(J_{1} \times\{0\}\right) \cup\left(\{0\} \times J_{2}\right)$ generates $\mathbb{Z}^{2}$. The simplest example of such function is $\varphi(x, y)=\left(2 \cdot \chi_{\left[0, \frac{1}{2}\right)}(x)-1,2 \cdot \chi_{\left[0, \frac{1}{2}\right)}(y)-1\right)$.

Theorem 3.6. Let $\alpha_{1}$ and $\alpha_{2}$ be two rationally independent irrational numbers with bpq, and let $\varphi(x, y)=\left(\varphi_{1}(x), \varphi_{2}(y)\right)$ be a function on the torus with step function components $\varphi_{i}: \mathbb{T} \rightarrow \mathbb{Z}$, $i=1,2$, such that $D_{1}, D_{2} \subset \mathbb{Q}$ and the sets of the jumps $J_{1} \times\{0\},\{0\} \times J_{2}$ generate $\mathbb{Z}^{2}$. Then the system $\left(\mathbb{T}^{2} \times \mathbb{Z}^{2}, \mu \times m, T_{\varphi}\right)$ is ergodic.

Proof. We have seen that the cocycle $\varphi^{(n)}$ is recurrent. We prove that the group of its finite essential values is $\mathbb{Z}^{2}$.

Let $n \in \mathbb{N}$ be fixed and let $\left(\gamma_{n, k}^{i}\right)_{k=1, \ldots, d_{i} n}$ be the ordered set of the $d_{i} n$ discontinuities of $\varphi_{i}^{(n)}$ in $[0,1)\left(\right.$ where $\left.d_{i}:=\# D_{i}\right)$. In the sequence $\left(q_{k}^{i}\right)_{k} \geqslant 0$ of denominators of $\alpha_{i}$, choose $r_{i}(n) \geqslant 0$ so that $q_{r_{i}(n)}^{i} \leqslant n<q_{r_{i}(n)+1}^{i}$. We write simply $q_{r_{i}}^{i}$ for $q_{r_{i}(n)}^{i}$. As $\alpha_{i}$ has bpq, the ratio $q_{r_{i}(n)+1}^{i} / q_{r_{i}(n)}^{i}$ is bounded, as a function of $n \in \mathbb{N}$ and $i=1,2$, by a constant $C \geqslant 1$ independent from $n$.

Since $\alpha_{i}$ has bpq and the discontinuity points of $\varphi_{i}$ are rational, the distances between consecutive discontinuities of $\varphi^{(n)}$ are of the same order: there are two positive constants $c_{1}, c_{2}$ such that

$$
\begin{equation*}
\frac{c_{1}}{n} \leqslant \gamma_{n, k+1}^{i}-\gamma_{n, k}^{i} \leqslant \frac{c_{2}}{n}, \quad k=1, \ldots, d_{i} n, i=1,2 . \tag{3.3}
\end{equation*}
$$

Recall that, for each $t \in D_{i}$ and each $0 \leqslant \ell<q_{r_{i}}$, there is $(\bmod 1)$ a point $t-k \alpha_{i}, 0 \leqslant k<q_{r_{i}}$, in each interval $\left[t+\ell / q_{r_{i}}^{i}, t+(\ell+1) / q_{r_{i}}^{i}\right]$. Therefore,
in each interval of length greater than $2 / q_{r}^{i}$ and for each $t \in D_{i}$, there is at least one discontinuity of $\varphi_{i}^{(n)}$ of the form $t-k \alpha_{i}, 0 \leqslant k<n$.

For $x \in \mathbb{T}$, consider the interval $\left[\gamma_{n, k}^{i}, \gamma_{n, k+1}^{i}\right.$ ) which contains $x$ and denote it by $I_{n}^{i}(x)$. The intervals $\left[\gamma_{n, k+\ell}^{i}, \gamma_{n, k+\ell+1}^{i}\right.$ ), where $k+\ell$ is taken $\bmod d_{i} n$, are denoted by $I_{n, \ell}^{i}(x)$. This gives two collections of rectangles

$$
R_{k, \ell}^{n}(x, y):=I_{n, k}^{1}(x) \times I_{n, \ell}^{2}(y) \quad \text { and } \quad \tilde{R}_{k, \ell}^{n}(x, y):=T^{n} R_{k, \ell}^{n}\left(T^{-n}(x, y)\right)
$$

for each $(x, y) \in \mathbb{T}^{2}$. By (3.3), we have

$$
\begin{equation*}
\mu\left(R_{k, \ell}^{n}(x, y)\right), \mu\left(\tilde{R}_{k, \ell}^{n}(x, y)\right) \in\left[\frac{c_{1}^{2}}{n^{2}}, \frac{c_{2}^{2}}{n^{2}}\right] . \tag{3.5}
\end{equation*}
$$

Let $M$ be a natural number such that $c_{1} M / C>1$. Then, by (3.3), the length of $\bigcup_{k=-M}^{M} I_{n, k}^{i}(x)$ is greater than $2 / q_{r_{i}}^{i}, i=1,2$. Let $\delta>0$ be such that $\delta c^{2}(2 M+1)^{2}<1 / 2$ with $c=c_{2}^{2} / c_{1}^{2}$. Set

$$
\begin{gathered}
R_{M}^{n}(x, y):=\bigcup_{k=-M}^{M} \bigcup_{\ell=-M}^{M} R_{k, \ell}^{n}(x, y), \\
\tilde{R}_{M}^{n}(x, y):=T^{n} R_{M}^{n}\left(T^{-n}(x, y)\right)=\bigcup_{k=-M}^{M} \bigcup_{\ell=-M}^{M} \tilde{R}_{k, \ell}^{n}(x, y) .
\end{gathered}
$$

In view of (3.3),

$$
\begin{equation*}
\frac{\text { length }\left(R_{M}^{n}(x, y)\right)}{\operatorname{width}\left(R_{M}^{n}(x, y)\right)}, \frac{\text { length }\left(\tilde{R}_{M}^{n}(x, y)\right)}{\operatorname{width}\left(\tilde{R}_{M}^{n}(x, y)\right)} \in\left[\frac{c_{1}}{c_{2}}, \frac{c_{2}}{c_{1}}\right] \tag{3.6}
\end{equation*}
$$

The cocycle $\varphi^{(n)}$ has a constant value on each rectangle $R_{k, \ell}^{n}(x, y)$ and the difference between its value on $R_{k+1, \ell}^{n}(x, y)$ and $R_{k, \ell}^{n}(x, y)$ (resp. $R_{k, \ell+1}^{n}(x, y)$ and $\left.R_{k, \ell}^{n}(x, y)\right)$ belongs to $J_{1} \times\{0\}$ (resp. $\{0\} \times J_{2}$ ). Denote by $\kappa_{k, \ell}^{n}(x, y)$ the value of $\varphi^{(n)}$ on $R_{k, \ell}^{n}(x, y)$. Since the length of $R_{M}^{n}(x, y)$ is greater than $2 / q_{r_{1}}^{1}$ and the width of $R_{M}^{n}(x, y)$ is greater than $2 / q_{r_{2}}^{2}$, in view of (3.4), we have

$$
\begin{align*}
& \left\{\kappa_{k+1, \ell}^{n}(x, y)-\kappa_{k, \ell}^{n}(x, y):-M \leqslant k<M\right\}=J_{1} \times\{0\},  \tag{3.7}\\
& \left\{\kappa_{k, \ell+1}^{n}(x, y)-\kappa_{k, \ell}^{n}(x, y):-M \leqslant l<M\right\}=\{0\} \times J_{2} .
\end{align*}
$$

Let

$$
K:=\overbrace{\left(\left(J_{1} \cup\{0\}\right)+\cdots+\left(J_{1} \cup\{0\}\right)\right)}^{M} \times \overbrace{\left(\left(J_{2} \cup\{0\}\right)+\cdots+\left(J_{2} \cup\{0\}\right)\right)}^{M} .
$$

Let $K_{1}$ be the subset of elements of $K$ which are not essential values of $\varphi$, and suppose $K_{1} \neq \emptyset$. By Proposition 2.9 , there exists $B \subset \mathbb{T}^{2}$ such that $\mu(B)>0$ and

$$
\begin{equation*}
\mu\left(B \cap T^{-n} B \cap\left(\varphi^{(n)} \in K_{1}\right)\right)=0 \quad \text { for every } n \in \mathbb{Z} \tag{3.8}
\end{equation*}
$$

Since the areas of $R_{M}^{n}(x, y), \tilde{R}_{M}^{n}(x, y)$ tend to 0 as $n \rightarrow \infty$ and the rectangles satisfy (3.6), by a Lebesgue density point argument, there is a Borel subset $B^{\prime}$ of $B$ of positive measure and there is $n_{0} \in \mathbb{N}$ such that for $n \geqslant n_{0}$ and $(x, y) \in B^{\prime}$ :

$$
\mu\left(B \cap R_{M}^{n}(x, y)\right) \geqslant(1-\delta) \mu\left(R_{M}^{n}(x, y)\right), \quad \mu\left(B \cap \tilde{R}_{M}^{n}(x, y)\right) \geqslant(1-\delta) \mu\left(\tilde{R}_{M}^{n}(x, y)\right) .
$$

By (3.5), the areas of the small rectangles being comparable, and hence

$$
\mu\left(R_{M}^{n}(x, y)\right) \leqslant(2 M+1)^{2} c^{2} \mu\left(R_{k, \ell}^{n}(x, y)\right) \quad \text { for all } k, \ell \in[-M, M]
$$

Therefore, by the choice of $\delta$, for each $(x, y) \in B^{\prime}$ we have

$$
\begin{align*}
\mu\left(B \cap R_{k, \ell}^{n}(x, y)\right) & \geqslant \mu\left(R_{k, \ell}^{n}(x, y)\right)-\mu\left(B^{c} \cap R_{k, \ell}^{n}(x, y)\right) \\
& \geqslant \mu\left(R_{k, \ell}^{n}(x, y)\right)-\mu\left(B^{c} \cap R_{M}^{n}(x, y)\right) \geqslant \mu\left(R_{k, \ell}^{n}(x, y)\right)-\delta \mu\left(R_{M}^{n}(x, y)\right) \\
& \geqslant \mu\left(R_{k, \ell}^{n}(x, y)\right)-\delta(2 M+1)^{2} c^{2} \mu\left(R_{k, \ell}^{n}(x, y)\right)>\frac{1}{2} \mu\left(R_{k, \ell}^{n}(x, y)\right) . \tag{3.9}
\end{align*}
$$

Similarly, if $T^{n}(x, y) \in B^{\prime}$, then $\mu\left(B \cap \tilde{R}_{k, \ell}^{n}\left(T^{n}(x, y)\right)\right)>\frac{1}{2} \mu\left(\tilde{R}_{k, \ell}^{n}\left(T^{n}(x, y)\right)\right)$. As $\tilde{R}_{k, \ell}^{n}\left(T^{n}(x, y)\right)=T^{n} R_{k, \ell}^{n}(x, y)$, we have

$$
\begin{equation*}
\mu\left(T^{-n} B \cap R_{k, \ell}^{n}(x, y)\right)>\frac{1}{2} \mu\left(R_{k, \ell}^{n}(x, y)\right) . \tag{3.10}
\end{equation*}
$$

Combining (3.9) with (3.10) gives

$$
\begin{equation*}
\mu\left(B \cap T^{-n} B \cap R_{k, \ell}^{n}(x, y)\right)>0, \quad \forall k, \ell \in[-M, M] . \tag{3.11}
\end{equation*}
$$

Since $\varphi$ is recurrent, there is $n>n_{0}$ such that

$$
\mu\left(B^{\prime} \cap T^{-n} B^{\prime} \cap\left\{\varphi^{(n)}(\cdot)=(0,0)\right\}\right)>0 .
$$

If $(x, y) \in B^{\prime} \cap T^{-n} B^{\prime} \cap\left\{\varphi^{(n)}(\cdot)=(0,0)\right\}$, then $\varphi^{(n)}$ is equal to $(0,0)$ on $R_{0,0}^{n}(x, y)$. Moreover, on each rectangle $R_{k, \ell}^{n}(x, y), k, \ell \in[-M, M]$, the cocycle $\varphi^{(n)}$ is constant and is equal to $\kappa_{k, \ell}(x, y) \in K$. In view of (3.11), it follows that

$$
\mu\left(B \cap T^{-n} B \cap\left\{\varphi^{(n)}(\cdot)=\kappa_{k, \ell}(x, y)\right\}\right)>0, \quad \forall k, \ell \in[-M, M] .
$$

Therefore, by (3.8) and the definition of $K_{1}, \kappa_{k, l}(x, y) \notin K_{1}$, and so it belongs to $E(\varphi)$ for all $k, \ell \in[-M, M]$. In view of (3.7), it follows that $J_{1} \times\{0\},\{0\} \times J_{2} \subset E(\varphi)$, and hence $E(\varphi)=\mathbb{Z}^{2}$.

Remark 3.7. The ergodicity of $T_{\varphi}$ can be proven also for the more general case where $\alpha_{i}$ has bpq and $\left(D_{i}-D_{i}\right) \backslash\{0\} \subset\left(\mathbb{Q}+\mathbb{Q} \alpha_{i}\right) \backslash\left(\mathbb{Z}+\mathbb{Z} \alpha_{i}\right)$ for $i=1,2$. To extend the result of Theorem 3.6, we use that the discontinuities of the cocycle are "well distributed" (the condition (3.3)) which is a consequence of Lemma 2.3 in [18].

Now by a similar method we show the ergodicity of Cartesian products of skew products that appeared in Theorem 3.3. We need an elementary algebraic result:

Remark 3.8. Let $R$ be a real $m \times k$-matrix. Then the subgroup $R\left(\mathbb{Z}^{k}\right)$ is dense in $\mathbb{R}^{m}$ if and only if

$$
\begin{equation*}
\forall a \in \mathbb{R}^{m}, \quad R^{t}(a) \in \mathbb{Z}^{k} \quad \Rightarrow \quad a=0 \tag{3.12}
\end{equation*}
$$

For instance, if $R=\left[r_{i j}\right]$ is an $m \times(m+1)$-matrix such that $r_{i j}= \pm \delta_{i j}$ for $1 \leqslant i, j \leqslant m$ and $1, r_{1 m+1}, \ldots, r_{m m+1}$ are independent over $\mathbb{Q}$, then (3.12) holds.

Theorem 3.9. Let $T_{j}: I_{j} \rightarrow I_{j}$ be an interval exchange transformation of periodic type such that $\theta_{2}\left(T_{j}\right) / \theta_{1}\left(T_{j}\right)<1 / \ell$ for $j=1, \ldots, \ell$. Suppose that the Cartesian product $T_{1} \times \cdots \times T_{\ell}$ is ergodic. If $\varphi_{j} \in \operatorname{PL}\left(\bigsqcup_{\alpha \in \mathcal{A}_{l}}\left(I_{j}\right)_{\alpha}\right)$ is a piecewise linear cocycle with zero mean and $s\left(\varphi_{j}\right) \neq 0$ for $j=1, \ldots, \ell$, then the Cartesian product $\left(T_{1}\right)_{\varphi_{1}} \times \cdots \times\left(T_{\ell}\right)_{\varphi_{\ell}}$ is ergodic.

Proof. Since $T_{1}, \ldots, T_{\ell}$ have periodic type, by Proposition 2.3, there exists $c>0$ such that

$$
\begin{equation*}
\frac{1}{c n} \leqslant \min \mathcal{P}_{n}\left(T_{j}\right) \leqslant \max \mathcal{P}_{n}\left(T_{j}\right) \leqslant \frac{c}{n} \quad \text { for all } j=1, \ldots, \ell \text { and } n>0 \tag{3.13}
\end{equation*}
$$

Let $\bar{I}=I_{1} \times \cdots \times I_{\ell}, \bar{T}=T_{1} \times \cdots \times T_{\ell}$ and let $\bar{\varphi}: \bar{I} \rightarrow \mathbb{R}^{\ell}$ be given by

$$
\bar{\varphi}\left(x_{1}, \ldots, x_{\ell}\right)=\left(\varphi_{1}\left(x_{1}\right), \ldots, \varphi_{\ell}\left(x_{\ell}\right)\right)
$$

Then $\left(T_{1}\right)_{\varphi_{1}} \times \cdots \times\left(T_{\ell}\right)_{\varphi_{\ell}}=\bar{T}_{\bar{\varphi}}$. Denote by $\bar{\mu}$ the Lebesgue measure on $\bar{I}$. Without loss of generality we can assume that $s\left(\varphi_{j}\right)=1$ for $j=1, \ldots, \ell$. By Corollary 2.6 , the cocycle $\bar{\varphi}$ for $\bar{T}$ is recurrent.

To prove the result, it suffices to show that, for every $r=\left(r_{1}, \ldots, r_{\ell}\right) \in\left[0, \frac{1}{4 c}\right)^{\ell}$, the set $E(\bar{\varphi})$ has non-trivial intersection with

$$
\left\{s \bullet r:=\left(s_{1} r_{1}, \ldots, s_{\ell} r_{\ell}\right): s=\left(s_{1}, \ldots, s_{\ell}\right) \in\{-1,1\}^{\ell}\right\} .
$$

Indeed, for a fixed rational $0<q<\frac{1}{4 c}$, let us consider a collection of vectors $r^{(i)}=$ $\left(r_{1 i}, \ldots, r_{\ell i}\right) \in[0,1 /(4 c))^{\ell}, 1 \leqslant i \leqslant \ell+1$, such that $r_{i j}=q \delta_{i j}$ for all $1 \leqslant i, j \leqslant \ell$ and $1, r_{\ell+1}, \ldots, r_{\ell \ell+1}$ are independent over $\mathbb{Q}$. By Remark 3.8, for any choice $s^{(i)} \in\{-1,1\}^{\ell}$, $1 \leqslant i \leqslant \ell+1$, the subgroup generated by vectors $s^{(i)} \bullet r^{(i)}, 1 \leqslant i \leqslant \ell+1$, is dense in $\mathbb{R}^{\ell}$. Since $E(\bar{\varphi}) \subset \mathbb{R}^{\ell}$ is a closed subgroup and for every $1 \leqslant i \leqslant \ell+1$ there exists $s^{(i)} \in\{-1,1\}^{\ell}$ such that $s^{(i)} \bullet r^{(i)} \in E(\varphi)$, it follows that $E(\bar{\varphi})=\mathbb{R}^{\ell}$, and hence $\bar{T}_{\bar{\varphi}}$ is ergodic.

Fix $r=\left(r_{1}, \ldots, r_{\ell}\right) \in\left[0, \frac{1}{4 c}\right)^{\ell}$. We have to show that for every measurable set $B \subset \bar{I}$ with $\bar{\mu}(B)>0$ and $0<\varepsilon<1 / c$ there exists $n>0$ such that the set of all $\bar{x}=\left(x_{1}, \ldots, x_{\ell}\right) \in B$ such that

$$
\left(T_{1}^{n} x_{1}, \ldots, T_{\ell}^{n} x_{\ell}\right) \in B, \quad \varphi_{j}^{(n)}\left(x_{j}\right) \in\left\{-r_{j}, r_{j}\right\}+(-\varepsilon, \varepsilon) \quad \text { for } 1 \leqslant j \leqslant \ell
$$

has positive $\bar{\mu}$ measure. By a Lebesgue density point argument, there exist $B^{\prime} \subset B$ and $n_{0} \geqslant 1$ such that $\bar{\mu}\left(B^{\prime}\right)>0$ and for every $\left(x_{1}, \ldots, x_{\ell}\right) \in B^{\prime}$ and $n \geqslant n_{0}$ we have

$$
\begin{equation*}
\bar{\mu}\left(\prod_{j=1}^{\ell}\left(x_{j}-\frac{c}{n}, x_{j}+\frac{c}{n}\right) \backslash B\right)<\frac{\varepsilon}{4(2 n)^{\ell}} . \tag{3.14}
\end{equation*}
$$

Since $\bar{\varphi}$ (as a cocycle for $\bar{T}$ ) is recurrent, there exists $n \geqslant n_{0}$ such that

$$
\bar{\mu}\left(B^{\prime} \cap \bar{T}^{-n} B^{\prime} \cap\left(\bar{\varphi}^{(n)} \in(-\varepsilon / 2, \varepsilon / 2)^{\ell}\right)\right)>0
$$

Next choose $x^{0}=\left(x_{1}^{0}, \ldots, x_{\ell}^{0}\right) \in B^{\prime}$ so that $\left(T_{1}^{n} x_{1}^{0}, \ldots, T_{\ell}^{n} x_{\ell}^{0}\right) \in B^{\prime},\left|\varphi_{j}^{(n)}\left(x_{j}^{0}\right)\right|<\varepsilon / 2$ for $1 \leqslant$ $j \leqslant \ell$. For each $1 \leqslant j \leqslant \ell$ denote by $J_{j, n}\left(x_{j}^{0}\right) \subset I_{j}$ the interval of the partition $\mathcal{P}_{n}\left(T_{j}\right)$ such that $x_{j}^{0} \in J_{j, n}\left(x_{j}^{0}\right)$. By assumption, $\varphi_{j}^{(n)}$ is continuous on every interval of $\mathcal{P}^{n}\left(T_{j}\right)$. Therefore, for every $1 \leqslant j \leqslant \ell$, the function $\varphi_{j}^{(n)}$ is continuous on $J_{j, n}\left(x_{j}^{0}\right)$, and hence $\varphi_{j}^{(n)}(x)=n x+d_{n, j}$ for $x \in J_{j, n}\left(x_{j}^{0}\right)$. In view of (3.13), $\frac{1}{c n}<\left|J_{j, n}\left(x_{j}^{0}\right)\right|<\frac{c}{n}$, and hence $J_{j, n}\left(x_{j}^{0}\right) \subset\left(x_{j}^{0}-c / n, x_{j}^{0}+c / n\right)$ for every $1 \leqslant j \leqslant \ell$. Moreover, $T_{j}^{n} J_{j, n}\left(x_{j}^{0}\right)$ is an interval such that $\left|T_{j}^{n} J_{j, n}\left(x_{j}^{0}\right)\right|=\left|J_{j, n}\left(x_{j}^{0}\right)\right|<$ $c / n$, so

$$
\begin{equation*}
T_{j}^{n} J_{j, n}\left(x_{j}^{0}\right) \subset\left(T_{j}^{n} x_{j}^{0}-\frac{c}{n}, T_{j}^{n} x_{j}^{0}+\frac{c}{n}\right) \tag{3.15}
\end{equation*}
$$

Since $\left|\varphi_{j}^{(n)}\left(x_{j}^{0}\right)\right|<\varepsilon / 2, \varphi_{j}^{(n)}$ is linear on $J_{j, n}\left(x_{j}^{0}\right)$ with slope $n$ and $0 \leqslant r_{j}<\frac{1}{4 c}<\frac{1}{2 c}-\frac{\varepsilon}{4}$, we can find $\left(y_{j}^{0}-\varepsilon /(4 n), y_{j}^{0}+\varepsilon /(4 n)\right) \subset J_{j, n}\left(x_{j}^{0}\right)$ such that

$$
\begin{equation*}
\left|\varphi_{j}^{(n)}(x)\right| \in r_{j}+(-\varepsilon, \varepsilon) \quad \text { for all } x \in\left(y_{j}^{0}-\varepsilon /(4 n), y_{j}^{0}+\varepsilon /(4 n)\right) . \tag{3.16}
\end{equation*}
$$

Let $y^{0}=\left(y_{1}^{0}, \ldots, y_{\ell}^{0}\right) \in \prod_{j=1}^{\ell} J_{j, n}\left(x_{j}^{0}\right)$. Since

$$
\prod_{j=1}^{\ell}\left(y_{j}^{0}-\frac{\varepsilon}{4 n}, y_{j}^{0}+\frac{\varepsilon}{4 n}\right) \subset \prod_{j=1}^{\ell} J_{j, n}\left(x_{j}^{0}\right) \subset \prod_{j=1}^{\ell}\left(x_{j}^{0}-\frac{c}{n}, x_{j}^{0}+\frac{c}{n}\right)
$$

$x^{0} \in B^{\prime}$ and $n \geqslant n_{0}$, by (3.14), we have

$$
\bar{\mu}\left(\prod_{j=1}^{\ell}\left(y_{j}^{0}-\frac{\varepsilon}{4 n}, y_{j}^{0}+\frac{\varepsilon}{4 n}\right) \backslash B\right)<\frac{\varepsilon}{4(2 n)^{\ell}} .
$$

Moreover, by (3.15),

$$
\bar{T}^{n} \prod_{j=1}^{\ell}\left(y_{j}^{0}-\frac{\varepsilon}{4 n}, y_{j}^{0}+\frac{\varepsilon}{4 n}\right) \subset \prod_{j=1}^{\ell} T_{j}^{n} J_{j, n}\left(x_{j}^{0}\right) \subset \prod_{j=1}^{\ell}\left(T_{j}^{n} x_{j}^{0}-\frac{c}{n}, T_{j}^{n} x_{j}^{0}+\frac{c}{n}\right) .
$$

Since $\left(T_{1}^{n} x_{1}^{0}, \ldots, T_{\ell}^{n} x_{\ell}^{0}\right) \in B^{\prime}$ and $n \geqslant n_{0}$, by (3.14), it follows that

$$
\bar{\mu}\left(\prod_{j=1}^{\ell}\left(y_{j}^{0}-\frac{\varepsilon}{4 n}, y_{j}^{0}+\frac{\varepsilon}{4 n}\right) \backslash \bar{T}^{-n} B\right)=\bar{\mu}\left(\bar{T}^{n} \prod_{j=1}^{\ell}\left(y_{j}^{0}-\frac{\varepsilon}{4 n}, y_{j}^{0}+\frac{\varepsilon}{4 n}\right) \backslash B\right)<\frac{\varepsilon}{4(2 n)^{\ell}} .
$$

Hence

$$
\bar{\mu}\left(\prod_{j=1}^{\ell}\left(y_{j}^{0}-\frac{\varepsilon}{4 n}, y_{j}^{0}+\frac{\varepsilon}{4 n}\right) \cap\left(B \cap \bar{T}^{-n} B\right)\right)>\frac{\varepsilon}{2(2 n)^{\ell}}>0 .
$$

By (3.16),

$$
\bar{\varphi}^{(n)}(x) \in \prod_{j=1}^{\ell}\left(\left\{-r_{j}, r_{j}\right\}+(-\varepsilon, \varepsilon)\right) \quad \text { if } x \in \prod_{j=1}^{\ell}\left(y_{j}^{0}-\frac{\varepsilon}{4 n}, y_{j}^{0}+\frac{\varepsilon}{4 n}\right) .
$$

Thus

$$
\bar{\mu}\left(B \cap \bar{T}^{-n} B \cap\left(\bar{\varphi}^{(n)} \in \prod_{j=1}^{\ell}\left(\left\{-r_{j}, r_{j}\right\}+(-\varepsilon, \varepsilon)\right)\right)\right)>\frac{\varepsilon}{2(2 n)^{\ell}}>0 .
$$

By Lemma 2.10, it follows that $\left(\prod_{j=1}^{\ell}\left\{-r_{j}, r_{j}\right\}\right) \cap E(\bar{\varphi}) \neq \emptyset$. This completes the proof.

## 4. Ergodicity of certain step cocycles

In this section we apply Corollary 2.8 to prove the ergodicity of step cocycles over IETs of periodic type.

### 4.1. Step cocycles

Let $T: I \rightarrow I$ be an arbitrary IET satisfying the Keane condition. Suppose that $\left(n_{k}\right)_{k \geqslant 0}$ is an increasing sequence of natural numbers such that $n_{0}=0$ and the matrix

$$
Z(k+1)=\Theta\left(T^{\left(n_{k}\right)}\right) \cdot \Theta\left(T^{\left(n_{k}+1\right)}\right) \cdot \ldots \cdot \Theta\left(T^{\left(n_{k+1}-1\right)}\right)
$$

has positive entries for each $k \geqslant 0$. In what follows, we denote by $\left(\pi^{(k)}, \lambda^{(k)}\right)$ the pair defining $T^{\left(n_{k}\right)}$. By abuse of notation, we continue to write $T^{(k)}$ for $T^{\left(n_{k}\right)}$ with the same change of notation for $I^{(\cdot)}, \pi^{(\cdot)}$ and $\lambda^{(\cdot)}$. We then have

$$
\lambda^{(k)}=Z(k+1) \lambda^{(k+1)} .
$$

We adapt the notation from [28]. For each $0 \leqslant k \leqslant l$ let

$$
Q(k, l)=Z(k+1) \cdot Z(k+2) \cdot \ldots \cdot Z(l)
$$

Then

$$
\lambda^{(k)}=Q(k, l) \lambda^{(l)} .
$$

We will write $Q(l)$ for $Q(0, l)$. By definition, $T^{(l)}: I^{(l)} \rightarrow I^{(l)}$ is the first-return map of $T^{(k)}: I^{(k)} \rightarrow I^{(k)}$ to the interval $I^{(l)} \subset I^{(k)}$. Moreover, $Q_{\alpha \beta}(k, l)$ is the time spent by any point of $I_{\beta}^{(l)}$ in $I_{\alpha}^{(k)}$ until it returns to $I^{(l)}$. It follows that

$$
Q_{\beta}(k, l):=\sum_{\alpha \in \mathcal{A}} Q_{\alpha \beta}(k, l)
$$

is the first-return time of points of $I_{\beta}^{(l)}$ to $I^{(l)}$.
Suppose that $T=T_{(\pi, \lambda)}$ is of periodic type and $p$ is a period such that $\pi^{(p)}=\pi$. Let $A=$ $\Theta^{(p)}(T)$. Considering the sequence $\left(n_{k}\right)_{k \geqslant 0}, n_{k}=p k$ we get $Z(l)=A$ and $Q(k, l)=A^{l-k}$ for all $0 \leqslant k \leqslant l$.

The norm of a vector is defined as the largest absolute value of the coefficients. We set $B_{\beta}:=$ $\sum_{\alpha \in \mathcal{A}}\left|B_{\alpha \beta}\right|$ and $\|B\|:=\max _{\beta \in \mathcal{A}} B_{\beta}$ for $B=\left[B_{\alpha \beta}\right]_{\alpha, \beta \in \mathcal{A}}$. Following [36], for every matrix $B=\left[B_{\alpha \beta}\right]_{\alpha, \beta \in \mathcal{A}}$ with positive entries, we set

$$
\nu(B)=\max _{\alpha, \beta, \gamma \in \mathcal{A}} \frac{B_{\alpha \beta}}{B_{\alpha \gamma}}
$$

Then

$$
\begin{equation*}
\sum_{\alpha \in \mathcal{A}} B_{\alpha \beta} \leqslant v(B) \sum_{\alpha \in \mathcal{A}} B_{\alpha \gamma} \quad \text { for all } \beta, \gamma \in \mathcal{A} \text { and } \nu(C B) \leqslant \nu(B), \tag{4.1}
\end{equation*}
$$

for any non-negative matrix $C$ whose all rows are non-zero. It follows that $v\left(B^{m}\right) \leqslant v(B)$, and hence

$$
\begin{equation*}
\left\|B^{m}\right\|=\max _{\beta \in \mathcal{A}} \sum_{\alpha \in \mathcal{A}} B_{\alpha \beta}^{m} \leqslant \nu(B) \min _{\beta \in \mathcal{A}} \sum_{\alpha \in \mathcal{A}} B_{\alpha \beta}^{m} . \tag{4.2}
\end{equation*}
$$

Denote by $\Gamma^{(k)}$ the space of functions $\varphi: I^{(k)} \rightarrow \mathbb{R}$ constant on each interval $I_{\alpha}^{(k)}, \alpha \in \mathcal{A}$, and denote by $\Gamma_{0}^{(k)}$ the subspace of functions with zero mean. Every function $\varphi=\sum_{\alpha \in \mathcal{A}} h_{\alpha} \chi_{I_{\alpha}^{(k)}}$ in $\Gamma^{(k)}$ can be identified with the vector $h=\left(h_{\alpha}\right)_{\alpha \in \mathcal{A}} \in \mathbb{R}^{\mathcal{A}}$. Moreover,

$$
\begin{equation*}
\varphi^{\left(Q_{\alpha}(k, l)\right)}(x)=\left(Q(k, l)^{t} h\right)_{\alpha} \quad \text { for every } x \in I_{\alpha}^{(l)}, \alpha \in \mathcal{A} \tag{4.3}
\end{equation*}
$$

The induced IET $T^{(n)}: I^{(n)} \rightarrow I^{(n)}$ determines a partition of $I$ into disjoint towers $H_{\alpha}^{(n)}, \alpha \in \mathcal{A}$, where

$$
H_{\alpha}^{(n)}=\left\{T^{k} I_{\alpha}^{(n)}: 0 \leqslant k<h_{\alpha}^{(n)}:=Q_{\alpha}(n)\right\} .
$$

Denote by $h_{\max }^{(n)}$ and $h_{\min }^{(n)}$ the height of the highest and the lowest tower, respectively.

Assume that $\left(n_{k}\right)_{k \geqslant 0}$ is chosen so that $I^{(n+1)} \subset I_{\alpha_{1}}^{(n)}$, where $\pi_{0}^{(n)}\left(\alpha_{1}\right)=1$. For every $\alpha \in \mathcal{A}$ denote by $C_{\alpha}^{(n)}$ the tower $\left\{T^{i} I_{\alpha}^{(n+1)}: 0 \leqslant i<h_{\alpha_{1}}^{(n)}\right\}$.

Lemma 4.1. For every $\alpha \in \mathcal{A}$ we have

$$
\begin{equation*}
\mu\left(C_{\alpha}^{(n)} \Delta T C_{\alpha}^{(n)}\right) \rightarrow 0 \quad \text { and } \quad \sup _{x \in C_{\alpha}^{(n)}}\left|T^{h_{\alpha}^{(n+1)}} x-x\right| \rightarrow 0 \quad \text { as } n \rightarrow+\infty \tag{4.4}
\end{equation*}
$$

If $\varphi=\sum_{\beta \in \mathcal{A}} v_{\beta} \chi_{I_{\beta}^{(0)}}$ for some $v=\left(v_{\beta}\right)_{\beta \in \mathcal{A}} \in \Gamma_{0}^{(0)}$, then

$$
\begin{equation*}
\varphi^{\left(h_{\alpha}^{(n+1)}\right)}(x)=\left(Q(n+1)^{t} v\right)_{\alpha} \quad \text { for all } x \in C_{\alpha}^{(n)} \tag{4.5}
\end{equation*}
$$

If additionally $T$ is of periodic type then

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \mu\left(C_{\alpha}^{(n)}\right)>0 \tag{4.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi^{\left(h_{\alpha}^{(n+1)}\right)}(x)=\left(\left(A^{t}\right)^{n+1} v\right)_{\alpha} \quad \text { for all } x \in C_{\alpha}^{(n)} \tag{4.7}
\end{equation*}
$$

Proof. Since $C_{\alpha}^{(n)} \triangle T C_{\alpha}^{(n)} \subset T^{h_{\alpha_{1}}^{(n)}} I_{\alpha}^{(n+1)} \cup I_{\alpha}^{(n+1)}$, we have

$$
\mu\left(C_{\alpha}^{(n)} \Delta T C_{\alpha}^{(n)}\right) \leqslant 2 \mu\left(I_{\alpha}^{(n+1)}\right) \rightarrow 0 \quad \text { as } n \rightarrow+\infty
$$

Suppose that $x \in T^{i} I_{\alpha}^{(n+1)}$ for some $0 \leqslant i<h_{\alpha_{1}}^{(n)}$. Then

$$
T^{h_{\alpha}^{(n+1)}} x \in T^{i} T^{h_{\alpha}^{(n+1)}} I_{\alpha}^{(n+1)} \subset T^{i} I^{(n+1)} \subset T^{i} I_{\alpha_{1}}^{(n)} .
$$

It follows that

$$
\begin{equation*}
x, T_{\alpha}^{h_{\alpha}^{(n+1)}} x \in T^{i} I_{\alpha_{1}}^{(n)} \subset I_{\beta} \quad \text { for some } \beta \in \mathcal{A} . \tag{4.8}
\end{equation*}
$$

Therefore

$$
\left|x-T_{h_{\alpha}^{(n+1)}} x\right| \leqslant\left|I_{\alpha_{1}}^{(n)}\right| \quad \text { for all } x \in C_{\alpha}^{(n)} .
$$

Next, by (4.3), $\varphi^{\left(h_{\alpha}^{(n+1)}\right)}(x)=\left(Q(n+1)^{t} v\right)_{\alpha}$ for every $x \in I_{\alpha}^{(n+1)}$. Moreover, if $x \in C_{\alpha}^{(n)}$, say $x=T^{i} x_{0}$ with $x_{0} \in I_{\alpha}^{(n+1)}$ and $0 \leqslant i<h_{\alpha_{1}}^{(n)}$, then

$$
\varphi^{\left(h_{\alpha}^{(n+1)}\right)}\left(T^{i} x_{0}\right)-\varphi^{\left(h_{\alpha}^{(n+1)}\right)}\left(x_{0}\right)=\sum_{0 \leqslant j<i}\left(\varphi\left(T^{h_{\alpha}^{(n+1)}} T^{j} x_{0}\right)-\varphi\left(T^{j} x_{0}\right)\right) .
$$

By (4.8), $\varphi\left(T^{h_{\alpha}^{(\alpha+1)}} T^{j} x_{0}\right)=\varphi\left(T^{j} x_{0}\right)$ for every $0 \leqslant j<h_{\alpha_{1}}^{(n)}$, and hence

$$
\varphi^{\left(h_{\alpha}^{(n+1)}\right)}(x)=\varphi^{\left(h_{\alpha}^{(n+1)}\right)}\left(x_{0}\right)=\left(Q(n+1)^{t} v\right)_{\alpha} \quad \text { for all } x \in C_{\alpha}^{(n)} .
$$

Assume that $T=T_{(\pi, \lambda)}$ is of periodic type and $A$ is its periodic matrix. Denote by $\rho_{1}$ the Perron-Frobenius eigenvalue of $A$. Then there exists $C>0$ such that $\frac{1}{C} \rho_{1}^{n} \leqslant\left\|A^{n}\right\| \leqslant C \rho_{1}^{n}$. Since $h_{\text {max }}^{(n)}=\left\|A^{n}\right\|=\max _{\alpha \in \mathcal{A}}\left(A^{n}\right)_{\alpha}$ and $h_{\text {min }}^{(n)}=\min _{\alpha \in \mathcal{A}}\left(A^{n}\right)_{\alpha}$, by (4.2), it follows that

$$
\begin{equation*}
\frac{1}{C v(A)} \rho_{1}^{n} \leqslant h_{\min }^{(n)}<h_{\max }^{(n)} \leqslant C \rho_{1}^{n} . \tag{4.9}
\end{equation*}
$$

As $\left|I_{\alpha}^{(n+1)}\right|=\rho_{1}^{-(n+1)}\left|I_{\alpha}^{(0)}\right|$, we have

$$
\mu\left(C_{\alpha}^{(n)}\right)=\left|I_{\alpha}^{(n+1)}\right| h_{\alpha_{1}}^{(n)} \geqslant\left|I_{\alpha}^{(0)}\right| h_{\min }^{(n)} / \rho_{1}^{n+1} \geqslant \frac{\left|I_{\alpha}^{(0)}\right|}{C v(A) \rho_{1}}>0 .
$$

By taking a multiple of the period of $T$ if necessary, we have $I^{(n+1)} \subset I_{\alpha_{1}}^{(n)}$ for every natural $n$, and hence

$$
\varphi^{\left(h_{\alpha}^{(n+1)}\right)}(x)=\left(Q(n+1)^{t} v\right)_{\alpha}=\left(\left(A^{t}\right)^{n+1} v\right)_{\alpha} \quad \text { for all } x \in C_{\alpha}^{(n)} .
$$

### 4.2. Ergodic cocycles in case $\kappa>1$

Assume that $T=T_{(\pi, \lambda)}$ is of periodic type and $\kappa=\operatorname{ker} \Omega_{\pi}+1>1$. Then the linear space $\operatorname{ker} \Omega_{\pi}$ is not trivial. As we already mentioned $A$ is the identity on $\operatorname{ker} \Omega_{\pi}$. Let

$$
F(T)=\left\{v \in \mathbb{R}^{\mathcal{A}}: A^{t} v=v\right\} .
$$

Then $F(T)$ is a linear subspace with $\operatorname{dim} F(T)=k \geqslant \kappa-1$. Since

$$
\langle v, \lambda\rangle=\left\langle A^{t} v, \lambda\right\rangle=\langle v, A \lambda\rangle=\rho_{1}\langle v, \lambda\rangle \quad \text { for each } v \in F(T),
$$

we have $F(T) \subset \Gamma_{0}^{(0)}$. Since $A$ has integer entries, we can choose a basis of the linear space $F(T)$ such that each element of the basis belongs to $\mathbb{Z}^{\mathcal{A}}$. It follows that $\mathbb{Z}^{\mathcal{A}} \cap F(T)$ is a free abelian group of $\mathbb{Z}^{\mathcal{A}}$ whose rank is at least $k$. Note that $\operatorname{rank}\left(\mathbb{Z}^{\mathcal{A}} \cap F(T)\right)=k$. Indeed, choose a subset $\mathcal{A}^{\prime} \subset \mathcal{A}$ such that $\# \mathcal{A}^{\prime}=k$ and the standard projection $p: \mathbb{R}^{\mathcal{A}} \rightarrow \mathbb{R}^{\mathcal{A}^{\prime}}$ restricted to $F(T)$ establishes a linear isomorphism. Since $p: \mathbb{Z}^{\mathcal{A}} \cap F(T) \rightarrow \mathbb{Z}^{\mathcal{A}^{\prime}}$ is an injective group homomorphism,

$$
k \leqslant \operatorname{rank}\left(\mathbb{Z}^{\mathcal{A}} \cap F(T)\right)=\operatorname{rank}\left(p\left(\mathbb{Z}^{\mathcal{A}} \cap F(T)\right)\right) \leqslant \operatorname{rank}\left(\mathbb{Z}^{\mathcal{A}^{\prime}}\right)=k
$$

Lemma 4.2. Let $v_{i}=\left(v_{i \alpha}\right)_{\alpha \in \mathcal{A}}, 1 \leqslant i \leqslant k$, be a basis of the group $\mathbb{Z}^{\mathcal{A}} \cap F(T)$. Then the collection of vectors $w_{\alpha}=\left(v_{i \alpha}\right)_{i=1}^{k} \in \mathbb{Z}^{k}, \alpha \in \mathcal{A}$, generates the group $\mathbb{Z}^{k}$.

Proof. Denote by $W \subset \mathbb{Z}^{k}$ the group generated by $w_{\alpha}, \alpha \in \mathcal{A}$. Since the rank of the matrix $\left[v_{i \alpha}\right]_{\alpha \in \mathcal{A}, 1 \leqslant i \leqslant k}$ equals $k$, the rank of the group $W$ is $k$. Let $b_{j}=\left(b_{l j}\right)_{l=1}^{k} \in \mathbb{Z}^{k}, 1 \leqslant j \leqslant k$, be a basis of $W$. Thus the determinant of the matrix $B=\left[b_{l j}\right]_{1 \leqslant j, l \leqslant k}$ is non-zero. Let $M=$ $\left[m_{\alpha j}\right]_{\alpha \in \mathcal{A}, 1 \leqslant j \leqslant k}$ stand for the integer matrix such that $w_{\alpha}=\sum_{j=1}^{k} m_{\alpha j} b_{j}$. Denote by $m_{j} \in \mathbb{Z}^{\mathcal{A}}$, $1 \leqslant j \leqslant k$, the columns of the matrix $M$. Then $v_{l}=\sum_{j=1}^{k} b_{l j} m_{j}$ for $1 \leqslant l \leqslant k$. Since $\operatorname{det} B \neq 0$,
the vectors $m_{j}, 1 \leqslant j \leqslant k$, belong to the linear space generated by $v_{i}, 1 \leqslant i \leqslant k$, that is to $F(T)$. Therefore, $m_{j} \in \mathbb{Z}^{\mathcal{A}} \cap F(T)$ for $1 \leqslant j \leqslant k$. Since $v_{i}, 1 \leqslant i \leqslant k$, generate $\mathbb{Z}^{\mathcal{A}} \cap F(T)$, it follows that $|\operatorname{det} B|=1$, and hence $W=\mathbb{Z}^{k}$.

Theorem 4.3. Let $v_{i}=\left(v_{i \alpha}\right)_{\alpha \in \mathcal{A}}, 1 \leqslant i \leqslant k$, be a basis of the group $\mathbb{Z}^{\mathcal{A}} \cap F(T)$. Then the cocycle $\varphi: I \rightarrow \mathbb{Z}^{k}$ given by $\varphi=\left(\varphi_{1}, \ldots, \varphi_{k}\right)$ with $\varphi_{i}=\sum_{\alpha \in \mathcal{A}} v_{i \alpha} \chi_{I_{\alpha}}$ for $i=1, \ldots, k$ is ergodic.

If $R$ is a $(k-1) \times k$-real matrix satisfying (3.12), then the cocycle $\tilde{\varphi}: I \rightarrow \mathbb{R}^{k-1}$ given by $\tilde{\varphi}(x)=R \varphi(x)$, which is constant over the exchanged intervals, is ergodic.

Proof. By (4.7) and the definition of $F(T)$, for every $\alpha \in \mathcal{A}$ we have

$$
\varphi^{\left(h_{\alpha}^{(n+1)}\right)}(x)=\left(\left(\left(A^{t}\right)^{n+1} v_{1}\right)_{\alpha}, \ldots,\left(\left(A^{t}\right)^{n+1} v_{k}\right)_{\alpha}\right)=\left(\left(v_{1}\right)_{\alpha}, \ldots,\left(v_{k}\right)_{\alpha}\right)=w_{\alpha}
$$

for $x \in C_{\alpha}^{(n)}$. In view of Lemma 4.1, we can apply Corollary 2.8. Thus $w_{\alpha} \in E(\varphi)$ for all $\alpha \in \mathcal{A}$. Since $E(\varphi)$ is a group, by Lemma 4.2, we obtain $E(\varphi)=\mathbb{Z}^{k}$.

It is easy to show that $R E(\varphi) \subset E(R \varphi)$. Since $E(\varphi)=\mathbb{Z}^{k}$ and $E(R \varphi)$ is closed, by Remark 3.8, we obtain $E(\tilde{\varphi})=E(R \varphi) \supset \overline{R \mathbb{Z}^{k}}=\mathbb{R}^{k-1}$.

Notice that Remark 3.8 indicates how to construct matrices $R$ satisfying (3.12).
Finally remark that the method of construction of ergodic cocycles presented in this section fails when $\pi$ gives a symmetric permutation, i.e. $\pi_{1} \circ \pi_{0}^{-1}(j)=d+1-j$ with even $d$, for example when an IET is a rotation. Then $\kappa=1$ and the space $F(T)$ is trivial.

## 5. Ergodicity of corrected cocycles

In this section, using a method from [28], we present a procedure of correction of functions in $\mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(0)}\right)$ by piecewise constant functions (in $\Gamma_{0}^{(0)}$ ) in order to obtain a better control on the growth of Birkhoff sums. This will allow us to prove the ergodicity of some corrected cocycles.

### 5.1. Rauzy-Veech induction for cocycles

For every cocycle $\varphi: I^{(k)} \rightarrow \mathbb{R}$ for the IET $T^{(k)}: I^{(k)} \rightarrow I^{(k)}$ and $l>k$ denote by $S(k, l) \varphi: I^{(l)} \rightarrow \mathbb{R}$ the renormalized cocycle for $T^{(l)}$ given by

$$
S(k, l) \varphi(x)=\sum_{0 \leqslant i<Q_{\beta}(k, l)} \varphi\left(\left(T^{(k)}\right)^{i} x\right) \quad \text { for } x \in I_{\beta}^{(l)}
$$

We will write $S(k)$ for $S(0, k)$. Note that $S(k, l)$ maps $\mathrm{BV}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right)$ into $\mathrm{BV}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(l)}\right)$ and

$$
\begin{gather*}
\operatorname{Var} S(k, l) \varphi \leqslant \operatorname{Var} \varphi  \tag{5.1}\\
\|S(k, l) \varphi\|_{\text {sup }} \leqslant\|Q(k, l)\|\|\varphi\|_{\text {sup }}  \tag{5.2}\\
\int_{I^{(l)}} S(k, l) \varphi(x) d x=\int_{I^{(k)}} \varphi(x) d x \tag{5.3}
\end{gather*}
$$

for all $\varphi \in \mathrm{BV}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right)$. In view of (5.3), $S(k, l)$ maps $\mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right)$ into $\mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(l)}\right)$.

Recall that $\Gamma^{(k)}$ is the space of functions $\varphi: I^{(k)} \rightarrow \mathbb{R}$ which are constant on each interval $I_{\alpha}^{(k)}$, $\alpha \in \mathcal{A}$, and $\Gamma_{0}^{(k)}$ is the subspace of functions with zero mean. Then

$$
S(k, l) \Gamma^{(k)}=\Gamma^{(l)} \quad \text { and } \quad S(k, l) \Gamma_{0}^{(k)}=\Gamma_{0}^{(l)}
$$

Moreover, every function $\sum_{\alpha \in \mathcal{A}} h_{\alpha} \chi_{I_{\alpha}^{(k)}}$ from $\Gamma^{(k)}$ can be identified with the vector $h=$ $\left(h_{\alpha}\right)_{\alpha \in \mathcal{A}} \in \mathbb{R}^{\mathcal{A}}$. Under this identification,

$$
\Gamma_{0}^{(k)}=\operatorname{Ann}\left(\lambda^{(k)}\right):=\left\{h=\left(h_{\alpha}\right)_{\alpha \in \mathcal{A}} \in \mathbb{R}^{\mathcal{A}}:\left\langle h, \lambda^{(k)}\right\rangle=0\right\}
$$

and the operator $S(k, l)$ is the linear automorphism of $\mathbb{R}^{\mathcal{A}}$ whose matrix in the canonical basis is $Q(k, l)^{t}$. Moreover, the norm on $\Gamma^{(k)}$ inherited from the supremum norm coincides with the norm of vectors.

### 5.2. Correction of functions of bounded variation

Suppose now that $T$ is of periodic type. Let us consider the linear subspaces

$$
\begin{gathered}
\Gamma_{c s}^{(k)}=\left\{h \in \Gamma^{(k)}: \limsup _{l \rightarrow \infty} \frac{1}{l} \log \|S(k, l) h\|=\limsup _{l \rightarrow \infty} \frac{1}{l} \log \left\|\left(A^{t}\right)^{l-k} h\right\| \leqslant 0\right\}, \\
\Gamma_{u}^{(k)}=\left\{h \in \Gamma^{(k)}: \limsup _{l \rightarrow \infty} \frac{1}{l} \log \left\|\left(A^{t}\right)^{k-l} h\right\|<0\right\} .
\end{gathered}
$$

Denote by

$$
U^{(k)}: \operatorname{BV}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right) \rightarrow \mathrm{BV}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right) / \Gamma_{c s}^{(k)}
$$

the natural quotient map. Let $P_{0}^{(k)}: \mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right) \rightarrow \mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right)$ be the linear (centering) operator

$$
P_{0}^{(k)} \varphi(x)=\varphi(x)-\frac{1}{\left|I_{\alpha}^{(k)}\right|} \int_{I_{\alpha}^{(k)}} \varphi(t) d t \quad \text { if } x \in I_{\alpha}^{(k)}
$$

Proposition 5.1. For every $\varphi \in \mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right)$ the sequence

$$
\begin{equation*}
\left\{U^{(k)} \circ\left(P_{0}^{(k)}-S(k, l)^{-1} \circ\left(S(k, l) \circ P_{0}^{(k)}-P_{0}^{(l)} \circ S(k, l)\right)\right) \varphi\right\}_{l \geqslant k} \tag{5.4}
\end{equation*}
$$

is well defined and converges in the quotient norm on $\mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right) / \Gamma_{c s}^{(k)}$ induced by $\|\cdot\|_{\mathrm{BV}}$.
Notation. Let $P^{(k)}: \mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right) \rightarrow \mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right) / \Gamma_{c s}^{(k)}$ stand for the limit operator. Note that if $\varphi \in \Gamma_{0}^{(k)}$ then $P_{0}^{(k)} \varphi=0$, and hence $P^{(k)} \varphi=0$.

We denote by $\mathrm{BV}^{\diamond}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$ the subspace of functions $\varphi \in \mathrm{BV}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$ such that $\varphi_{-}(x)=\varphi_{+}(x)$ for every $x=T^{n} l_{\alpha}, \alpha \in \mathcal{A}, \pi_{0}(\alpha) \neq 1, n \in \mathbb{Z} \backslash\{0\}$.

In general, $(S(k) \varphi)_{k \geqslant 1}$ grows exponentially like $\exp \left(k \theta_{2}\right)$ (see the proof of Theorem 2.4 in Appendix A). We will show that the growth can be reduced when we correct the function $\varphi$ by a function $h$ constant over the exchanged intervals. Then we will obtain a polynomial growth.

Theorem 5.2. Suppose that $T=T_{(\pi, \lambda)}$ is of periodic type and $M$ is the maximal size of Jordan blocks in the Jordan decomposition of its periodic matrix. Let $\varphi \in \mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(0)}\right)$. There exist $C_{1}, C_{2}>0$ such that if $\hat{\varphi}+\Gamma_{c s}^{(0)}=P^{(0)} \varphi$, then $\hat{\varphi}-\varphi \in \Gamma_{0}^{(0)}$ and

$$
\begin{equation*}
\|S(k)(\hat{\varphi})\|_{\text {sup }} \leqslant C_{1} k^{M} \operatorname{Var} \varphi+C_{2} k^{M-1}\|\hat{\varphi}\|_{\text {sup }} \quad \text { for every natural } k . \tag{5.5}
\end{equation*}
$$

For every $\varphi \in \mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(0)}\right)$ there exists a unique $h \in \Gamma_{u}^{(0)} \cap \Gamma_{0}^{(0)}$ such that $\varphi+h+\Gamma_{c s}^{(0)}=$ $P^{(0)} \varphi$.

Notation. In what follows, $\hat{\varphi}$ will stand for the function $\varphi$ corrected by the unique correction $h \in \Gamma_{u}^{(0)} \cap \Gamma_{0}^{(0)}$, i.e. $\hat{\varphi}=\varphi+h$.

Theorem 5.3 (Denjoy-Koksma type inequality). Suppose that $T$ is an IET of periodic type with non-degenerated spectrum and let $\varphi \in \mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(0)}\right)$. If additionally $\kappa(\pi)=1$ or $\varphi \in \mathrm{BV}_{0}^{\diamond}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(0)}\right)$ then

$$
\begin{equation*}
\|S(k)(\hat{\varphi})\|_{\text {sup }} \leqslant C_{1} \operatorname{Var} \varphi+C_{2}\|\hat{\varphi}\|_{\text {sup }} \quad \text { for every natural } k . \tag{5.6}
\end{equation*}
$$

This result is a counterpart, for IETs of periodic type, of the classical Denjoy-Koksma inequality (2.5). Indeed, if $T$ is an exchange of two intervals $I_{1}, I_{2}$, that is $T$ is a rotation on $\mathbb{T}$ by a quadratic irrational, then $\kappa(\pi)=1$ and $\Gamma_{u}^{(0)} \cap \Gamma_{0}^{(0)}=\{0\}$, so $\hat{\varphi}=\varphi$. Since $S(k)(\varphi)=\varphi^{\left(q_{p k}\right)}$ on $I_{1}^{(k)}$ and $S(k)(\varphi)=\varphi^{\left(q_{p k-1)}\right)}$ on $I_{2}^{(k)}$, the inequality (5.6) applied to rotated functions $\varphi(\cdot+x)$, $x \in \mathbb{T}$, gives the classical Denjoy-Koksma for BV functions along a subsequence of denominators.

Recall that a counterpart of the Denjoy-Koksma inequality for a.e. IET has already been proved by Marmi, Moussa and Yoccoz in [28] for $\mathrm{BV}_{*}^{1}$ functions. They showed that after making a stronger correction, $\|S(k)(\hat{\varphi})\|_{\text {sup }} \leqslant C\|Q(k)\|^{-\omega}\|\varphi\|_{\mathrm{BV}}$ for some $C, \omega>0$ whenever $T$ is of Roth type. This was a crucial step in proving that $\varphi$ is a coboundary, so it does not seem to help in proving the ergodicity of $\hat{\varphi}$.

For completeness the proofs of Proposition 5.1, Theorems 5.2 and 5.3 will be given in Appendix C.

If $\varphi: I \rightarrow \mathbb{R}^{\ell}$ is a $\mathrm{BV}^{\diamond}$ function with zero mean and $\varphi=\left(\varphi_{1}, \ldots, \varphi_{\ell}\right)$, we deal with the corrected function $\hat{\varphi}:=\left(\widehat{\varphi_{1}}, \ldots, \widehat{\varphi_{\ell}}\right)$, and we have

$$
\|S(k)(\hat{\varphi})\|_{\text {sup }} \leqslant C_{1} \max _{1 \leqslant i \leqslant \ell} \operatorname{Var} \varphi_{i}+C_{2}\|\hat{\varphi}\|_{\text {sup }} \quad \text { for every natural } k .
$$

### 5.3. Ergodicity of corrected step functions

We now consider piecewise constant zero mean cocycles $\varphi: I \rightarrow \mathbb{R}^{\ell}, \ell \geqslant 1$, which will have additional discontinuities in the interior of the exchanged intervals. Suppose that $\gamma_{i} \in I$, $i=1, \ldots, s$, are discontinuities of $\varphi$ different from $l_{\alpha}, \alpha \in \mathcal{A}$. Denote by $\bar{d}_{i} \in \mathbb{R}^{\ell}$ the vector
describing the jumps of coordinate functions of $\varphi$ at $\gamma_{i}$, that is, $\bar{d}_{i}=\varphi_{+}\left(\gamma_{i}\right)-\varphi_{-}\left(\gamma_{i}\right) \in \mathbb{R}^{\ell}$. In this section we will prove the ergodicity of $\hat{\varphi}$ for almost every choice of discontinuities. Note that the corrected cocycle $\hat{\varphi}$ is also piecewise constant and it is discontinuous at $\gamma_{i}$ with the jump vector $\bar{d}_{i}$ for $i=1, \ldots, s$, and hence it is still non-trivial.

Theorem 5.4. Suppose that $T=T_{(\pi, \lambda)}$ is an IET of periodic type and it has non-degenerated spectrum. There exists a set $D \subset I^{s}$ of full Lebesgue measure such that if
(i) $\left(\gamma_{1}, \ldots, \gamma_{s}\right) \in D$;
(ii) the subgroup $\mathbb{Z}\left(\bar{d}_{1}, \ldots, \bar{d}_{s}\right) \subset \mathbb{R}^{\ell}$ generated by $\bar{d}_{1}, \ldots, \bar{d}_{s}$ is dense in $\mathbb{R}^{\ell}$,
then the cocycle $\hat{\varphi}: I \rightarrow \mathbb{R}^{\ell}$ is ergodic.
Proof. As we already mentioned we can assume that $I^{(n+1)} \subset I_{\alpha_{1}}^{(n)}$ for every natural $n$, where $\alpha_{1}=\left(\pi_{0}^{(n)}\right)^{-1}(1)=\pi_{0}^{-1}(1)$. Fix $\alpha \in \mathcal{A}$ and choose arbitrarily $b_{0}<a_{1}<b_{1}<\cdots<a_{s}<b_{s}<$ $a_{s+1}$ so that $\left[b_{0}, a_{s+1}\right)=I_{\alpha}$. Let

$$
\begin{array}{cc}
F_{i}^{(n)}=\bigcup_{h_{\alpha_{1}}^{(n)} \leqslant j<h_{\alpha}^{(n+1)}} T^{j}\left(a_{i} / \rho_{1}^{n+1}, b_{i} / \rho_{1}^{n+1}\right), & \text { for } 1 \leqslant i \leqslant s, \\
C_{i}^{(n)}=\bigcup_{0 \leqslant j<h_{\alpha_{1}}^{(n)}} T^{j}\left(b_{i} / \rho_{1}^{n+1}, a_{i+1} / \rho_{1}^{n+1}\right), \quad \text { for } 0 \leqslant i \leqslant s
\end{array}
$$

( $\rho_{1}$ is the Perron-Frobenius eigenvalue of the periodic matrix $A$ ). Since $\left[b_{0} / \rho_{1}^{n+1}, a_{s+1} / \rho_{1}^{n+1}\right.$ ) $=$ $I_{\alpha}^{(n+1)}$, the sets $C_{i}^{(n)}, F_{i}^{(n)}$ are towers for which each level is an interval. Moreover, $C_{i}^{(n)} \subset C_{\alpha}^{(n)}$ for $0 \leqslant i \leqslant s$ and

$$
h_{\alpha}^{(n+1)}-h_{\alpha_{1}}^{(n)} \geqslant \sum_{\beta \in \mathcal{A}} h_{\beta}^{(n)}-h_{\alpha_{1}}^{(n)} \geqslant h_{\min }^{(n)} .
$$

In view of (4.9), it follows that

$$
\begin{gathered}
\mu\left(C_{i}^{(n)}\right)=\left(a_{i+1}-b_{i}\right) \frac{h_{\alpha_{1}}^{(n)}}{\rho_{1}^{n+1}} \geqslant\left(a_{i+1}-b_{i}\right) \frac{h_{\min }^{(n)}}{\rho_{1}^{n+1} \geqslant \frac{a_{i+1}-b_{i}}{C \nu(A) \rho_{1}}>0,} \\
\mu\left(F_{i}^{(n)}\right)=\left(b_{i}-a_{i}\right) \frac{h_{\alpha}^{(n+1)}-h_{\alpha_{1}}^{(n)}}{\rho_{1}^{n+1}} \geqslant\left(b_{i}-a_{i}\right) \frac{h_{\min }^{(n)}}{\rho_{1}^{n+1}} \geqslant \frac{b_{i}-a_{i}}{C \nu(A) \rho_{1}}>0 .
\end{gathered}
$$

Recall that if $T:(X, \mathcal{B}, \mu) \rightarrow(X, \mathcal{B}, \mu)$ is ergodic and $\left(\Xi_{n}\right)_{n \geqslant 1}$ is a sequence of towers for $T$ for which

$$
\liminf _{n \rightarrow \infty} \mu\left(\Xi_{n}\right)>0 \quad \text { and } \quad \operatorname{height}\left(\Xi_{n}\right) \rightarrow \infty
$$

then (see King [22, Lemma 3.4]) $\mu\left(B \cap \Xi_{n}\right)-\mu(B) \mu\left(\Xi_{n}\right) \rightarrow 0$ for all $B \subset \mathcal{B}$. It follows that, for $\mu$-almost every $x \in X$, the point $x$ belongs to $\Xi_{n}$ for infinitely many $n$. Indeed, setting
$B_{l}:=\bigcap_{k \geqslant l} \Xi_{k}^{c}$ we have $\mu\left(B_{l} \cap \Xi_{n}\right)=0$ for $n>l$, so $\mu\left(B_{l}\right)=0$ for each $l \geqslant 1$. Therefore $\mu\left(\bigcup_{l \geqslant 1} \bigcap_{k \geqslant l} \Xi_{k}^{c}\right)=0$.

Applying this fact to subsequences of $\left(F_{i}^{(n)}\right)_{n \geqslant 1}$ successively for $i=1, \ldots, s$, we conclude that for a.e. $\left(\gamma_{1}, \ldots, \gamma_{s}\right) \in I^{s}$ there exists a subsequence $\left(k_{n}\right)_{n \geqslant 1}$ such that

$$
\gamma_{i} \in F_{i}^{\left(k_{n}\right)} \quad \text { for all } 1 \leqslant i \leqslant s \text { and } n \geqslant 1 .
$$

Denote by $D \subset I^{s}$ the subset of all such $\left(\gamma_{1}, \ldots, \gamma_{s}\right)$ for which $\gamma_{i}$ does not belong to the union of orbits of $l_{\alpha}, \alpha \in \mathcal{A}$, for $i=1, \ldots, s$. Therefore $\varphi \in \mathrm{BV}^{\diamond}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}, \mathbb{R}^{\ell}\right)$.

Suppose that for some $n \geqslant 1$ we have $\gamma_{i} \in F_{i}^{(n)}$ for all $1 \leqslant i \leqslant s$. Then the sets $T^{j} C_{i}^{(n)}$, $0 \leqslant j<h_{\alpha}^{(n+1)}, 0 \leqslant i \leqslant s$, do not contain discontinuities of $\hat{\varphi}$. Thus similar arguments to those from the proof of (4.7) show that $\hat{\varphi}^{\left(h_{\alpha}^{(n+1)}\right)}$ is constant on each $C_{i}^{(n)}$ and equals say $\bar{g}_{i}^{(n)} \in \mathbb{R}^{\ell}$.

Let $x \in\left[b_{i-1} / \rho_{1}^{n+1}, a_{i} / \rho_{1}^{n+1}\right)$ and $y \in\left[b_{i} / \rho_{1}^{n+1}, a_{i+1} / \rho_{1}^{n+1}\right)$. Since $\gamma_{i} \in T^{j_{0}}\left[a_{i} / \rho_{1}^{n+1}\right.$, $b_{i} / \rho_{1}^{n+1}$ ) for some $h_{\alpha_{1}}^{(n)} \leqslant j_{0}<h_{\alpha}^{(n+1)}$, it follows that $\hat{\varphi}\left(T^{j} x\right)=\hat{\varphi}\left(T^{j} y\right)$ for all $0 \leqslant j<h_{\alpha}^{(n+1)}$, $j \neq j_{0}$ and $\hat{\varphi}\left(T^{j_{0}} y\right)-\hat{\varphi}\left(T^{j_{0}} x\right)=\bar{d}_{i}$. Consequently,

$$
\bar{g}_{i}^{(n)}-\bar{g}_{i-1}^{(n)}=\hat{\varphi}^{\left(h_{\alpha}^{(n+1)}\right)}(y)-\hat{\varphi}^{\left(h_{\alpha}^{(n+1)}\right)}(x)=\bar{d}_{i} .
$$

It follows that

$$
\hat{\varphi}^{\left(h_{\alpha}^{(n+1)}\right)}(x)=\bar{g}_{0}^{(n)}+\sum_{l=1}^{i} \bar{d}_{l} \quad \text { for all } x \in C_{i}^{(n)}, 0 \leqslant i \leqslant s
$$

Since $\varphi \in \mathrm{BV}^{\diamond}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}, \mathbb{R}^{\ell}\right)$, by Theorem 5.2 there exists $C>0$ such that

$$
\left\|\hat{\varphi}^{\left(h_{\alpha}^{(n+1)}\right)}(x)\right\|=\|S(n+1) \hat{\varphi}(x)\| \leqslant C \quad \text { for all } x \in I_{\alpha}^{(n+1)}
$$

and hence $\left\|\bar{g}_{0}^{(n)}\right\| \leqslant C$. Therefore for each $\left(\gamma_{1}, \ldots, \gamma_{s}\right) \in D$ there exists a subsequence $\left(k_{n}\right)_{n \geqslant 1}$ such that

$$
\hat{\varphi}^{\left(h_{\alpha}^{\left(k_{n}+1\right)}\right)}(x)=\bar{g}_{0}^{\left(k_{n}\right)}+\sum_{l=1}^{i} \bar{d}_{l} \quad \text { for all } x \in C_{i}^{\left(k_{n}\right)}, 0 \leqslant i \leqslant s,
$$

and $\bar{g}_{0}^{\left(k_{n}\right)} \rightarrow \bar{g}_{0}$ in $\mathbb{R}^{\ell}$. Since liminf $\mu\left(C_{i}^{\left(k_{n}\right)}\right)>0$ for each $0 \leqslant i \leqslant s$, Corollary 2.8 implies $\bar{g}_{0}+$ $\sum_{l=1}^{i} \bar{d}_{l} \in E(\hat{\varphi})$ for each $0 \leqslant i \leqslant s$. Therefore $\bar{d}_{l} \in E(\hat{\varphi})$ for each $1 \leqslant l \leqslant s$. Since $\bar{d}_{1}, \ldots, \bar{d}_{s}$ generate a dense subgroup of $\mathbb{R}^{\ell}$ and $E(\hat{\varphi})$ is closed, it follows that $E(\hat{\varphi})=\mathbb{R}^{\ell}$.

Remark 5.5. Notice that the condition (ii) implies $s>\ell$. On the other hand, if $s>\ell$, in view of Remark 3.8, we can easily find a collection of vectors $\bar{d}_{1}, \ldots, \bar{d}_{s} \in \mathbb{R}^{\ell}$ such that $\overline{\mathbb{Z}\left(\bar{d}_{1}, \ldots, \bar{d}_{s}\right)}=\mathbb{R}^{\ell}$.

In order to have a more specific condition on the discontinuities $\gamma_{i}, i=1, \ldots, s$, which guarantees ergodicity, we can use a periodic type condition. Indeed, let us consider a set
$\left\{\gamma_{1}, \ldots, \gamma_{s}\right\} \subset I \backslash\left\{l_{\alpha}: \alpha \in \mathcal{A}\right\}$. The points $\gamma_{1}, \ldots, \gamma_{s}$ together with $l_{\alpha}, \alpha \in \mathcal{A}$, give a new partition of $I$ into $d+s$ intervals. Therefore $T$ can be treated as a $d+s$-IET. Denote by $\left(\pi^{\prime}, \lambda^{\prime}\right)$ the combinatorial data of this representation of $T$.

Definition 4. We say that the set $\left\{\gamma_{1}, \ldots, \gamma_{s}\right\}$ is of periodic type with respect to $T_{(\pi, \lambda)}$ if the IET $T_{\left(\pi^{\prime}, \lambda^{\prime}\right)}$ is of periodic type as an exchange of $d+s$ intervals.

An example of a set which is of periodic type with respect to an IET will be presented in Section 7.2.

Remark 5.6. By the definition of periodic type, $\left(\lambda^{\prime}, \pi^{\prime}\right)$ satisfies the Keane condition. Therefore, each $\gamma_{i}$ does not belong to the orbit of any $l_{\alpha}, \alpha \in \mathcal{A}$.

In view of Theorem 23 in [31], each admissible interval $I^{(p)}$ ( $p$ is a period) for $T_{\left(\pi^{\prime}, \lambda^{\prime}\right)}$ is also admissible for $T_{(\pi, \lambda)}$. Therefore $T_{(\pi, \lambda)}$ is of periodic type as an exchange of $d$-intervals as well. It follows that, for every $n \geqslant 0$ and $i=1, \ldots, s$ if $\gamma_{i} \in I_{\alpha}$, then $\gamma_{i}=T_{(\pi, \lambda)}^{j}\left(\gamma_{i} / \rho^{n}\right)$ for some $0 \leqslant j<h_{\alpha}^{(n)}$. Therefore similar arguments to those in the proof of Theorem 5.4 give the following result.

Theorem 5.7. Suppose that $T=T_{(\pi, \lambda)}$ is an IET of periodic type and it has non-degenerated spectrum. Let $\varphi: I \rightarrow \mathbb{R}^{\ell}$ be a zero mean piecewise constant cocycle with additional discontinuity at $\gamma_{i} \in I \backslash\left\{l_{\alpha}: \alpha \in \mathcal{A}\right\}$ with the jump vectors $\bar{d}_{i} \in \mathbb{R}^{\ell}$ for $i=1, \ldots, s$. If
(i) the set $\left\{\gamma_{1}, \ldots, \gamma_{s}\right\}$ is of periodic type with respect to $T_{(\pi, \lambda)}$;
(ii) $\overline{\mathbb{Z}}\left(\bar{d}_{1}, \ldots, \bar{d}_{s}\right)=\mathbb{R}^{\ell}$,
then the cocycle $\hat{\varphi}: I \rightarrow \mathbb{R}^{\ell}$ is ergodic.

## 6. Recurrence and ergodicity of extensions of multivalued Hamiltonians

In this section we deal with a class of smooth flows on non-compact manifolds which are extensions of so-called multivalued Hamiltonian flows on compact surfaces of higher genus. Each such flow has a special representation over a skew product of an IET and a BV cocycle. This allows us to apply abstract results from previous sections to state some sufficient conditions for recurrence and ergodicity whenever the IET is of periodic type.

### 6.1. Special flows

In this subsection we briefly recall some basic properties of special flows. Let $T$ be an automorphism of a $\sigma$-finite measure space $(X, \mathcal{B}, \mu)$. Let $f: X \rightarrow \mathbb{R}$ be a strictly positive function such that

$$
\begin{equation*}
\sum_{n \geqslant 1} f\left(T^{n} x\right)=+\infty \quad \text { for a.e. } x \in X \tag{6.1}
\end{equation*}
$$

By $T^{f}=\left(T_{t}^{f}\right)_{t \in \mathbb{R}}$ we will mean the corresponding special flow under $f$ (see e.g. [10, Chapter 11]) acting on ( $X^{f}, \mathcal{B}^{f}, \mu^{f}$ ), where $X^{f}=\{(x, s) \in X \times \mathbb{R}: 0 \leqslant s<f(x)\}$ and $\mathcal{B}^{f}\left(\mu^{f}\right)$ is
the restriction of $\mathcal{B} \times \mathcal{B}(\mathbb{R})\left(\mu \times m_{\mathbb{R}}\right)$ to $X^{f}$. Under the action of the flow $T^{f}$ each point in $X^{f}$ moves vertically at unit speed, and we identify the point $(x, f(x))$ with ( $T x, 0)$. More precisely, for every $(x, s) \in X^{f}$ we have

$$
T_{t}^{f}(x, s)=\left(T^{n} x, s+t-f^{(n)}(x)\right)
$$

where $n \in \mathbb{Z}$ is a unique number such that $f^{(n)}(x) \leqslant s+t<f^{(n+1)}(x)$.
Remark 6.1. If $T$ is conservative then the condition (6.1) holds automatically and the special flow $T^{f}$ is conservative as well. Moreover, if $T$ is ergodic then $T^{f}$ is ergodic.

### 6.2. Basic properties of multivalued Hamiltonian flows

Now we will consider multivalued Hamiltonians and their associated flows, a model which has been developed by S.P. Novikov (see also [2] for the toral case). Let ( $M, \omega$ ) be a compact symplectic smooth surface and $\beta$ be a Morse closed 1-form on $M$, that is $\beta=-\frac{\partial H}{\partial y} d x+$ $\frac{\partial H}{\partial x} d y$ in local coordinates, where $H$ is local smooth function (local Hamiltonian) such that det $D^{2} H(x, y) \neq 0$ at each critical point $(x, y)$. Denote by $\pi: \hat{M} \rightarrow M$ the universal cover of $M$ and by $\hat{\beta}$ the pullback of $\beta$ by $\pi: \hat{M} \rightarrow M$. Since $\hat{M}$ is simply connected and $\hat{\beta}$ is also a closed form, there exists a smooth function $\hat{H}: \hat{M} \rightarrow \mathbb{R}$, called a multivalued Hamiltonian, such that $d \hat{H}=\hat{\beta}$. By assumption, $\hat{H}$ is a Morse function. Suppose additionally that all critical values of $\hat{H}$ are distinct.

Denote by $X: M \rightarrow T M$ the smooth vector field determined by

$$
\beta=i_{X} \omega:=\omega(X, \cdot)
$$

Let $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ stand for the smooth flow on $M$ associated to the vector field $X$. Since $d \beta=0$, the flow $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ preserves the symplectic form $\omega$, and hence it preserves the smooth measure $v=v_{\omega}$ determined by $\omega$. Since $\beta$ is a Morse form, the flow $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ has finitely many fixed points (equal to zeros of $\beta$ or, which is the same, equal to images of critical points of $\hat{H}$ by the map $\pi$ ). The set of fixed points of $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ will by denoted by $\mathcal{F}(\beta)$. All of them are centers or non-degenerated saddles. By assumption, any two different saddles are not connected by a separatrix of the flow (called a saddle connection). Nevertheless, the flow $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ can have saddle connections which are loops. Each such saddle connection gives a decomposition of $M$ into two non-trivial invariant subsets.

By Theorem 14.6.3 in [21], the surface $M$ can be represented as the finite union of disjoint $\left(\phi_{t}\right)_{t \in \mathbb{R}}$-invariant sets as follows

$$
M=\mathcal{P} \cup \mathcal{S} \cup \bigcup_{\mathcal{T} \in \mathfrak{T}} \mathcal{T}
$$

where $\mathcal{P}$ is an open set consisting of periodic orbits, $\mathcal{S}$ is a finite union of fixed points or saddle connections, and each $\mathcal{T} \in \mathfrak{T}$ is open and every positive semi-orbit in $\mathcal{T}$, that is not a separatrix incoming to a fixed point, is dense in $\mathcal{T}$. It follows that $\overline{\mathcal{T}}$ is a transitive component of $\left(\phi_{t}\right)_{t \in \mathbb{R}}$. Each transitive component $\overline{\mathcal{T}}$ is a surface with boundary and the boundary of $\overline{\mathcal{T}}$ is a finite union of fixed points and loop saddle connections.


Fig. 1. Separatrices of $\left(\phi_{t}\right)$.
Remark 6.2. Let $X$ be a smooth tangent vector field preserving a volume form $\omega$ on a surface $M$. A parametrization $\gamma:[a, b] \rightarrow M$ of a curve is called induced if

$$
\int_{\gamma(s)}^{\gamma\left(s^{\prime}\right)} i_{X} \omega=s^{\prime}-s \quad \text { for all } s, s^{\prime} \in[a, b] .
$$

Let $\gamma:[a, b] \rightarrow M$ and $\tilde{\gamma}:[\tilde{a}, \tilde{b}] \rightarrow M$ be induced parameterizations of two curves. Suppose that for every $x \in[a, b]$ the positive semi-orbit of the flow starting from $\gamma(x)$ hits the curve $\tilde{\gamma}$. Denote by $T_{\gamma \tilde{\gamma}}(x) \in[\tilde{a}, \tilde{b}]$ the parameter and by $\tau_{\gamma \tilde{\gamma}}(x)>0$ the time of the first hit. Using Stokes' theorem, it is easy to check that $T_{\gamma \tilde{\gamma}}:[a, b] \rightarrow[\tilde{a}, \tilde{b}]$ is a translation and $\tau_{\gamma \tilde{\gamma}}:[a, b] \rightarrow \mathbb{R}_{+}$is a smooth function.

Fix $\mathcal{T} \in \mathfrak{T}$ and let $J \subset \mathcal{T}$ be a transversal smooth curve for $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ such that the boundary of $J$ consists of two points lying on an incoming and an outgoing separatrices respectively, and the segment of each separatrix between the corresponding boundary point of $J$ and the fixed point has no intersection with $J$. Let $\gamma:[0, a] \rightarrow J$ stand for the induced parametrization such that the boundary points $\gamma(0)$ and $\gamma(a)$ lie on the incoming and outgoing separatrices respectively (see Fig. 1). Set $I=[0, a)$. We will identify the interval $I$ with the curve $J$.

Denote by $T:=T_{\gamma \gamma}$ the first-return map induced on $J ; T$ can be seen as a map $T: I \rightarrow I$. By Remark 6.2, $T: I \rightarrow I$ is an interval exchange transformation. Then $T=T_{(\pi, \lambda)}$, where $\pi \in \mathcal{S}_{\mathcal{A}}^{0}$ for some finite set $\mathcal{A}$ and $(\pi, \lambda) \in \mathcal{S}_{\mathcal{A}}^{0} \times \mathbb{R}_{+}^{\mathcal{A}}$ satisfies the Keane condition. Recall that $l_{\alpha}, \alpha \in \mathcal{A}$, are the left end points of the exchanged intervals. Let $\mathcal{Z}=\mathcal{F}(\beta) \cap \overline{\mathcal{T}}$. Since $\overline{\mathcal{T}}$ is a transitive component, each element of $\mathcal{Z}$ is a non-degenerate saddle. Let us decompose the set $\mathcal{Z}$ of fixed points into subsets $\mathcal{Z}_{0}, \mathcal{Z}_{+}$and $\mathcal{Z}_{-}$of points $z \in \mathcal{Z}$ such that $z$ has no loop connection, has a loop connection with positive orientation and has a loop connection with negative orientation respectively. For each $z \in \mathcal{Z}_{+} \cup \mathcal{Z}_{-}$denote by $\sigma_{\text {loop }}(z)$ the corresponding loop connection.

Denote by $\underline{z} \in \mathcal{Z}$ the fixed point such that $\gamma(0)$ belongs to its incoming separatrix $\sigma^{-}(\underline{z})$. Then $\gamma(0)$ is the first backward intersection with $J$ of $\sigma^{-}(z)$. Set $\underline{\alpha}=\pi_{1}^{-1}(1) \in \mathcal{A}$. Then each point $\gamma\left(l_{\alpha}\right)$ with $\alpha \neq \underline{\alpha}$ corresponds to the first backward intersection with $J$ of an incoming separatrix of a fixed point, denoted by $z_{l_{\alpha}} \in \mathcal{Z}$ (see Fig. 1). The point $\gamma\left(l_{\underline{\alpha}}\right)$ corresponds to the second backward intersection with $J$ of $\sigma^{-}(\underline{z})$ and $T l_{\underline{\alpha}}=0$.

Denote by $\tau: I \rightarrow \mathbb{R}_{+}$the first-return time map of the flow $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ to $J$. This map is well defined and smooth on the interior of each interval $I_{\alpha}, \alpha \in \mathcal{A}$, and $\tau$ has a singularity of logarithmic type at each point $l_{\alpha}, \alpha \in \mathcal{A}$ (see [23]) except for the right side of $l_{\underline{\alpha}}$; here the right-sided limit of $\tau$ exists. Moreover, the flow $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ on $\left(\mathcal{T},\left.\nu\right|_{\mathcal{T}}\right)$ is measure-theoretical isomorphic to the special flow $T^{\tau}$. An isomorphism is established by the map $\Gamma: I^{\tau} \rightarrow \overline{\mathcal{T}}, \Gamma(x, s)=\phi_{s} \gamma(x)$.

### 6.3. Extensions of multivalued Hamiltonian flows

Following [11] we will study ergodic properties of some couplings of a multivalued Hamiltonian flow $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ on $M$ and the geodesic flow on $\mathbb{R}^{\ell}, \ell \geqslant 1$. More precisely, we will consider coupled differential equations on $M \times \mathbb{R}^{\ell}$ of the form

$$
\left\{\begin{array}{l}
\frac{d x}{d t}=X(x) \\
\frac{d y}{d t}=f(x)
\end{array}\right.
$$

for $(x, y) \in M \times \mathbb{R}^{\ell}$, where $f: M \rightarrow \mathbb{R}^{\ell}$ is smooth. Then the associated flow $\left(\Phi_{t}^{f}\right)_{t \in \mathbb{R}}=\left(\Phi_{t}\right)_{t \in \mathbb{R}}$ on $M \times \mathbb{R}^{\ell}$ is given by

$$
\Phi_{t}(x, y)=\left(\phi_{t} x, y+\int_{0}^{t} f\left(\phi_{s} x\right) d s\right)
$$

It follows that $\left(\Phi_{t}\right)_{t \in \mathbb{R}}$ is a skew product flow with the base flow $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ on $M$ and the cocycle $F: \mathbb{R} \times M \rightarrow \mathbb{R}^{\ell}$ given by

$$
F(t, x)=\int_{0}^{t} f\left(\phi_{s} x\right) d s
$$

Therefore $\left(\Phi_{t}\right)_{t \in \mathbb{R}}$ preserves the product measure $v \times m_{\mathbb{R}^{\ell}}$. The deviation of the cocycle $F$ was studied by Forni in [12,13] for typical $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ with no saddle connections.

Recall that the ergodicity of $\left(\Phi_{t}^{f}\right)_{t \in \mathbb{R}}$ has been studied in [11] in the case where $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ is a flow on $\mathbb{T}^{2}$ with exactly one trap and the function $f: \mathbb{T}^{2} \rightarrow \mathbb{R}$ does not vanish on the saddle fixed point; the ergodicity of $\left(\Phi_{t}^{f}\right)_{t \in \mathbb{R}}$ was proven for typical $\left(\phi_{t}\right)_{t \in \mathbb{R}}$. In this section we will deal with higher genus surfaces. We study the recurrence and ergodic properties of the flow $\left(\Phi_{t}^{f}\right)_{t \in \mathbb{R}}$ for functions $f: M \rightarrow \mathbb{R}^{\ell}$ such that $f(x)=0$ for all $x \in \mathcal{F}(\beta)$. The flow $\left(\Phi_{t}^{f}\right)_{t \in \mathbb{R}}$ will be restricted to the invariant set $\overline{\mathcal{T}} \times \mathbb{R}^{\ell}$ for a fixed $\mathcal{T} \in \mathfrak{T}$. Let us consider its transversal submanifold $J \times \mathbb{R}^{\ell} \subset \overline{\mathcal{T}} \times \mathbb{R}^{\ell}$. Note that every point $(\gamma(x), y) \in \gamma\left(\operatorname{Int} I_{\alpha}\right) \times \mathbb{R}^{\ell}$ returns to
$J \times \mathbb{R}^{\ell}$ and the return time is $\hat{\tau}(x, y)=\tau(x)$. Denote by $\varphi_{f}=\varphi: \bigcup_{\alpha \in \mathcal{A}}$ Int $I_{\alpha} \rightarrow \mathbb{R}^{\ell}$ the smooth function

$$
\varphi(x)=F(\tau(x), \gamma(x))=\int_{0}^{\tau(x)} f\left(\phi_{s} \gamma(x)\right) d s, \quad \text { for } x \in \bigcup_{\alpha \in \mathcal{A}} \operatorname{Int} I_{\alpha} .
$$

Notice that

$$
\begin{equation*}
\int_{I} \varphi(x) d x=\int_{\mathcal{T}} f d v \tag{6.2}
\end{equation*}
$$

Let us consider the skew product $T_{\varphi}:\left(I \times \mathbb{R}^{\ell}, \mu \times m_{\mathbb{R}^{\ell}}\right) \rightarrow\left(I \times \mathbb{R}^{\ell}, \mu \times m_{\mathbb{R}^{\ell}}\right), T_{\varphi}(x, y)=$ $(T x, y+\varphi(x))$ and the special flow $\left(T_{\varphi}\right)^{\hat{\imath}}$ built over $T_{\varphi}$ and under the roof function $\hat{\tau}: I \times \mathbb{R}^{\ell} \rightarrow$ $\mathbb{R}_{+}$given by $\hat{\tau}(x, y)=\tau(x)$.

Lemma 6.3. The special flow $\left(T_{\varphi}\right)^{\hat{\tau}}$ is measure-theoretically isomorphic to the flow $\left(\Phi_{t}\right)$ on $\left(\mathcal{T} \times \mathbb{R}^{\ell},\left.\nu\right|_{\mathcal{T}} \times m_{\mathbb{R}^{\ell}}\right)$.

Remark 6.4. If $\int_{\mathcal{T}} f d \nu \neq 0$ then, by (6.2), the skew product $T_{\varphi}$ is totally dissipative. In view of Lemma 6.3, the flow $\left(\Phi_{t}\right)$ on $\left(\mathcal{T} \times \mathbb{R}^{\ell},\left.\nu\right|_{\mathcal{T}} \times m_{\mathbb{R}^{\ell}}\right)$ is totally dissipative as well. On the other hand, if $\ell=1$ and $\left(\phi_{t}\right)$ on $\left(\mathcal{T},\left.\nu\right|_{\mathcal{T}}\right)$ is ergodic, then $\int_{\mathcal{T}} f d \nu=0$ implies the recurrence of ( $\Phi_{t}$ ) on $\left(\mathcal{T} \times \mathbb{R}, \nu \mid \mathcal{T} \times m_{\mathbb{R}}\right)$.

The following lemma will help us to find further properties of $\varphi$. Since the proof is rather straightforward and the first part follows very closely the proof of Proposition 2 in [17], we leave it to the reader.

Lemma 6.5. Let $g:[-1,1] \times[-1,1] \rightarrow \mathbb{R}$ be a $\mathscr{C}^{1}$-function such that $g(0,0)=0$. Then the function $\xi:[0,1] \rightarrow \mathbb{R}$,

$$
\xi(s)= \begin{cases}\int_{s}^{1} g\left(u, \frac{s}{u}\right) \frac{1}{u} d u, & \text { if } s>0 \\ \int_{0}^{1}(g(u, 0)+g(0, u)) \frac{1}{u} d u, & \text { if } s=0\end{cases}
$$

is absolutely continuous. If additionally $g$ is a $\mathscr{C}^{2+\epsilon}$-function, $g^{\prime}(0,0)=0$, and $g^{\prime \prime}(0,0)=0$, then $\xi^{\prime}$ is absolutely continuous.

Remark 6.6. Note that the second conclusion of the lemma becomes false if the requirement $g^{\prime \prime}(0,0)=0$ is omitted. Indeed, if $g(x, y)=x \cdot y$ then $\xi^{\prime}(s)=-\log s-1, s>0$, is not even bounded.

For each $z \in \mathcal{Z}_{+} \cup \mathcal{Z}_{-}$choose an element $u_{z}$ of the saddle loop $\sigma_{\text {loop }}(z)$.

Theorem 6.7. If $f(x)=0$ for all $x \in \mathcal{F}(\beta)$, then $\varphi$ is absolutely continuous on each interval $I_{\alpha}$, $\alpha \in \mathcal{A}$, in particular $\varphi \in \mathrm{BV}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}, \mathbb{R}^{\ell}\right)$. Moreover,

$$
\int_{I} \varphi^{\prime}(x) d x=\sum_{z \in \mathcal{Z}_{+}} \int_{\mathbb{R}} f\left(\phi_{s} u_{z}\right) d s-\sum_{z \in \mathcal{Z}_{-}} \int_{\mathbb{R}} f\left(\phi_{s} u_{z}\right) d s
$$

If additionally $f^{\prime}(x)=0$ and $f^{\prime \prime}(x)=0$ for all $x \in \mathcal{F}(\beta)$, then $\varphi^{\prime \prime} \in L^{1}\left(I, \mathbb{R}^{\ell}\right)$, in particular, $\varphi \in \mathrm{BV}^{1}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}, \mathbb{R}^{\ell}\right)$.

Proof. First note that it suffices to consider the case $\ell=1$. Since $d \beta=0$, there exists a family of pairwise disjoint open sets $U_{z} \subset M, z \in \mathcal{Z}$, such that $z \in U_{z}$ and there exists a smooth function $H: \bigcup_{z \in \mathcal{Z}} U_{z} \rightarrow \mathbb{R}$ such that $d H=\beta$ on $U_{z}$ for every $z \in \mathcal{Z}$. By the Morse Lemma, for every $z \in \mathcal{Z}$ there exist a neighborhood $(0,0) \in V_{z} \subset \mathbb{R}^{2}$ and a smooth diffeomorphism $\Upsilon_{z}: V_{z} \rightarrow U_{z}$ such that $\Upsilon_{z}(0,0)=z$ and

$$
H_{z}(x, y):=H \circ \Upsilon_{z}(x, y)=x \cdot y \quad \text { for all }(x, y) \in V_{z} .
$$

Denote by $\omega^{z} \in \Omega^{2}\left(V_{z}\right)$ the pullback of the form $\omega$ by $\Upsilon_{z}: V_{z} \rightarrow U_{z}$. Since $\omega^{z}$ is non-zero at each point, there exists a smooth non-zero function $p=p_{z}: V_{z} \rightarrow \mathbb{R}$ such that

$$
\omega_{(x, y)}^{z}=p(x, y) d x \wedge d y
$$

Let $\left(\phi_{t}^{z}\right)$ stand for the pullback of the flow $\left(\phi_{t}\right)$ by $\Upsilon_{z}: V_{z} \rightarrow U_{z}$, i.e. the local flow on $V_{z}$ given by $\phi_{t}^{z}=\Upsilon_{z}^{-1} \circ \phi_{t} \circ \Upsilon_{z}$. Denote by $X^{z}: V_{z} \rightarrow \mathbb{R}^{2}$ the vector field corresponding to $\left(\phi_{t}^{z}\right)$. Then $d H_{z}=\omega^{z}\left(X^{z}, \cdot\right)$, and hence

$$
X^{z}(x, y)=\frac{\left(\frac{\partial H_{z}}{\partial y}(x, y),-\frac{\partial H_{z}}{\partial x}(x, y)\right)}{p(x, y)}=\frac{(x,-y)}{p(x, y)}
$$

Let $\delta$ be a positive number such that $[-\delta, \delta] \times[-\delta, \delta] \subset V_{z}$ for every $z \in \mathcal{Z}$. Let us consider the $\mathscr{C}^{\infty}$-curves $\gamma_{z}^{ \pm, 0}, \gamma_{z}^{ \pm, 1}:\left[-\delta^{2}, \delta^{2}\right] \rightarrow M$ given by

$$
\gamma_{z}^{ \pm, 0}(s)=\Upsilon_{z}( \pm s / \delta, \pm \delta), \quad \gamma_{z}^{ \pm, 1}(s)=\Upsilon_{z}( \pm \delta, \pm s / \delta)
$$

Notice that $\gamma_{z}^{ \pm, i}$ establishes an induced parametrization for the form $\omega(x, y)$ and the vector field $X$. Indeed, we have for every $s \in\left[-\delta^{2}, \delta^{2}\right]$ and $i=0,1$,

$$
\int_{\gamma_{z}^{ \pm i,}}^{\gamma_{z}^{ \pm, i}(s)} \beta=\int_{\gamma_{z}^{ \pm, i}(0)}^{\gamma_{z}^{ \pm, i}(s)} d H=H\left(\gamma_{z}^{ \pm, i}(s)\right)-H\left(\gamma_{z}^{ \pm, i}(0)\right)= \pm s / \delta \cdot \pm \delta=s .
$$

We consider the functions $\tau_{z}^{ \pm}$and $\varphi_{z}^{ \pm}$from $\left[-\delta^{2}, 0\right) \cup\left(0, \delta^{2}\right]$ to $\mathbb{R}$, where $\tau_{z}^{ \pm}(x)$ is the exit time of the point $\gamma_{z}^{ \pm, 0}(x)$ for the flow $\left(\phi_{t}\right)$ from the set $\Upsilon_{z}([-\delta, \delta] \times[-\delta, \delta])$ and

$$
\varphi_{z}^{ \pm}(x)=\int_{0}^{\tau_{z}^{ \pm}(x)} f\left(\phi_{s} \gamma_{z}^{ \pm, 0} x\right) d s
$$

Note that $\tau_{z}^{ \pm}(x)$ is the passage time from $( \pm x / \delta, \pm \delta)$ to $( \pm \operatorname{sgn}(x) \delta, \pm \operatorname{sgn}(x) x / \delta)$ for the local flow $\left(\phi_{t}^{z}\right)$. Let $f_{z}: V_{z} \rightarrow \mathbb{R}$ be given by $f_{z}=f \circ \Upsilon_{z}$. By assumption, $f_{z}$ is a smooth function such that $f_{z}(0,0)=0$. Furthermore,

$$
\varphi_{z}^{ \pm}(x)=\int_{0}^{\tau_{z}^{ \pm}(x)} f_{z}\left(\phi_{s}^{z}( \pm x / \delta, \pm \delta)\right) d s
$$

Let $\left(x_{s}, y_{s}\right)=\phi_{s}^{z}( \pm x / \delta, \pm \delta)$. Then

$$
\begin{equation*}
\left(\frac{d}{d s} x_{s}, \frac{d}{d s} y_{s}\right)=X^{z}\left(x_{s},-y_{s}\right)=\frac{\left(x_{s},-y_{s}\right)}{p\left(x_{s}, y_{s}\right)} \tag{6.3}
\end{equation*}
$$

and hence

$$
x_{s} \cdot y_{s}=H_{z}\left(x_{s}, y_{s}\right)=H_{z}\left(x_{0}, y_{0}\right)=H_{z}( \pm x / \delta, \pm \delta)=x .
$$

Since $x \neq 0$, it follows that $x_{s} \neq 0$ for all $s \in \mathbb{R}$. By using the substitution $u=x_{s}$, we obtain $d u=\frac{d}{d s} x_{s} d s=\frac{x_{s}}{p\left(x_{s}, y_{s}\right)} d s$ and

$$
\varphi_{z}^{ \pm}(x)=\int_{0}^{\tau_{z}^{ \pm}(x)} f_{z}\left(x_{s}, y_{s}\right) d s=\int_{0}^{\tau_{z}^{ \pm}(x)} f_{z}\left(x_{s}, \frac{x}{x_{s}}\right) d s=\int_{ \pm x / \delta}^{ \pm \operatorname{sgn}(x) \delta} f_{z}\left(u, \frac{x}{u}\right) p\left(u, \frac{x}{u}\right) \frac{d u}{u}
$$

By Lemma 6.5 , the functions $\varphi_{z}^{ \pm}:\left[-\delta^{2}, 0\right) \cup\left(0, \delta^{2}\right] \rightarrow \mathbb{R}$ are absolutely continuous and

$$
\lim _{x \rightarrow 0^{+}} \varphi_{z}^{ \pm}(x)=\int_{0}^{ \pm \delta} f_{z}(u, 0) p(u, 0) \frac{d u}{u}+\int_{0}^{ \pm \delta} f_{z}(0, u) p(0, u) \frac{d u}{u} .
$$

It follows that

$$
\begin{equation*}
\lim _{x \rightarrow 0^{+}} \varphi_{z}^{ \pm}(x)=\int_{0}^{+\infty} f\left(\phi_{s} \gamma_{z}^{ \pm, 0} 0\right) d s+\int_{-\infty}^{0} f\left(\phi_{s} \gamma_{z}^{ \pm, 1} 0\right) d s \tag{6.4}
\end{equation*}
$$

Similar arguments to those above show that

$$
\begin{equation*}
\lim _{x \rightarrow 0^{-}} \varphi_{z}^{ \pm}(x)=\int_{0}^{+\infty} f\left(\phi_{s} \gamma_{z}^{ \pm, 0} 0\right) d s+\int_{-\infty}^{0} f\left(\phi_{s} \gamma_{z}^{\mp, 1} 0\right) d s \tag{6.5}
\end{equation*}
$$

In view of Remark 6.2, we conclude that $\varphi: I \rightarrow \mathbb{R}$ is absolutely continuous on each interval $I_{\alpha}$, $\alpha \in \mathcal{A}$, and

$$
\begin{equation*}
\varphi_{+}\left(l_{\alpha}\right)=\int_{0}^{+\infty} f\left(\phi_{s} \gamma\left(l_{\alpha}\right)\right) d s+\int_{-\infty}^{0} f\left(\phi_{s} \gamma\left(T l_{\alpha}\right)\right) d s \tag{6.6}
\end{equation*}
$$

whenever $\alpha \neq \underline{\alpha}$ and $z_{l_{\alpha}} \in \mathcal{Z}_{-} \cup \mathcal{Z}_{0}$. If $\alpha \neq \underline{\alpha}$ and $z_{l_{\alpha}} \in \mathcal{Z}_{+}$, then computing $\varphi_{+}\left(l_{\alpha}\right)$ we have to take into account the loop separatrix $\sigma_{\text {loop }}\left(z_{l_{\alpha}}\right)$, so that

$$
\begin{equation*}
\varphi_{+}\left(l_{\alpha}\right)=\int_{0}^{+\infty} f\left(\phi_{s} \gamma\left(l_{\alpha}\right)\right) d s+\int_{-\infty}^{0} f\left(\phi_{s} \gamma\left(T l_{\alpha}\right)\right) d s+\int_{-\infty}^{+\infty} f\left(\phi_{s} u_{z_{l_{\alpha}}}\right) d s \tag{6.7}
\end{equation*}
$$

Moreover, if $f^{\prime}\left(z_{l_{\alpha}}\right)=0$ and $f^{\prime \prime}\left(z_{l_{\alpha}}\right)=0$ then the derivative $\varphi^{\prime \prime}$ is integrable on a neighborhood of $l_{\alpha}$. It follows that if $f^{\prime}(z)=0$ and $f^{\prime \prime}(z)=0$ for each $z \in \mathcal{F}(\beta)$ then $\varphi^{\prime \prime}$ is integrable.

If $\alpha=\underline{\alpha}$, then, by definition, the positive semi-orbit through $\gamma\left(l_{\alpha}\right)$ returns to $\gamma$ before approaching the fixed point $\underline{z}$. It follows that

$$
\begin{equation*}
\varphi_{+}\left(l_{\alpha}\right)=\int_{0}^{\tau_{\gamma \gamma}\left(l_{\alpha}\right)} f\left(\phi_{s} \gamma\left(l_{\alpha}\right)\right) d s \tag{6.8}
\end{equation*}
$$

Let $\bar{\alpha}=\pi_{0}^{-1}(d)$, i.e. $r_{\bar{\alpha}}=|I|$. Similar arguments to those used for the right-sided limits show that for every $\alpha \neq \bar{\alpha}$ we have

$$
\begin{gather*}
\varphi_{-}\left(r_{\alpha}\right)=\int_{0}^{+\infty} f\left(\phi_{s} \gamma\left(r_{\alpha}\right)\right) d s+\int_{-\infty}^{0} f\left(\phi_{s} \gamma\left(\hat{T} r_{\alpha}\right)\right) d s \quad \text { if } z_{r_{\alpha}} \in \mathcal{Z}_{0} \cup \mathcal{Z}_{+}  \tag{6.9}\\
\varphi_{-}\left(r_{\alpha}\right)=\int_{0}^{+\infty} f\left(\phi_{s} \gamma\left(r_{\alpha}\right)\right) d s+\int_{-\infty}^{0} f\left(\phi_{s} \gamma\left(\hat{T} r_{\alpha}\right)\right) d s+\int_{-\infty}^{+\infty} f\left(\phi_{s} u_{z_{r_{\alpha}}}\right) d s \quad \text { if } z_{r_{\alpha}} \in \mathcal{Z}_{-} \tag{6.10}
\end{gather*}
$$

Moreover, since $\gamma\left(r_{\bar{\alpha}}\right)$ lies on an outgoing separatrix, the positive semi-orbit through $\gamma\left(r_{\bar{\alpha}}\right)$ returns to the curve $\gamma$, so that

$$
\begin{equation*}
\varphi_{-}\left(r_{\bar{\alpha}}\right)=\varphi_{-}(|I|)=\int_{0}^{\tau_{\gamma \gamma}\left(r_{\bar{\alpha}}\right)} f\left(\phi_{s} \gamma\left(r_{\bar{\alpha}}\right)\right) d s \tag{6.11}
\end{equation*}
$$

In view of (6.6)-(6.11), we have

$$
\begin{align*}
\int_{I} \varphi^{\prime}(x) d x= & \sum_{\alpha \in \mathcal{A}} \int_{I_{\alpha}} \varphi^{\prime}(x) d x=\sum_{\alpha \in \mathcal{A}}\left(\varphi_{-}\left(r_{\alpha}\right)-\varphi_{+}\left(l_{\alpha}\right)\right) \\
= & \sum_{z \in \mathcal{Z}_{-}} \int_{-\infty}^{+\infty} f\left(\phi_{s} u_{z}\right) d s-\sum_{z \in \mathcal{Z}_{+-\infty}} \int_{-\infty}^{+\infty} f\left(\phi_{s} u_{z}\right) d s \\
& +\sum_{\alpha \in \mathcal{A}, \alpha \neq \bar{\alpha}} \int_{-\infty}^{0} f\left(\phi_{s} \gamma\left(\hat{T} r_{\alpha}\right)\right) d s-\sum_{\alpha \in \mathcal{A}, \alpha \neq \underline{\alpha}_{-\infty}} \int_{-\infty}^{0} f\left(\phi_{s} \gamma\left(T l_{\alpha}\right)\right) d s \\
& +\sum_{\alpha \in \mathcal{A}, \alpha \neq \bar{\alpha}} \int_{0}^{+\infty} f\left(\phi_{s} \gamma\left(r_{\alpha}\right)\right) d s-\sum_{\alpha \in \mathcal{A}, \alpha \neq \underline{\alpha}} \int_{0}^{+\infty} f\left(\phi_{s} \gamma\left(l_{\alpha}\right)\right) d s \\
& +\int_{0}^{\tau_{\gamma \gamma}\left(r_{\bar{\alpha}}\right)} f\left(\phi_{s} \gamma\left(r_{\bar{\alpha}}\right)\right) d s-\int_{0}^{\tau_{\gamma \gamma}\left(l_{\underline{\alpha}}\right)} f\left(\phi_{s} \gamma\left(l_{\underline{\alpha}}\right)\right) d s . \tag{6.12}
\end{align*}
$$

Since $\underline{\alpha}=\pi_{1}^{-1}(1)$ and $\bar{\alpha}=\pi_{0}^{-1}(d)$, in view of (2.1), (2.2), we have

$$
\begin{aligned}
\left\{r_{\alpha}: \alpha \in \mathcal{A}, \alpha \neq \bar{\alpha}\right\}=\left\{r_{\alpha}: \alpha \in \mathcal{A}, \pi_{0}(\alpha) \neq d\right\} & =\left\{l_{\alpha}: \alpha \in \mathcal{A}, \pi_{0}(\alpha) \neq 1\right\} \\
\left\{T l_{\alpha}: \alpha \in \mathcal{A}, \alpha \neq \underline{\alpha}\right\}=\left\{T l_{\alpha}: \alpha \in \mathcal{A}, \pi_{1}(\alpha) \neq 1\right\} & =\left\{\hat{T} r_{\alpha}: \alpha \in \mathcal{A}, \pi_{1}(\alpha) \neq d\right\}
\end{aligned}
$$

Moreover, $l_{\pi_{0}^{-1}(1)}=0=T l_{\underline{\alpha}}$ and $\hat{T} r_{\pi_{1}^{-1}(d)}=|I|=r_{\bar{\alpha}}$. It follows that

$$
\begin{aligned}
& \sum_{\alpha \in \mathcal{A}, \alpha \neq \bar{\alpha}} \int_{-\infty}^{0} f\left(\phi_{s} \gamma\left(\hat{T} r_{\alpha}\right)\right) d s-\sum_{\alpha \in \mathcal{A}, \alpha \neq \underline{\alpha}_{-\infty}} \int_{-\infty}^{0} f\left(\phi_{s} \gamma\left(T l_{\alpha}\right)\right) d s \\
& =\int_{-\infty}^{0} f\left(\phi_{s} \gamma\left(r_{\bar{\alpha}}\right)\right) d s-\int_{-\infty}^{0} f\left(\phi_{s} \gamma\left(\hat{T}_{r_{\bar{\alpha}}}\right)\right) d s, \\
& \sum_{\alpha \in \mathcal{A}, \alpha \neq \bar{\alpha}} \int_{0}^{+\infty} f\left(\phi_{s} \gamma\left(r_{\alpha}\right)\right) d s-\sum_{\alpha \in \mathcal{A}, \alpha \neq \underline{\alpha}} \int_{0}^{+\infty} f\left(\phi_{s} \gamma\left(l_{\alpha}\right)\right) d s \\
& =\int_{0}^{+\infty} f\left(\phi_{s} \gamma\left(l_{\underline{\alpha}}\right)\right) d s-\int_{0}^{+\infty} f\left(\phi_{s} \gamma\left(T l_{\underline{\alpha}}\right)\right) d s .
\end{aligned}
$$

Since the negative semi-orbit of $\hat{T} r_{\bar{\alpha}}$ visits $r_{\bar{\alpha}}$ before approaching the fixed point $\bar{z}$ and the positive semi-orbit of $l_{\underline{\alpha}}$ visits $T l_{\underline{\alpha}}$ before approaching the fixed point $\underline{z}$ (see Fig. 1), we have

$$
\begin{aligned}
& \int_{-\infty}^{0} f\left(\phi_{s} \gamma\left(\hat{T} r_{\bar{\alpha}}\right)\right) d s-\int_{-\infty}^{0} f\left(\phi_{s} \gamma\left(r_{\bar{\alpha}}\right)\right) d s=\int_{0}^{\tau_{\gamma \gamma}\left(r_{\bar{\alpha}}\right)} f\left(\phi_{s} \gamma\left(r_{\bar{\alpha}}\right)\right) d s \\
& \int_{0}^{+\infty} f\left(\phi_{s} \gamma\left(l_{\underline{\alpha}}\right)\right) d s-\int_{0}^{+\infty} f\left(\phi_{s} \gamma\left(T l_{\underline{\alpha}}\right)\right) d s=\int_{0}^{\tau_{\gamma \gamma}\left(l_{\underline{\alpha}}\right)} f\left(\phi_{s} \gamma\left(l_{\underline{\alpha}}\right)\right) d s .
\end{aligned}
$$

In view of (6.12), it follows that

$$
\int_{I} \varphi^{\prime}(x) d x=\sum_{z \in \mathcal{Z}_{-}} \int_{-\infty}^{+\infty} f\left(\phi_{s} u_{z}\right) d s-\sum_{z \in \mathcal{Z}_{+}} \int_{-\infty}^{+\infty} f\left(\phi_{s} u_{z}\right) d s
$$

Remark 6.8. Notice that, in view of Remark 6.6, the assumption on the vanishing of derivatives of $f$ at fixed points is necessary to control the smoothness of $\varphi_{f}$.

Theorem 6.9. Suppose that the IET T is of periodic type. Let $f: M \rightarrow \mathbb{R}^{\ell}$ be a smooth function such that $f(x)=0$ for all $x \in \mathcal{F}(\beta)$ and $\int_{\mathcal{T}} f d \nu=0$. If $\theta_{2}(T) / \theta_{1}(T)<1 / \ell$ then the flow $\left(\Phi_{t}\right)$ on $\mathcal{T} \times \mathbb{R}^{\ell}$ is conservative.

Proof. By Lemma 6.3, Theorem 6.7 and (6.2), the flow $\left(\Phi_{t}\right)$ on $\mathcal{T} \times \mathbb{R}^{\ell}$ is isomorphic to a special flow built over the skew product $T_{\varphi}$, where $\varphi: I \rightarrow \mathbb{R}^{\ell}$ is a function of bounded variation with zero mean. In view of Corollary 2.6, the skew product is conservative. Now the conservativity of ( $\Phi_{t}$ ) follows from Remark 6.1.

Let $g$ be a Riemann metric on $M$ and let us consider the 1 -form $\vartheta^{\beta} \in \Omega^{1}(M \backslash \mathcal{F}(\beta))$ on $M \backslash \mathcal{F}(\beta)$ defined by

$$
\vartheta_{x}^{\beta} Y=\frac{g_{x}(Y, X(x))}{g_{x}(X(x), X(x))} .
$$

Then $\vartheta_{x}^{\beta} X(x)=1$, and hence

$$
\left.\int_{\left\{\phi_{s} x:\right.} f \cdot \vartheta^{\beta}=[a, b]\right\} \quad \int_{a}^{b} f\left(\phi_{s} x\right) \cdot \vartheta_{\phi_{s} x}^{\beta}\left(X\left(\phi_{s} x\right)\right) d s=\int_{a}^{b} f\left(\phi_{s} x\right) d s
$$

It follows that

$$
\int_{\partial \mathcal{T}} f \cdot \vartheta^{\beta}=\sum_{z \in \mathcal{Z}_{-}} \int_{-\infty}^{+\infty} f\left(\phi_{s} u_{z}\right) d s-\sum_{z \in \mathcal{Z}_{+}} \int_{-\infty}^{+\infty} f\left(\phi_{s} u_{z}\right) d s=\int_{I} \varphi^{\prime}(x) d x
$$

Theorem 6.10. Suppose that the IET T is of periodic type. Let $f: M \rightarrow \mathbb{R}$ be a smooth function such that $f(x)=0, f^{\prime}(x)=0$ and $f^{\prime \prime}(x)=0$ for all $x \in \mathcal{F}(\beta)$,

$$
\int_{\mathcal{T}} f d v=0 \quad \text { and } \quad \int_{\partial \mathcal{T}} f \cdot \vartheta^{\beta} \neq 0 .
$$

Then the corresponding flow $\left(\Phi_{t}\right)$ on $\mathcal{T} \times \mathbb{R}$ is ergodic.
Proof. By Lemma 6.3, Theorem 6.7 and (6.2), the flow $\left(\Phi_{t}\right)$ on $\mathcal{T} \times \mathbb{R}$ is isomorphic to a special flow built over the skew product $T_{\varphi}$, where $\varphi \in \mathrm{BV}^{1}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$ has zero mean and

$$
s(\varphi)=\int_{I} \varphi^{\prime}(x) d x=\int_{\partial \mathcal{T}} f \cdot \vartheta^{\beta} \neq 0 .
$$

By Lemma 3.2, the cocycle $\varphi$ is cohomologous to a cocycle $\varphi_{p l} \in \operatorname{PL}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$ with $\int \varphi_{p l}(x) d x=0$ and $s\left(\varphi_{p l}\right)=s(\varphi) \neq 0$. In view of Theorem 3.3, the skew product $T_{\varphi_{p l}}$ is ergodic. Consequently, the skew product $T_{\varphi}$ and hence the flow $\left(\Phi_{t}\right)$ on $\mathcal{T} \times \mathbb{R}$ are ergodic, by Remark 6.1.

Suppose that the IET $T$ is of periodic type and $\theta_{2}(T) / \theta_{1}(T)<1 / \ell(\ell \geqslant 2)$. Let $f: M \rightarrow \mathbb{R}^{\ell}$ be a smooth function such that $f(x)=0, f^{\prime}(x)=0$ and $f^{\prime \prime}(x)=0$ for all $x \in \mathcal{F}(\beta)$,

$$
\int_{\mathcal{T}} f d \nu=0 \quad \text { and } \quad \mathbb{R}^{\ell} \ni v=\int_{\partial \mathcal{T}} f \cdot \vartheta^{\beta} \neq 0
$$

Let $a_{2}, \ldots, a_{\ell}$ be a basis of the subspace $\{v\}^{\perp}$ and let us consider the function $f_{a}: M \rightarrow \mathbb{R}^{\ell-1}$ be given by $f_{a}=\left(\left\langle a_{2}, f\right\rangle, \ldots,\left\langle a_{\ell}, f\right\rangle\right)$.

Theorem 6.11. If the flow ( $\Phi_{t}^{f_{a}}$ ) on $\mathcal{T} \times \mathbb{R}^{\ell-1}$ is ergodic then $\left(\Phi_{t}^{f}\right)$ on $\mathcal{T} \times \mathbb{R}^{\ell}$ is also ergodic.
Proof. Without loss of generality we can assume that $v=(1,0, \ldots, 0), a_{2}=(0,1,0, \ldots, 0), \ldots$, $a_{\ell}=(0, \ldots, 0,1)$. Then $\varphi=\left(\varphi_{1}, \varphi_{2}\right)$, where $\varphi_{1}: I \rightarrow \mathbb{R}, \varphi_{2}: I \rightarrow \mathbb{R}^{\ell}$ are functions with $\int_{I} \varphi_{1}^{\prime}(x) d x \neq 0$ and $\int_{I} \varphi_{2}^{\prime}(x) d x=0$. Applying Proposition 3.1 we can pass to cohomologous cocycles which are piecewise linear with constant slope. Now we can apply Theorem 3.4 to prove the ergodicity of $T_{\varphi}$ which implies the ergodicity of the flow $\left(\Phi_{t}\right)$ on $\mathcal{T} \times \mathbb{R}^{\ell}$.

## 7. Examples of ergodic extensions of multivalued Hamiltonian flows

In this section we will apply Theorems 5.7, 6.10 and 6.11 to construct explicit examples of ergodic extensions of multivalued Hamiltonian flows.

We first recall a recipe for constructing a multivalued Hamiltonian flow with traps which has a special representation over a given IET $T: I \rightarrow I$ satisfying the Keane condition. This construction is based on the zippered rectangles procedure introduced by Veech and a gluing technique originated by Blokhin in [4]. Fix an arbitrary collection of distinct points $\gamma_{1}, \ldots, \gamma_{s}$ on $I$. The presented method will allow us to construct multivalued Hamiltonian flows $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ with $s$ saddle
loops associated to saddle fixed points $z_{i}, i=1, \ldots, s$, so that $\gamma_{i}$ is the first backward intersection with $I$ of the separatrix incoming to $z_{i}$ for $i=1, \ldots, s$. For such flows we will prove the existence of a smooth function $f: M \rightarrow \mathbb{R}$ for which $\varphi=\varphi_{f}$ is a piecewise absolutely continuous function such that $\left(d_{1}, \ldots, d_{s}\right)$, with $d_{i}=\varphi_{-}\left(\gamma_{i}\right)-\varphi_{+}\left(\gamma_{i}\right)$ for $i=1, \ldots, s$, is a given vector in $\mathbb{R}^{s}$ and $s(\varphi)=d_{1}+\cdots+d_{s}$; see Lemma 7.3 which is a crucial point for constructing ergodic extensions. If we will take an IET $T$ of periodic type, $\left\{\gamma_{1}, \ldots, \gamma_{s}\right\}$ of periodic type with respect to $T$ (these are explicitly constructed at the end of the section) and $\left(d_{1}, \ldots, d_{s}\right)$ with $d_{1}+\cdots+d_{s} \neq 0$, then Lemma 7.3 yields an $\mathbb{R}$-extension of $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ which is ergodic, in view of Theorem 6.10.

As we have already seen, in order to construct higher rank ergodic extensions of the multivalued Hamiltonian flow $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ we need to consider functions $f$ for which $\varphi_{f}$ has zero sum of jumps. Then $\varphi_{f}$ is cohomologous to a piecewise constant function (Proposition 3.1). In view of Lemma 7.3, we can construct such $f: M \rightarrow \mathbb{R}^{\ell}$, moreover we can control the jump vectors $d_{i} \in \mathbb{R}^{\ell}$ of $\varphi_{f}$ at $\gamma_{i}, i=1, \ldots, s$, so that the vectors $d_{1}, \ldots, d_{s}$ generate a dense subgroup of $\mathbb{R}^{\ell}$ (whenever $\ell$ is not too large). In order to apply Theorem 5.7 we have to correct $\varphi_{f}$ by a piecewise constant function from $H_{\pi}$. In Lemma 7.4 we will show that each such correction can be accomplished by a function on $M$, i.e. for every $h \in H_{\pi}$ there exists a smooth function $f_{h}: M \rightarrow \mathbb{R}$ such that $\varphi_{f_{h}}=h$. It follows that after a correction by a smooth function $f: M \rightarrow \mathbb{R}^{\ell}$ yields an ergodic extension of $\left(\phi_{t}\right)_{t \in \mathbb{R}}$. We finish the section with an explicit example for which we apply the procedure described above.

### 7.1. Construction of multivalued Hamiltonians

Let $T=T_{(\pi, \lambda)}: I \rightarrow I$ be an arbitrary IET satisfying the Keane condition. Let us start from any translation surface ( $M, \alpha$ ) built over $T$ by applying the zippered rectangles procedure (see [35] or [38]). Denote by $\Sigma=\left\{p_{1}, \ldots, p_{\kappa}\right\}$ the set of singular points of ( $M, \alpha$ ). Let $J \subset M \backslash$ $\Sigma$ be a curve transversal to the vertical flow and such that the first-return map to $J$ is $T$. We will constantly identify $J$ with the interval $I$. Denote by $S \subset M$ the union of segments of all separatrices connecting singular points with $J$.

We will consider so-called regular adapted coordinates on $M \backslash \Sigma$, that is coordinates $\zeta$ relatively to which $\alpha_{\zeta}=d \zeta$. If $p \in \Sigma$ is a singular point with multiplicity $m \geqslant 1$ then we consider singular adapted coordinates around $p$, that is coordinates $\zeta$ relatively to which $\alpha_{\zeta}=d \frac{\zeta^{m+1}}{m+1}=$ $\zeta^{m} d \zeta$. Then all changes of regular coordinates are given by translations. If $\zeta^{\prime}$ is a regular adapted coordinate and $\zeta$ is a singular adapted coordinate, then $\zeta^{\prime}=\zeta^{m+1} /(m+1)+c$. Let us consider the vertical vector field $Y$ and the associated vertical flow $\left(\psi_{t}\right)_{t \in \mathbb{R}}$ on $(M, \alpha)$, which is $\alpha_{x} Y(x)=i$ and $\frac{d}{d t} \psi_{t} x=Y\left(\psi_{t} x\right)$ for $x \in M \backslash \Sigma$. Then for a regular adapted coordinate $\zeta$ we have $Y(\zeta)=i$ and $\psi_{t} \zeta=\zeta+i t$. Moreover, for a singular adapted coordinate $\zeta$ we have $\zeta^{m} Y(\zeta)=i$, and hence $Y(\zeta)=\frac{i \bar{\zeta}^{m}}{|\zeta|^{2 m}}$.

For each $\varepsilon>0$ and $p \in \Sigma$ denote by $B_{\varepsilon}(p)$ the $\varepsilon$ open ball of center $p$ and let $g=$ $g_{\varepsilon}:[0,+\infty) \rightarrow[0,1]$ be a monotonic $\mathscr{C}^{\infty}$-function such that $g(x)=x$ for $x \in[0, \varepsilon]$ and $g(x)=1$ for $x \geqslant 2 \varepsilon$. Fix $\varepsilon>0$ small enough. In what follows, we will deal with regular adapted coordinates on $M \backslash \bigcup_{p \in \Sigma} B_{2 \varepsilon}(p)$ and singular adapted coordinates on $B_{3 \varepsilon}(p)$ for $p \in \Sigma$. Let us consider a tangent $\mathscr{C}^{\infty}$-vector field $\tilde{Y}$ on $M$ such that in adapted coordinates $\zeta$ we have

$$
\tilde{Y}(\zeta)= \begin{cases}Y(\zeta)=i, & \text { on } M \backslash \bigcup_{p \in \Sigma} B_{2 \varepsilon}(p), \\ \frac{g(|\zeta|)^{2 m} i \bar{\zeta}^{m}}{|\zeta|^{2 m}}, & \text { on } B_{3 \varepsilon}(p), p \in \Sigma .\end{cases}
$$

Denote by $\left(\tilde{\psi}_{t}\right)_{t \in \mathbb{R}}$ the associated $\mathscr{C}^{\infty}$-flow on $M$. Then $\left(\tilde{\psi}_{t}\right)_{t \in \mathbb{R}}$ on $M \backslash \Sigma$ is obtained by a $\mathscr{C}^{\infty}$ time change in the vertical flow $\left(\psi_{t}\right)_{t \in \mathbb{R}}$, and $\left(\tilde{\psi}_{t}\right)_{t \in \mathbb{R}}$ coincides with $\left(\psi_{t}\right)_{t \in \mathbb{R}}$ on $M \backslash$ $\bigcup_{p \in \Sigma} B_{2 \varepsilon}(p)$.

Denote by $\tilde{\omega}$ the symplectic $\mathscr{C}^{\infty}$-form on $M$ such that in adapted coordinates $\zeta=x+i y$ we have

$$
\tilde{\omega}_{\zeta}= \begin{cases}d x \wedge d y, & \text { on } M \backslash \bigcup_{p \in \Sigma} B_{2 \varepsilon}(p) \\ \frac{\left.|\zeta|\right|^{2 m}}{g(|\zeta|)^{2 m}} d x \wedge d y, & \text { on } B_{3 \varepsilon}(p), p \in \Sigma\end{cases}
$$

Let us consider the $\mathscr{C}^{\infty} 1$-form on $M$ given by $\tilde{\beta}=i_{\tilde{Y}} \tilde{\omega}$. Then in adapted coordinates $\zeta=x+i y$ we have

$$
\tilde{\beta}_{\zeta}= \begin{cases}-d x, & \text { on } M \backslash \bigcup_{p \in \Sigma} B_{2 \varepsilon}(p) \\ -\Re \zeta^{m} d x+\Im \zeta^{m} d y, & \text { on } B_{3 \varepsilon}(p), p \in \Sigma\end{cases}
$$

By Cauchy-Riemann equations, $\frac{\partial}{\partial y} \Re \zeta^{m}+\frac{\partial}{\partial x} \Im \zeta^{m}=0$, and hence $d \tilde{\beta}=0$. Therefore $\left(\tilde{\psi}_{t}\right)_{t \in \mathbb{R}}$ is a multivalued Hamiltonian $\mathscr{C}^{\infty}$-flow whose orbits on $M \backslash \Sigma$ coincide with orbits of the vertical flow. It follows that $\left(\tilde{\psi}_{t}\right)_{t \in \mathbb{R}}$ has a special representation over the IET $T_{(\pi, \lambda)}$. If the multiplicity of a singularity $p \in \Sigma$ is equal to $m=1$ then in singular adapted coordinates $\zeta=x+i y$ on $B_{\varepsilon}(p)$ we have $\tilde{\beta}=-x d x+y d y$, and hence the multivalued Hamiltonian $\hat{H}$ is equal to $\hat{H}(x, y)=$ $\left(y^{2}-x^{2}\right) / 2+$ const, so $p$ is a non-degenerate critical point of $\hat{H}$.

Let us consider the symplectic form $v=c e^{2 x} d x \wedge d y, c \neq 0$ on the disk $D=\{(x, y) \in$ $\left.\mathbb{R}^{2}:(x-1 / 2)^{2}+y^{2} \leqslant(3 / 2)^{2}\right\}$ and the Hamilton differential equation

$$
\frac{d x}{d t}=-y, \quad \frac{d y}{d t}=x(x-1)+y^{2}
$$

Then the function $-c e^{2 x}\left((x-1)^{2}+y^{2}\right) / 2$ is the corresponding Hamiltonian. Denote by $\left(h_{t}\right)$ the associated local Hamiltonian flow. It has two critical points: $z_{0}=(0,0)$ is a non-degenerate saddle and $(1,0)$ is a center. The point $(0,0)$ has a loop saddle connection which coincides with the curve $e^{2 x}\left((x-1)^{2}+y^{2}\right)=1, x \geqslant 0$. Inside this loop connection all trajectories of $\left(h_{t}\right)$ are periodic (see Fig. 2). Such domains are called traps. It is easy to show that the corresponding Hamiltonian vector field $Z$ does not vanish on $\partial D$, and that it has two contact points $(2,0)$ and $(-1,0)$ and two arcs $A_{+}$and $A_{-}$connecting them with the same length (with respect to $v$ ). Let us cut out from $M \backslash S$ a disk $B_{\delta}(q), \delta>0$, such that $B_{2 \delta}(q)$ is disjoint from the transversal curve $J$ and from each $B_{3 \varepsilon}(p), p \in \Sigma \dot{\tilde{A}}$. The vector field $\tilde{Y}$ does not vanish on $\partial B_{\delta}(q)$, has two contact points and two $\operatorname{arcs} \tilde{A}_{+}$and $\tilde{A}_{-}$connecting them with the same length (with respect to $\tilde{\omega}$ ). Choose $c \neq 0$ such that all four arcs $A_{+}, A_{-}, \tilde{A}_{+}$and $\tilde{A}_{-}$have the same length. Note that $c$ is unique up to sign. Therefore, by Lemma 1 in [4], there exist a $\mathscr{C}^{\infty}$-diffeomorphism $f: \partial D \rightarrow \partial B_{\delta}(q)$, a symplectic $\mathscr{C}^{\infty}$-form $\omega$ on $\left(M \backslash B_{\delta}(q)\right) \cup_{f} D$ and a tangent $\mathscr{C}^{\infty}$ vector field $X$ such that

- $\mathcal{L}_{X} \omega=0$;
- $\omega=\tilde{\omega}$ and $X=\tilde{Y}$ on $M \backslash B_{2 \delta}(q)$;
- $\omega=v$ and $X=Z$ on $D$;
- the orbits of $X$ on $M \backslash B_{2 \delta}(q)$ are pieces of orbits of the flow $\left(\tilde{\psi}_{t}\right)$.


Fig. 2. The phase portrait of the Hamiltonian flow for $c>0$.

Of course, $\left(M \backslash B_{\delta}(q)\right) \cup_{f} D$ is diffeomorphic to $M$, and so the vector field $X$ and the symplectic form $\omega$ can be considered on $M$. Since $d\left(i_{X} \omega\right)=\mathcal{L}_{X} \omega=0, X$ is a Hamiltonian vector field with respect to $\omega$. Denote by $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ the Hamilton flow associated to $X$. Since the dynamics of $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ and $\left(\psi_{t}\right)_{t \in \mathbb{R}}$ coincide on $M \backslash\left(\bigcup_{p \in \Sigma} B_{2 \varepsilon}(p) \cup B_{2 \delta}(q)\right)$ and $J \subset M \backslash\left(\bigcup_{p \in \Sigma} B_{2 \varepsilon}(p) \cup B_{2 \delta}(q)\right)$, the first-return map to $J$ for $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ is $T$. Denote by $\gamma \in I$ the first backward intersection with $J$ of the separatrix incoming to $z_{0}$. Note that $\gamma$ may be an arbitrary point of $I$ different from the ends of the exchanged intervals. It suffices to choose the point $q \in M \backslash S$ and $\delta>0$ carefully enough. Recall that the saddle point $z_{0}$ has a loop connection which will be denoted by $\sigma_{\text {loop }}\left(z_{0}\right)$. Then the orientation of $\sigma_{\text {loop }}\left(z_{0}\right)$ is positive if $c>0$ and negative if $c<0$.

Remark 7.1. We can repeat the procedure of producing new loop connections (positively or negatively oriented) as many times as we want. Therefore for any collection of distinct points $\left\{\gamma_{1}, \ldots, \gamma_{s}\right\} \subset \bigcup_{\alpha \in \mathcal{A}}$ Int $I_{\alpha}$ and $\delta>0$ small enough we can construct a multivalued Hamiltonian flow $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ on $M$ which has $s$ non-degenerate saddle critical points $z_{1}, \ldots, z_{s}$ such that each $z_{i}$ has a loop connection $\sigma_{\text {loop }}\left(z_{i}\right)$ included in $B_{\delta}\left(z_{i}\right)$ for $i=1, \ldots, s$. Moreover, $\left(\psi_{t}\right)_{t \in \mathbb{R}}$ and $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ coincide on $M \backslash\left(\bigcup_{p \in \Sigma} B_{2 \varepsilon}(p) \cup \bigcup_{i=1}^{S} B_{2 \delta}\left(z_{i}\right)\right)$ and $\gamma_{i} \in I$ corresponds to the first backward intersection with $J$ of the separatrix incoming to $z_{i}$ for $i=1, \ldots, s$.

We denote by $\operatorname{Trap}_{i}$ the trap corresponding to $z_{i}$, by $\epsilon\left(z_{i}\right) \in\{-,+\}$ the sign of the orientation of $\sigma_{\text {loop }}\left(z_{i}\right)$ for $i=1, \ldots, s$, and by $\mathcal{T}$ the surface $M$ with the interior of the traps $\operatorname{Trap}_{i}$, $i=1, \ldots, s$, removed.

Remark 7.2. Choose $0<\delta^{\prime}<\delta$ such that $\sigma_{\text {loop }}\left(z_{i}\right) \cap\left(M \backslash B_{\delta^{\prime}}\left(z_{i}\right)\right) \neq \emptyset$ for $i=1, \ldots, s$. Let $f: M \rightarrow \mathbb{R}$ be a $\mathscr{C}^{\infty}$-function with $\int_{\mathcal{T}} f \omega=0$ and such that $f$ vanishes on each $B_{2 \varepsilon}(p), p \in \Sigma$ and $B_{\delta^{\prime}}\left(z_{i}\right), i=1, \ldots, s$. Then the corresponding function

$$
\varphi_{f}: I \rightarrow \mathbb{R}, \quad \varphi_{f}(x)=\varphi(x)=\int_{0}^{\tau(x)} f\left(\phi_{t} x\right) d t
$$

$\left(\tau: I \rightarrow \mathbb{R}_{+}\right.$is the first-return time map of the flow $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ to $J$ ) can be extended to a $\mathscr{C}^{\infty_{-}}$ function on the closure of any interval of the partition $\mathcal{P}\left(\left\{l_{\alpha}: \alpha \in \mathcal{A}\right\} \cup\left\{\gamma_{i}: i=1, \ldots, s\right\}\right)$. Moreover,

$$
\begin{equation*}
d_{i}(f):=\varphi_{-}\left(\gamma_{i}\right)-\varphi_{+}\left(\gamma_{i}\right)=\epsilon\left(z_{i}\right) \int_{-\infty}^{+\infty} f\left(\phi_{t} u_{z_{i}}\right) d t \quad \text { and } \quad s(\varphi)=\sum_{i=1}^{s} d_{i}(f) \tag{7.1}
\end{equation*}
$$

where $u_{z_{i}}$ is an arbitrary point of $\sigma_{\text {loop }}\left(z_{i}\right)$ for $i=1, \ldots, s$.
Lemma 7.3. For every $\left(d_{1}, \ldots, d_{s}\right) \in \mathbb{R}^{s}$ there exists a $\mathscr{C}^{\infty}{ }_{-}$function $f: M \rightarrow \mathbb{R}$ which vanishes on a neighborhood of each fixed point of $\left(\phi_{t}\right)$ such that $\int_{\mathcal{T}} f \omega=0$ and $\left(d_{1}(f), \ldots, d_{s}(f)\right)=$ $\left(d_{1}, \ldots, d_{s}\right)$.

Proof. Let us start from $f \equiv 0$. Since $\sigma_{\text {loop }}\left(z_{i}\right) \cap\left(B_{2 \delta^{\prime}}\left(z_{i}\right) \backslash B_{\delta^{\prime}}\left(z_{i}\right)\right) \neq \emptyset$, we can modify $f$ smoothly on $B_{2 \delta^{\prime}}\left(z_{i}\right) \backslash B_{\delta^{\prime}}\left(z_{i}\right)$ such that

$$
\epsilon\left(z_{i}\right) \int_{-\infty}^{+\infty} f\left(\phi_{t} u_{z_{i}}\right) d t=d_{i} \quad \text { and } \quad \int_{\left(B_{2 \delta^{\prime}}\left(z_{i}\right) \backslash B_{\delta^{\prime}}\left(z_{i}\right)\right) \backslash \text { Trap }_{i}} f \omega=0
$$

for $i=1, \ldots, s$. In view of (7.1), it follows that $d_{i}(f)=d_{i}$ for $i=1, \ldots, s$. Moreover,

$$
\int_{\mathcal{T}} d \omega=\sum_{i=1}^{s} \int_{\left(B_{2 \delta^{\prime}}\left(z_{i}\right) \backslash B_{\delta^{\prime}}\left(z_{i}\right)\right) \backslash \operatorname{Trap}_{i}} f \omega=0 .
$$

Lemma 7.4. For every $h \in H_{\pi}$ there exists a $\mathscr{C}^{\infty}$-function $f: M \rightarrow \mathbb{R}$ such that $\varphi_{f}=$ $\sum_{\alpha \in \mathcal{A}} h_{\alpha} \chi_{I_{\alpha}}$. If $h \in H_{\pi} \cap \Gamma_{0}$ then $\int_{\mathcal{T}} f \omega=0$.

Proof. Following [38], for every $\alpha \in \mathcal{A}$ denote by $\left[v_{\alpha}\right] \in H_{1}(M, \mathbb{R})$ the homology class of any closed curve $v_{\alpha}$ formed by a segment of the orbit for $\left(\psi_{t}\right)_{t \in \mathbb{R}}$ starting at any point $x \in \operatorname{Int} I_{\alpha}$ and ending at $T x$ together with the segment of $J$ that joins $T x$ and $x$. Let $\Psi: H^{1}(M, \mathbb{R}) \rightarrow$ $\mathbb{R}^{\mathcal{A}}$ be given by $\Psi([\varrho])=\left(\int_{v_{\alpha}} \varrho\right)_{\alpha \in \mathcal{A}}$. By Lemma 2.19 in [38], the map $\Psi: H^{1}(M, \mathbb{R}) \rightarrow H_{\pi}$ establishes an isomorphism of linear spaces. Therefore for every $h \in H_{\pi}$ there exists a closed 1-form $\varrho$ such that $\Psi([\varrho])=h$ and $\varrho$ vanishes on an open neighborhood of $J$. Let $f: M \rightarrow \mathbb{R}$ be given by $f(x)=\varrho_{x} X_{x}$ for $x \in M$.

For every $x \in \operatorname{Int} I_{\alpha}$ let $v_{x}$ be the closed curve formed by the segment of orbit for $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ starting at $x$ and ending at $T x$ together with the segment of $J$ that joins $T x$ and $x$. Then $\left[v_{x}\right]=$ [ $v_{\alpha}$ ]. Therefore, $h_{\alpha}=\int_{v_{\alpha}} \varrho=\int_{v_{x}} \varrho$. Since the form $\rho$ vanishes on $J$, we have

$$
\int_{v_{x}} \varrho=\int_{0}^{\tau(x)} \varrho_{\phi_{t} x} X\left(\phi_{t} x\right) d t=\int_{0}^{\tau(x)} f\left(\phi_{t} x\right) d t=\varphi_{f}(x)
$$

Consequently, $\varphi_{f}(x)=h_{\alpha}$ for all $x \in \operatorname{Int} I_{\alpha}$ and $\alpha \in \mathcal{A}$. If we assume that $h \in H_{\pi} \cap \Gamma_{0}$, then

$$
0=\langle\lambda, h\rangle=\int_{I} \varphi_{f}(x) d x=\int_{\mathcal{T}} f \omega .
$$

### 7.2. Examples

Let us consider an IET $T=T_{(\pi, \lambda)}$ and a set $\left\{\gamma_{1}, \ldots, \gamma_{s}\right\} \subset I \backslash\left\{l_{\alpha}: \alpha \in \mathcal{A}\right\}, s \geqslant 3$. Set $\ell=s-1$. Suppose that

$$
\begin{equation*}
\left\{\gamma_{1}, \ldots, \gamma_{s}\right\} \quad \text { is of periodic type with respect to } T \text { and } \theta_{2}(T) / \theta_{1}(T)<1 / \ell . \tag{7.2}
\end{equation*}
$$

Recall that $T$ has to be of periodic type as well. Assume additionally that its periodic matrix has non-degenerated spectrum. An explicit example of such data for $s=3$ is given at the end of this section.

By Remark 7.1, there exists a multivalued Hamiltonian flow $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ with $s$ traps (determined by saddle points $\left.z_{i}, i=1, \ldots, s\right)$ on a symplectic surface $(M, \omega)$ such that $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ on $\mathcal{T}$ has a special representation over $T_{(\pi, \lambda)}$ and $\gamma_{i}$ corresponds to the first backward intersection with the transversal curve of the separatrix incoming to $z_{i}$ for $i=1, \ldots, s$.

By Lemma 7.3 and (7.1), there exists a $\mathscr{C}^{\infty}$-function $f_{1}: M \rightarrow \mathbb{R}$ such that $\int_{\mathcal{T}} f_{1} \omega=0$ and $s\left(\varphi_{f_{1}}\right) \neq 0$. In view of Theorem 6.10, the flow $\left(\Phi_{t}^{f_{1}}\right)_{t \in \mathbb{R}}$ on $\mathcal{T} \times \mathbb{R}$ is ergodic.

Let $\bar{d}_{1}, \ldots, \bar{d}_{s}$ be vectors in $\mathbb{R}^{\ell-1}$ such that $\overline{\mathbb{Z}}\left(\bar{d}_{1}, \ldots, \bar{d}_{s}\right)=\mathbb{R}^{\ell-1}$ and $\sum_{i=1}^{s} \bar{d}_{i}=\overline{0}$. Since $s=(\ell-1)+2$, the existence of such collection follows directly from Remark 3.8. By Lemma 7.3, there exists a $\mathscr{C}^{\infty}$-function $f_{2}^{\prime}: M \rightarrow \mathbb{R}^{\ell-1}$ such that $f_{2}^{\prime}$ vanishes on a neighborhood of each fixed point of $\left(\phi_{t}\right), \int_{\mathcal{T}} f_{2}^{\prime} \omega=\overline{0}$ and $\left(\varphi_{f_{2}^{\prime}}\right)_{+}\left(\gamma_{i}\right)-\left(\varphi_{f_{2}^{\prime}}\right)_{-}\left(\gamma_{i}\right)=\bar{d}_{i}$ for $i=1, \ldots, s$. Then $\varphi_{f_{2}^{\prime}}$ has zero mean and, by (7.1), $s\left(\varphi_{f_{2}^{\prime}}\right)=\sum_{i=1}^{s} \bar{d}_{i}=\overline{0}$.

Denote by $\bar{\varphi}: I \rightarrow \mathbb{R}^{\ell}$ the piecewise constant function with zero mean whose discontinuities are $\gamma_{i}, i=1, \ldots, s$, and $\bar{\varphi}_{+}\left(\gamma_{i}\right)-\bar{\varphi}_{-}\left(\gamma_{i}\right)=\bar{d}_{i}$ for $i=1, \ldots, s$. In view of (7.2) and Remark 5.6, $\bar{\varphi} \in \mathrm{BV}_{0}^{\diamond}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}, \mathbb{R}^{\ell-1}\right)$. By Remark 7.2, $\varphi_{f_{2}^{\prime}}$ can be extended to a $\mathscr{C}^{\infty}$-function on the closure of any interval of the partition $\mathcal{P}\left(\left\{l_{\alpha}: \alpha \in \mathcal{A}\right\} \cup\left\{\gamma_{i}: i=1, \ldots, s\right\}\right)$. It follows that $\varphi_{f_{2}^{\prime}}-\bar{\varphi} \in$ $\operatorname{BV}^{1}\left(\bigsqcup_{\alpha \in \mathcal{A}}, \mathbb{R}^{\ell-1}\right)$. Moreover, $\varphi_{f_{2}^{\prime}}-\bar{\varphi}$ has zero mean and $s\left(\varphi_{f_{2}^{\prime}}-\bar{\varphi}\right)=s\left(\varphi_{f_{2}^{\prime}}\right)-s(\bar{\varphi})=0$. Therefore, by Proposition 3.1, $\varphi_{f_{2}^{\prime}}-\bar{\varphi}$ is cohomologous to $\bar{h}^{1}=\left(h_{1}^{1}, \ldots, h_{\ell-1}^{1}\right)$, where $h_{i}^{1} \in \Gamma_{0}$ for $i=1, \ldots, \ell-1$.

In view of Theorem 5.2 applied to the coordinate functions of $\bar{\varphi}+\bar{h}^{1} \in \mathrm{BV}_{0}^{\diamond}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}, \mathbb{R}^{\ell-1}\right)$, there exists $\bar{h}^{2}=\left(h_{1}^{2}, \ldots, h_{\ell-1}^{2}\right)$ with $h_{i}^{2} \in \Gamma_{u} \cap \Gamma_{0}$ for $i=1, \ldots, \ell-1$ such that $\bar{\varphi}+\bar{h}^{1}+\bar{h}^{2}=$ $\widehat{\bar{\varphi}+\bar{h}^{1}}$. Moreover, by Theorem 5.7, the cocycle $\bar{\varphi}+\bar{h}^{1}+\bar{h}^{2}=\widehat{\bar{\varphi}+\bar{h}^{1}}$ is ergodic. As $\varphi_{f_{2}^{\prime}}+\bar{h}^{2}$ is cohomologous to $\bar{\varphi}+\bar{h}^{1}+\bar{h}^{2}$, it is ergodic as well. By Lemma 7.4, there exists a $\mathscr{C}^{\infty_{-}}$ function $f_{2}^{\prime \prime}: M \rightarrow \mathbb{R}^{\ell-1}$ with $\int_{\mathcal{T}} f_{2}^{\prime \prime} \omega=\overline{0}$ such that $\varphi_{f_{2}^{\prime \prime}}=\bar{h}^{2}$. Setting $f_{2}=f_{2}^{\prime}+f_{2}^{\prime \prime}$, we have $\int_{\mathcal{T}} f_{2} \omega=\overline{0}, \varphi_{f_{2}}=\varphi_{f_{2}^{\prime}}+\bar{h}^{2}$, and $s\left(\varphi_{f_{2}}\right)=s\left(\varphi_{f_{2}^{\prime}}\right)=\sum_{i=1}^{s} \bar{d}_{i}=\overline{0}$. It follows that the flow $\left(\Phi_{t}^{f_{2}}\right)_{t \in \mathbb{R}}$ on $\mathcal{T} \times \mathbb{R}^{\ell-1}$ is ergodic. Finally applying Theorem 6.11 to $f=\left(f_{1}, f_{2}\right): I \rightarrow \mathbb{R}^{\ell}$ we have the ergodicity of the flow $\left(\Phi_{t}^{f}\right)_{t \in \mathbb{R}}$ on $\mathcal{T} \times \mathbb{R}^{\ell}$.

Example 1. Let us consider the permutation $\left(\begin{array}{llllll}1 & 2 & 3 & 4 & 5 & 6 \\ 6 & 7 & 4 & 7 & 3 & 1\end{array}\right)$ and a corresponding pair $\pi^{\prime}$ (note that such a permutation yields exchanges of 4 intervals with 3 "artificial" discontinuities). On
the Rauzy graph $\mathcal{R}\left(\pi^{\prime}\right)$ let us consider the loop starting from $\pi^{\prime}$ and passing through the edges labeled consecutively by

$$
1,0,1,1,1,1,1,1,0,1,1,0,1,1,1,0,0,1,1,1,1,0,1,0,0,0,0,1,1,1 .
$$

Then the resulting matrix is

$$
A^{\prime}:=\left(\begin{array}{ccccccc}
9 & 8 & 20 & 20 & 15 & 5 & 5 \\
1 & 2 & 4 & 4 & 3 & 2 & 2 \\
2 & 2 & 6 & 5 & 4 & 1 & 1 \\
2 & 2 & 5 & 6 & 4 & 1 & 1 \\
1 & 1 & 2 & 2 & 2 & 0 & 0 \\
2 & 2 & 4 & 4 & 3 & 2 & 1 \\
1 & 1 & 3 & 3 & 2 & 1 & 2
\end{array}\right)
$$

and $\left(A^{\prime}\right)^{2}$ has positive entries. Let $\lambda^{\prime} \in \mathbb{R}_{+}^{7}$ be a Perron-Frobenius eigenvector of $A^{\prime}$. Then $T_{\left(\pi^{\prime}, \lambda^{\prime}\right)}$ is of periodic type and $A^{\prime}$ is its periodic matrix. Of course, $T_{\left(\pi^{\prime}, \lambda^{\prime}\right)}$ is an exchange of 4 intervals, more precisely, $T_{\left(\pi^{\prime}, \lambda^{\prime}\right)}=T_{\left(\pi_{4}^{s y m}, \lambda\right)}$, where $\lambda_{1}=\lambda_{1}^{\prime}+\lambda_{2}^{\prime}, \lambda_{2}=\lambda_{3}^{\prime}+\lambda_{4}^{\prime}, \lambda_{3}=\lambda_{5}^{\prime}$ and $\lambda_{4}=\lambda_{6}^{\prime}+\lambda_{7}^{\prime}$. As we already noticed in Section 5.3, $T_{\left(\pi_{4}^{s y m}, \lambda\right)}$ has also periodic type and the family $\gamma_{1}=\lambda_{1}^{\prime}$, $\gamma_{2}=\lambda_{1}^{\prime}+\lambda_{2}^{\prime}+\lambda_{3}^{\prime}, \gamma_{3}=\lambda_{1}^{\prime}+\lambda_{2}^{\prime}+\lambda_{3}^{\prime}+\lambda_{4}^{\prime}+\lambda_{5}^{\prime}+\lambda_{6}^{\prime}$ is of periodic type with respect to $T_{\left(\pi_{4}^{\text {sym }}, \lambda\right)}$. Moreover,

$$
A=\left(\begin{array}{cccc}
10 & 24 & 18 & 7 \\
4 & 11 & 8 & 2 \\
1 & 2 & 2 & 0 \\
3 & 7 & 5 & 3
\end{array}\right)
$$

is the periodic matrix of $T_{\left(\pi_{4}^{\text {sym }}, \lambda\right)}$, so

$$
\rho_{1}=\frac{13}{2}+\frac{1}{2} \sqrt{115}+\frac{1}{2} \sqrt{280+26 \sqrt{115}}, \quad \rho_{2}=\frac{13}{2}-\frac{1}{2} \sqrt{115}+\frac{1}{2} \sqrt{280-26 \sqrt{115}} .
$$

Hence $\theta_{2} / \theta_{1} \approx 0.164<1 / 2$, so $T_{\left(\pi_{4}^{s y m}, \lambda\right)}$ and $\left\{\gamma_{1}, \gamma_{2}, \gamma_{3}\right\}$ satisfy (7.2) with $s=3$.
Remark 7.5. Similar examples can be constructed by matching the set $\left\{\gamma_{1}, \ldots, \gamma_{s}\right\}$ for a fixed IET $T=T_{\pi, \lambda}$ of periodic type. Let $p \geqslant 1$ be the period of $T$ and let $\rho>1$ be the PerronFrobenius eigenvalue of the periodic matrix $A$ of $T$. For every $x \in I$ let $k(x)=\inf \{k \geqslant 0$ : $\left.T^{-k} x \in I^{(p)}\right\}$. Let us consider the map $S: I \rightarrow I, S(x)=\rho \cdot T^{-k(x)} x$. Note that for every $\alpha \in \mathcal{A}$ the map $S$ has at least $A_{\alpha \alpha}-2$ fixed points in the interior of $I_{\alpha}$. Therefore, multiplying the period of $T$, if necessary, for every $s \geqslant 1$ we can find $s$ distinct fixed points $\gamma_{1}, \ldots, \gamma_{s}$ different from $l_{\alpha}$, $\alpha \in \mathcal{A}$. In view of Theorem 23 in [31], the set $\left\{\gamma_{1}, \ldots, \gamma_{s}\right\}$ is of periodic type with respect to $T$.

Denote by $M_{2}$ a compact $\mathscr{C}^{\infty}$-surface of genus 2 . We can apply the above constructions to the sequence $\left(T_{n}\right)$ of IETs with $\theta_{2}\left(T_{n}\right) / \theta_{1}\left(T_{n}\right) \rightarrow 0$ constructed in Appendix B to obtain the following.

Corollary 7.6. For every $\ell \geqslant 1$ there exist a multivalued Hamiltonian flow $\left(\phi_{t}\right)_{t \in \mathbb{R}}$ on $M_{2}$ and $a$ $\mathscr{C}^{\infty}$-function $f: M_{2} \rightarrow \mathbb{R}^{\ell}$ for which the flow $\left(\Phi_{t}^{f}\right)_{t \in \mathbb{R}}$ on $\mathcal{T} \times \mathbb{R}^{\ell}$ is ergodic.
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## Appendix A. Deviation of cocycles: proofs

Let $T: I \rightarrow I$ be an arbitrary IET satisfying the Keane condition. For every $x \in I$ and $n \geqslant 0$ set

$$
m(x, n, T)=\max \left\{l \geqslant 0: \#\left\{0 \leqslant k \leqslant n: T^{k} x \in I^{(l)}\right\} \geqslant 2\right\} .
$$

Proposition A.1. (See [41] or [38].) For every $x \in I$ and $n>0$ we have

$$
\min _{\alpha \in \mathcal{A}} Q_{\alpha}(m) \leqslant n \leqslant d \max _{\alpha \in \mathcal{A}} Q_{\alpha}(m+1)=d\|Q(m+1)\|, \quad \text { where } m=m(x, n, T) .
$$

Remark A.2. Assume that $T=T_{(\pi, \lambda)}$ is of periodic type and $A$ is its periodic matrix. Then there exists $C>0$ such that $e^{\theta_{1} k} / C \leqslant\left\|A^{k}\right\| \leqslant C e^{\theta_{1} k}$ for every $k \geqslant 1$, where $\theta_{1}$ is the largest Lyapunov exponent of $A$. Let $m=m(x, n, T)$. Since $\left\|A^{n}\right\|=\max _{\alpha \in \mathcal{A}} A_{\alpha}^{n}$, by Proposition A. 1 and (4.2), it follows that

$$
n \geqslant \min _{\alpha \in \mathcal{A}} Q_{\alpha}(m)=\min _{\alpha \in \mathcal{A}} A_{\alpha}^{m} \geqslant \frac{1}{\nu(A)} \max _{\alpha \in \mathcal{A}} A_{\alpha}^{m}=\frac{\left\|A^{m}\right\|}{\nu(A)} \geqslant \frac{e^{\theta_{1} m}}{C v(A)} .
$$

Thus

$$
\begin{equation*}
m \leqslant \frac{1}{\theta_{1}} \log (C v(A) n) \tag{A.1}
\end{equation*}
$$

Proposition A.3. (See [28].) For each bounded function $\varphi: I \rightarrow \mathbb{R}, x \in I$ and $n>0$ we have

$$
\begin{equation*}
\left|\varphi^{(n)}(x)\right| \leqslant 2 \sum_{l=0}^{m}\|Z(l+1)\|\|S(l) \varphi\|_{\text {sup }}, \quad \text { where } m=m(x, n, T) . \tag{A.2}
\end{equation*}
$$

If additionally $\varphi \in \mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$ then

$$
\begin{equation*}
\|S(l) \varphi\|_{\text {sup }} \leqslant \sum_{1 \leqslant j \leqslant l}\|Z(j)\|\left\|\left.S(j, l)\right|_{\Gamma_{0}^{(j)}}\right\| \operatorname{Var} \varphi . \tag{A.3}
\end{equation*}
$$

Proof of Theorem 2.4. Since $\lambda$ is a positive Perron-Frobenius eigenvector of $A$, by Proposition 5 in [41], the restriction of $A^{t}$ to the invariant space $\operatorname{Ann}(\lambda)=\left\{h \in \mathbb{R}^{\mathcal{A}}:\langle h, \lambda\rangle=0\right\}$ has the following Lyapunov exponents:

$$
\theta_{2} \geqslant \theta_{3} \geqslant \cdots \geqslant \theta_{g} \geqslant 0=\cdots=0 \geqslant-\theta_{g} \geqslant \cdots \geqslant-\theta_{3} \geqslant-\theta_{2}>-\theta_{1} .
$$

Thus there exists $C>0$ such that for every $k \in \mathbb{N}$ we have

$$
\left\|\left(A^{t}\right)^{k} h\right\| \leqslant C k^{M-1} \exp \left(k \theta_{2}\right)\|h\| \quad \text { for all } h \in \operatorname{Ann}(\lambda)
$$

Since $\Gamma_{0}^{(j)}=A n n(\lambda)$ and $S(j, l)=Q^{t}(j, l)=\left(A^{t}\right)^{l-j}$ on $\Gamma_{0}^{(j)}$, by (A.3),

$$
\begin{aligned}
\|S(l) \varphi\|_{\text {sup }} & \leqslant \sum_{1 \leqslant j \leqslant l}\|A\|\left\|\left.\left(A^{t}\right)^{l-j}\right|_{\text {Ann }(\lambda)}\right\| \operatorname{Var} \varphi \\
& \leqslant \sum_{0 \leqslant k<l}\|A\| C k^{M-1} \exp \left(k \theta_{2}\right) \operatorname{Var} \varphi \leqslant\|A\| C l^{M} \exp \left(l \theta_{2}\right) \operatorname{Var} \varphi
\end{aligned}
$$

In view of (A.2), it follows that

$$
\begin{aligned}
\left|\varphi^{(n)}(x)\right| & \leqslant 2 \sum_{l=0}^{m}\|A\|\|S(l) \varphi\|_{\text {sup }} \leqslant 2 \sum_{l=0}^{m}\|A\|^{2} C l^{M} \exp \left(l \theta_{2}\right) \operatorname{Var} \varphi \\
& \leqslant 2\|A\|^{2} C m^{M+1} \exp \left(m \theta_{2}\right) \operatorname{Var} \varphi
\end{aligned}
$$

where $m=m(x, n, T)$. Consequently, by (A.1),

$$
\left|\varphi^{(n)}(x)\right| \leqslant 2\|A\|^{2} C^{2} \nu(A) / \theta_{1}^{M+1} \log ^{M+1}(C \nu(A) n) n^{\theta_{2} / \theta_{1}} \operatorname{Var} \varphi .
$$

## Appendix B. Possible values of $\boldsymbol{\theta}_{2} / \boldsymbol{\theta}_{1}$

In this section we will show that for each symmetric pair $\pi_{4}^{\text {sym }}$ there are IETs of periodic type such that $\theta_{2} / \theta_{1}$ is arbitrarily small and the spectrum of the periodic matrix is non-degenerated. As it was shown in [28] for every natural $n$ the matrix

$$
M(n)=\left(\begin{array}{cccc}
1 & 1 & 1 & 1 \\
n & n+1 & 0 & 0 \\
0 & 0 & 2 & 1 \\
n+1 & n+2 & 2 & 2
\end{array}\right)
$$

is a resulting matrix corresponding to a loop in the Rauzy class of $\pi_{4}^{s y m}$ and starting from $\pi_{4}^{\text {sym }}$. Since $M(n)^{2}$ has positive entries, $M(n)$ is primitive and there exists an IET of periodic type for which $M(n)^{2}$ is its periodic matrix (see [33]). The eigenvalues $\rho_{1}(n)>\rho_{2}(n)>1>\rho_{3}(n)>$ $\rho_{4}(n)>0$ of $M(n)$ are of the form

$$
\begin{array}{ll}
\rho_{1}(n)=\frac{1}{2}\left(a_{n}^{+}+\sqrt{\left(a_{n}^{+}\right)^{2}-4}\right), & \rho_{2}(n)=\frac{1}{2}\left(a_{n}^{-}+\sqrt{\left(a_{n}^{-}\right)^{2}-4}\right), \\
\rho_{3}(n)=\frac{1}{2}\left(a_{n}^{-}-\sqrt{\left(a_{n}^{-}\right)^{2}-4}\right), & \rho_{4}(n)=\frac{1}{2}\left(a_{n}^{+}-\sqrt{\left(a_{n}^{+}\right)^{2}-4}\right),
\end{array}
$$

where

$$
a_{n}^{ \pm}=\frac{1}{2}\left(n+6 \pm \sqrt{n^{2}+4}\right) .
$$

Since $a_{n}^{+} \rightarrow+\infty$ and $a_{n}^{-} \rightarrow 3$ as $n \rightarrow+\infty$, it follows that

$$
\frac{\theta_{2}(n)}{\theta_{1}(n)}=\frac{\log \rho_{2}(n)}{\log \rho_{1}(n)} \rightarrow 0 \quad \text { as } n \rightarrow+\infty .
$$

## Appendix C. Deviation of corrected functions

Proof of Proposition 5.1. First note that for every natural $k$ the subspace $\Gamma_{c s}^{(k)} \subset \mathbb{R}^{\mathcal{A}}$ is the direct sum of invariant subspaces associated to Jordan blocks of $A^{t}$ with non-positive Lyapunov exponents. It follows that there exists $C>0$ such that

$$
\begin{equation*}
\left\|\left(A^{t}\right)^{n} h\right\| \leqslant C n^{M-1}\|h\| \quad \text { for all } h \in \Gamma_{c s}^{(k)} \text { and } n \geqslant 0 \tag{C.1}
\end{equation*}
$$

It is easy to show that $\Gamma_{c s}^{(k)} \subset \Gamma_{0}^{(k)}$. Next note that $S(k, l) \Gamma_{c s}^{(k)}=\Gamma_{c s}^{(l)}$ and the quotient linear transformation

$$
S_{u}(k, l): \mathrm{BV}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right) / \Gamma_{c s}^{(k)} \rightarrow \mathrm{BV}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(l)}\right) / \Gamma_{c s}^{(l)}
$$

satisfies

$$
\begin{equation*}
S_{u}(k, l) \circ U^{(k)}=U^{(l)} \circ S(k, l) . \tag{C.2}
\end{equation*}
$$

Since $\Gamma_{u}^{(k)} \subset \mathbb{R}^{\mathcal{A}}$ is the direct sum of invariant subspaces associated to Jordan blocks of $A^{t}$ with positive Lyapunov exponents, $\mathbb{R}^{\mathcal{A}}=\Gamma^{(k)}=\Gamma_{c s}^{(k)} \oplus \Gamma_{u}^{(k)}$ is an invariant decomposition and there exist $\theta_{+}>0$ and $C>0$ such that

$$
\left\|\left(A^{t}\right)^{-n} h\right\| \leqslant C \exp \left(-n \theta_{+}\right)\|h\| \quad \text { for all } h \in \Gamma_{u}^{(k)} \text { and } n \geqslant 0 .
$$

Since the linear operators $A^{t}: \Gamma_{u}^{(k)} \rightarrow \Gamma_{u}^{(k)}$ and $A^{t}: \Gamma^{(k)} / \Gamma_{c s}^{(k)} \rightarrow \Gamma^{(k)} / \Gamma_{c s}^{(k)}$ are isomorphic, there exists $C^{\prime}>0$ such that

$$
\left\|\left(A^{t}\right)^{-n}\left(h+\Gamma_{c s}^{(k)}\right)\right\| \leqslant C^{\prime} \exp \left(-n \theta_{+}\right)\left\|h+\Gamma_{c s}^{(k)}\right\| \quad \text { for all } h+\Gamma_{c s}^{(k)} \in \Gamma^{(k)} / \Gamma_{c s}^{(k)} \text { and } n \geqslant 0 .
$$

Therefore, for $0 \leqslant k \leqslant l$ the quotient map $S_{u}(k, l): \Gamma^{(k)} / \Gamma_{c s}^{(k)} \rightarrow \Gamma^{(l)} / \Gamma_{c s}^{(l)}$ is invertible and

$$
\begin{equation*}
\left\|\left(S_{u}(k, l)\right)^{-1}\left(h+\Gamma_{c s}^{(l)}\right)\right\| \leqslant C^{\prime} \exp \left(-(l-k) \theta_{+}\right)\left\|h+\Gamma_{c s}^{(l)}\right\| \tag{C.3}
\end{equation*}
$$

for all $h+\Gamma_{c s}^{(l)} \in \Gamma^{(l)} / \Gamma_{c s}^{(l)}$.
Let us consider the linear operator $C^{(k)}: \mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right) \rightarrow \Gamma_{0}^{(k)}$ given by

$$
C^{(k)} \varphi(x)=\frac{1}{\left|I_{\alpha}^{(k)}\right|} \int_{I_{\alpha}^{(k)}} \varphi(t) d t \quad \text { if } x \in I_{\alpha}^{(k)}
$$

Then $P_{0}^{(k)} \varphi=\varphi-C^{(k)} \varphi$ and

$$
\begin{gather*}
\left\|C^{(k)} \varphi\right\| \leqslant\|\varphi\|_{\text {sup }}  \tag{C.4}\\
\left\|P_{0}^{(k)} \varphi\right\|_{\text {sup }} \leqslant \operatorname{Var} P_{0}^{(k)} \varphi=\operatorname{Var} \varphi \tag{C.5}
\end{gather*}
$$

Notice that for every $\psi \in \mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(r)}\right)$,

$$
\left(S(r, r+1) \circ P_{0}^{(r)}-P_{0}^{(r+1)} \circ S(r, r+1)\right) \psi=C^{(r+1)} \circ S(r, r+1) \circ P_{0}^{(r)} \psi \in \Gamma_{0}^{r+1} .
$$

Indeed, as $\psi=P_{0}^{(r)} \psi+C^{(r)} \psi$,

$$
P_{0}^{(r+1)} \circ S(r, r+1) \psi=P_{0}^{(r+1)} \circ S(r, r+1) \circ P_{0}^{(r)} \psi+P_{0}^{(r+1)} \circ S(r, r+1) \circ C^{(r)} \psi
$$

Moreover, $S(r, r+1) \circ C^{(r)} \psi \in \Gamma_{0}^{(r+1)}$, so $P_{0}^{(r+1)} \circ S(r, r+1) \circ C^{(r)} \psi=0$. Hence

$$
\begin{aligned}
& S(r, r+1) \circ P_{0}^{(r)} \psi-P_{0}^{(r+1)} \circ S(r, r+1) \psi \\
& \quad=S(r, r+1) \circ P_{0}^{(r)} \psi-P_{0}^{(r+1)} \circ S(r, r+1) \circ P_{0}^{(r)} \psi \\
& \quad=C^{(r+1)} \circ S(r, r+1) \circ P_{0}^{(r)} \psi \in \Gamma_{0}^{(r+1)} .
\end{aligned}
$$

It follows that for $\varphi \in \mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right)$ and $0 \leqslant k \leqslant l$ we have

$$
\begin{aligned}
& \left(S(k, l) \circ P_{0}^{(k)}-P_{0}^{(l)} \circ S(k, l)\right) \varphi \\
& \quad=\sum_{k \leqslant r<l}\left(S(r, l) \circ P_{0}^{(r)} \circ S(k, r)-S(r+1, l) \circ P_{0}^{(r+1)} \circ S(k, r+1)\right) \varphi \\
& \quad=\sum_{k \leqslant r<l} S(r+1, l) \circ\left(S(r, r+1) \circ P_{0}^{(r)}-P_{0}^{(r+1)} \circ S(r, r+1)\right) \circ S(k, r) \varphi \\
& \quad=\sum_{k \leqslant r<l} S(r+1, l) \circ C^{(r+1)} \circ S(r, r+1) \circ P_{0}^{(r)} \circ S(k, r) \varphi \in \Gamma_{0}^{(l)} .
\end{aligned}
$$

Therefore the operator $U^{(k)} \circ\left(P_{0}^{(k)}-S(k, l)^{-1} \circ\left(S(k, l) \circ P_{0}^{(k)}-P_{0}^{(l)} \circ S(k, l)\right)\right)$ is well defined and, in view of (C.2),

$$
\begin{align*}
& U^{(k)} \circ\left(P_{0}^{(k)}-S(k, l)^{-1} \circ\left(S(k, l) \circ P_{0}^{(k)}-P_{0}^{(l)} \circ S(k, l)\right)\right) \\
& \quad=U^{(k)} \circ P_{0}^{(k)}-\sum_{k \leqslant r<l} S_{u}(k, r+1)^{-1} \circ U^{(r+1)} \circ C^{(r+1)} \circ S(r, r+1) \circ P_{0}^{(r)} \circ S(k, r) . \tag{C.6}
\end{align*}
$$

For every $\varphi \in \mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right)$ let us consider the series

$$
\begin{equation*}
\sum_{r \geqslant k}\left(S_{u}(k, r+1)\right)^{-1} \circ U^{(r+1)} \circ C^{(r+1)} \circ S(r, r+1) \circ P_{0}^{(r)} \circ S(k, r) \varphi \tag{C.7}
\end{equation*}
$$

in $\Gamma_{0}^{(k)} / \Gamma_{c s}^{(k)}$. Using (C.4), (5.2), (C.5) and (5.1) successively we obtain

$$
\begin{aligned}
& \left\|C^{(r+1)} \circ S(r, r+1) \circ P_{0}^{(r)} \circ S(k, r) \varphi\right\| \\
& \quad \leqslant\left\|S(r, r+1) \circ P_{0}^{(r)} \circ S(k, r) \varphi\right\|_{\text {sup }} \\
& \quad \leqslant\|Z(r+1)\|\left\|P_{0}^{(r)} \circ S(k, r) \varphi\right\|_{\text {sup }} \leqslant\|A\| \operatorname{Var} S(k, r) \varphi \leqslant\|A\| \operatorname{Var} \varphi .
\end{aligned}
$$

Since $\left\|U^{(r+1)}\right\|=1$ and $U^{(r+1)} \circ C^{(r+1)} \circ S(r, r+1) \circ P_{0}^{(r)} \circ S(k, r) \varphi \in \Gamma_{0}^{(r+1)} / \Gamma_{c s}^{(r+1)}$, by (C.3), the norm of the $r$-th element of the series (C.7) is bounded from above by $C^{\prime}\|A\| \exp (-(r-k+$ 1) $\theta_{+}$) $\operatorname{Var} \varphi$. As $K:=\sum_{r \geqslant k} C^{\prime}\|A\| \exp \left(-(r-k+1) \theta_{+}\right)<+\infty$, the series (C.7) converges in $\Gamma_{0}^{(k)} / \Gamma_{c s}^{(k)}$. Denoting by $\Delta P^{(k)} \varphi \in \Gamma_{0}^{(k)} / \Gamma_{c s}^{(k)}$ the sum of (C.7) we have

$$
\begin{equation*}
\left\|\Delta P^{(k)} \varphi\right\| \leqslant K \operatorname{Var} \varphi \quad \text { for every } \varphi \in \mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right) \text { and } k \geqslant 0 \tag{C.8}
\end{equation*}
$$

In view of (C.6), it follows that the sequence (5.4) converges in $\mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right) / \Gamma_{c s}^{(k)}$ and

$$
\begin{equation*}
P^{(k)}=U^{(k)} \circ P_{0}^{(k)}-\Delta P^{(k)} \tag{C.9}
\end{equation*}
$$

Lemma C.1. For all $0 \leqslant k \leqslant l$ and $\varphi \in \mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right)$ we have

$$
\begin{array}{r}
S_{u}(k, l) \circ P^{(k)} \varphi=P^{(l)} \circ S(k, l) \varphi, \\
\left\|P^{(k)} \varphi\right\|_{\text {sup } / \Gamma_{c s}^{(k)}} \leqslant(1+K) \operatorname{Var} \varphi . \tag{C.11}
\end{array}
$$

Proof. First note that for $k \leqslant l \leqslant r$,

$$
\begin{aligned}
& S(k, l) \circ\left(P_{0}^{(k)}-S(k, r)^{-1} \circ\left(S(k, r) \circ P_{0}^{(k)}-P_{0}^{(r)} \circ S(k, r)\right)\right) \\
& \quad=\left(P_{0}^{(l)}-S(l, r)^{-1} \circ\left(S(l, r) \circ P_{0}^{(l)}-P_{0}^{(r)} \circ S(l, r)\right)\right) \circ S(k, l) .
\end{aligned}
$$

In view of (C.2), it follows that

$$
\begin{aligned}
& S_{u}(k, l) \circ U^{(k)} \circ\left(P_{0}^{(k)}-S(k, r)^{-1} \circ\left(S(k, r) \circ P_{0}^{(k)}-P_{0}^{(r)} \circ S(k, r)\right)\right) \\
& \quad=U^{(l)} \circ\left(P_{0}^{(l)}-S(l, r)^{-1} \circ\left(S(l, r) \circ P_{0}^{(l)}-P_{0}^{(r)} \circ S(l, r)\right)\right) \circ S(k, l) .
\end{aligned}
$$

By the definition of the operators $P^{(\cdot)}$, letting $r \rightarrow \infty$, we get $S_{u}(k, l) \circ P^{(k)}=P^{(l)} \circ S(k, l)$. Moreover, by (C.9), (C.5) and (C.8),

$$
\left\|P^{(k)} \varphi\right\|_{\text {sup } / \Gamma_{c s}^{(k)}} \leqslant\left\|P_{0}^{(k)} \varphi\right\|_{\text {sup }}+\left\|\Delta P^{(k)} \varphi\right\| \leqslant(1+K) \operatorname{Var} \varphi .
$$

Let $p:\{0,1, \ldots, d, d+1\} \rightarrow\{0,1, \ldots, d, d+1\}$ stand for the permutation

$$
p(j)= \begin{cases}\pi_{1} \circ \pi_{0}^{-1}(j) & \text { if } 1 \leqslant j \leqslant d \\ j & \text { if } j=0, d+1\end{cases}
$$

Following [35,36], denote by $\sigma=\sigma_{\pi}$ the corresponding permutation on $\{0,1, \ldots, d\}$,

$$
\sigma(j)=p^{-1}(p(j)+1)-1 \quad \text { for } 0 \leqslant j \leqslant d
$$

Then $\hat{T}_{(\pi, \lambda)} r_{\pi_{0}^{-1}(j)}=T_{(\pi, \lambda)} r_{\pi_{0}^{-1}(\sigma j)}$ for all $j \neq 0, p^{-1}(d)$. Denote by $\Sigma(\pi)$ the set of orbits for the permutation $\sigma$. Let $\Sigma_{0}(\pi)$ stand for the subset of orbits that do not contain zero. Then $\Sigma(\pi)$ corresponds to the set of singular points of any translation surface $S(\pi, \lambda, h)$ associated to $\pi$ and hence $\# \Sigma(\pi)=\kappa(\pi)=\operatorname{dim} \operatorname{ker} \Omega_{\pi}+1$. Following [36], for every $\mathcal{O} \in \Sigma(\pi)$ denote by $b(\mathcal{O}) \in \mathbb{R}^{\mathcal{A}}$ the vector given by

$$
b(\mathcal{O})_{\alpha}=\chi_{\mathcal{O}}\left(\pi_{0}(\alpha)\right)-\chi_{\mathcal{O}}\left(\pi_{0}(\alpha)-1\right) \quad \text { for } \alpha \in \mathcal{A} .
$$

Lemma C.2. (See [36].) For every irreducible pair $\pi$ we have $\sum_{\mathcal{O} \in \Sigma(\pi)} b(\mathcal{O})=0$, the vectors $b(\mathcal{O}), \mathcal{O} \in \Sigma_{0}(\pi)$, are linearly independent and the linear subspace generated by them is equal to $\operatorname{ker} \Omega_{\pi}$. Moreover, $h \in H_{\pi}$ if and only if $\langle h, b(\mathcal{O})\rangle=0$ for every $\mathcal{O} \in \Sigma(\pi)$.

Remark C.3. Let $\Lambda^{\pi}: \mathbb{R}^{\mathcal{A}} \rightarrow \mathbb{R}^{\Sigma_{0}(\pi)}$ stand for the linear transformation given by $\left(\Lambda^{\pi} h\right)_{\mathcal{O}}=$ $\langle h, b(\mathcal{O})\rangle$ for $\mathcal{O} \in \Sigma_{0}(\pi)$. By Lemma C.2, $H_{\pi}=\operatorname{ker} \Lambda^{\pi}$ and if $\mathbb{R}^{\mathcal{A}}=F \oplus H_{\pi}$ is a direct sum decomposition then $\Lambda^{\pi}: F \rightarrow \mathbb{R}^{\Sigma_{0}(\pi)}$ establishes an isomorphism of linear spaces. It follows that there exists $K_{F}>0$ such that

$$
\|h\| \leqslant K_{F}\left\|\Lambda^{\pi} h\right\| \quad \text { for all } h \in F .
$$

Lemma C.4. (See [36].) Suppose that $T_{(\tilde{\pi}, \tilde{\lambda})}=\mathcal{R}\left(T_{(\pi, \lambda)}\right)$. Then there exists a bijection $\xi: \Sigma(\pi) \rightarrow \Sigma(\tilde{\pi})$ such that $\Theta(\pi, \lambda)^{-1} b(\mathcal{O})=b(\xi \mathcal{O})$ for $\mathcal{O} \in \Sigma(\pi)$.

Let $T=T_{(\pi, \lambda)}$ be an IET satisfying the Keane condition. For all $\mathcal{O} \in \Sigma(\pi)$ and $\varphi \in$ $\operatorname{BV}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$ let

$$
\mathcal{O}(\varphi):=\sum_{\alpha \in \mathcal{A},} \varphi_{\pi_{0}(\alpha) \in \mathcal{O}}\left(r_{\alpha}\right)-\sum_{\alpha \in \mathcal{A},} \varphi_{\pi_{0}(\alpha)-1 \in \mathcal{O}} \varphi_{+}\left(l_{\alpha}\right) .
$$

Note that if $h \in \Gamma^{(0)}$ (i.e. $h$ is a function constant on exchanged intervals), then

$$
\mathcal{O}(h)=\sum_{\pi_{0}(\alpha) \in \mathcal{O}} h_{\alpha}-\sum_{\pi_{0}(\alpha)-1 \in \mathcal{O}} h_{\alpha}=\sum_{\alpha \in \mathcal{A}}\left(\chi_{\mathcal{O}}\left(\pi_{0}(\alpha)\right)-\chi_{\mathcal{O}}\left(\pi_{0}(\alpha)-1\right)\right) h_{\alpha}=\langle h, b(\mathcal{O})\rangle .
$$

Moreover,

$$
\begin{equation*}
|\mathcal{O}(\varphi)| \leqslant 2 d\|\varphi\|_{\text {sup }} \quad \text { for every } \varphi \in \operatorname{BV}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right) \text { and } \mathcal{O} \in \Sigma(\pi) \tag{C.12}
\end{equation*}
$$

Let us consider $T_{(\tilde{\pi}, \tilde{\lambda})}=\mathcal{R}\left(T_{(\pi, \lambda)}\right)$ and the renormalized cocycle $\tilde{\varphi}: \tilde{I} \rightarrow \mathbb{R}$, that is

$$
\tilde{\varphi}(x)=\sum_{0 \leqslant i<\Theta_{\beta}(\pi, \lambda)} \varphi\left(T_{(\pi, \lambda)}^{i} x\right) \quad \text { for } x \in \tilde{I}_{\beta} .
$$

The proof of the following lemma is straightforward and we leave it to the reader.
Lemma C.5. If $\varphi \in \mathrm{BV}^{\diamond}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}\right)$ then $\tilde{\varphi} \in \mathrm{BV}^{\diamond}\left(\bigsqcup_{\alpha \in \mathcal{A}} \tilde{I}_{\alpha}\right)$ and $(\xi \mathcal{O})(\tilde{\varphi})=\mathcal{O}(\varphi)$ for each $\mathcal{O} \in \Sigma(\pi)$.

Let $T=T_{(\pi, \lambda)}$ be an IET of periodic type and let $A$ be its periodic matrix. By Lemma C.4, there exists a bijection $\xi: \Sigma(\pi) \rightarrow \Sigma(\pi)$ such that $A^{-1} b(\mathcal{O})=b(\xi \mathcal{O})$ for $\mathcal{O} \in \Sigma(\pi)$. Since $\xi^{N}=I d_{\Sigma(\pi)}$ for some $N \geqslant 1$, multiplying the period of $T$ by $N$, we can assume that $\xi=I d_{\Sigma(\pi)}$. Therefore $A b(\mathcal{O})=b(\mathcal{O})$ for each $\mathcal{O} \in \Sigma(\pi)$, and hence $\left.A\right|_{\operatorname{ker} \Omega_{\pi}}=I d$. It follows that the dimension of $\Gamma_{c}^{(0)}=\left\{h \in \mathbb{R}^{\mathcal{A}}: A^{t} h=h\right\}$ is greater than or equal to $\kappa-1$. Denote by $\Gamma_{s}^{(0)} \subset \mathbb{R}^{\mathcal{A}}$ the direct sum of invariant subspaces associated to Jordan blocks of $A^{t}$ with negative Lyapunov exponents. Then there exist $0<\theta_{-}$and $C \geqslant 1$ such that

$$
\begin{equation*}
\left\|\left(A^{t}\right)^{n} h\right\| \leqslant C \exp \left(-n \theta_{-}\right)\|h\| \quad \text { for all } h \in \Gamma_{s}^{(k)} \text { and } n \geqslant 0 . \tag{C.13}
\end{equation*}
$$

Assume that $T$ has non-degenerated spectrum, i.e. $\theta_{g}>0$. Then $\operatorname{dim} \Gamma_{s}^{(0)}=\operatorname{dim} \Gamma_{u}^{(0)}=g$. Since $2 g+\kappa-1=d$ and $\operatorname{dim} \Gamma_{c}^{(0)}=\kappa-1$,

$$
\mathbb{R}^{\mathcal{A}}=\Gamma^{(0)}=\Gamma_{s}^{(0)} \oplus \Gamma_{c}^{(0)} \oplus \Gamma_{u}^{(0)}
$$

is an $A^{t}$-invariant decomposition. It follows that $\Gamma_{s}^{(0)} \oplus \Gamma_{c}^{(0)}=\Gamma_{c s}^{(0)} \subset \Gamma_{0}^{(0)}$. Therefore

$$
\Gamma_{0}^{(0)}=\Gamma_{s}^{(0)} \oplus \Gamma_{c}^{(0)} \oplus\left(\Gamma_{u}^{(0)} \cap \Gamma_{0}^{(0)}\right)
$$

Recall that $\Gamma_{s}^{(0)} \oplus \Gamma_{u}^{(0)} \subset H_{\pi}$. As $T$ has non-degenerated spectrum, these subspaces have the same dimension, and so they are equal. Denote by $\Gamma_{s}^{(k)}, \Gamma_{c}^{(k)}$ and $\Gamma_{u}^{(k)}$ the subspaces of functions on $I^{(k)}$ constant on intervals $I_{\alpha}^{(k)}, \alpha \in \mathcal{A}$, corresponding to the vectors from $\Gamma_{s}^{(0)}, \Gamma_{c}^{(0)}$ and $\Gamma_{u}^{(0)}$ respectively. Then

$$
\begin{gather*}
\Gamma^{(k)}=\Gamma_{s}^{(k)} \oplus \Gamma_{c}^{(k)} \oplus \Gamma_{u}^{(k)}, \quad H_{\pi}=\Gamma_{s}^{(k)} \oplus \Gamma_{u}^{(k)},  \tag{C.14}\\
\Gamma_{0}^{(k)}=\Gamma_{s}^{(k)} \oplus \Gamma_{c}^{(k)} \oplus\left(\Gamma_{u}^{(k)} \cap \Gamma_{0}^{(k)}\right)
\end{gather*}
$$

for $k \geqslant 0$ is a family of decomposition invariant with respect to the renormalization operators $S(k, l)$ for $0 \leqslant k<l$. Moreover, if additionally $\kappa=1$ then $\Gamma_{c}^{(k)}$ is trivial and $\Gamma_{c s}^{(k)}=\Gamma_{s}^{(k)}$.

As $\xi=I d_{\Sigma(\pi)}$, by Lemma C.5, for every $\varphi \in \mathrm{BV}^{\diamond}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right)$ and $l \geqslant k$ we have

$$
\begin{equation*}
S(k, l) \varphi \in \mathrm{BV}^{\diamond}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(l)}\right) \quad \text { and } \quad \mathcal{O}(S(k, l) \varphi)=\mathcal{O}(\varphi) \quad \text { for each } \mathcal{O} \in \Sigma(\pi) . \tag{C.15}
\end{equation*}
$$

Proofs of Theorems 5.2 and 5.3. Since

$$
U^{(0)} \hat{\varphi}=P^{(0)} \varphi=U^{(0)} \circ P_{0}^{(0)} \varphi-\Delta P^{(0)} \varphi=U^{(0)} \varphi-U^{(0)} \circ C^{(0)} \varphi-\Delta P^{(0)} \varphi
$$

we have

$$
\varphi-\hat{\varphi} \in U^{(0)} \circ C^{(0)} \varphi+\Delta P^{(0)} \varphi \subset \Gamma_{0}^{(0)} .
$$

In view of (C.2) and (C.10),

$$
U^{(k)} \circ S(k) \hat{\varphi}=S_{u}(k) \circ U^{(0)} \hat{\varphi}=S_{u}(k) \circ P^{(0)} \varphi=P^{(k)} \circ S(k) \varphi .
$$

Therefore, by (C.11) and (5.1), we have

$$
\left\|U^{(k)} \circ S(k) \hat{\varphi}\right\|_{\text {sup } / \Gamma_{c s}^{(k)}}=\left\|P^{(k)}(S(k) \varphi)\right\|_{\sup / \Gamma_{c s}^{(k)}} \leqslant(1+K) \operatorname{Var}(S(k) \varphi) \leqslant(1+K) \operatorname{Var} \varphi .
$$

It follows that for every $k \geqslant 0$ there exist $\varphi_{k} \in \mathrm{BV}_{0}\left(\bigsqcup_{\alpha \in \mathcal{A}} I_{\alpha}^{(k)}\right)$ and $h_{k} \in \Gamma_{c s}^{(k)}$ such that

$$
\begin{equation*}
S(k) \hat{\varphi}=\varphi_{k}+h_{k} \quad \text { and } \quad\left\|\varphi_{k}\right\|_{\text {sup }} \leqslant(1+K) \operatorname{Var} \varphi \tag{C.16}
\end{equation*}
$$

As

$$
\begin{equation*}
\varphi_{k+1}+h_{k+1}=S(k+1) \hat{\varphi}=S(k, k+1)(S(k) \hat{\varphi})=S(k, k+1) \varphi_{k}+A^{t} h_{k}, \tag{C.17}
\end{equation*}
$$

setting $\Delta h_{k+1}=h_{k+1}-A^{t} h_{k}\left(\Delta h_{0}=h_{0}\right)$, we have $\Delta h_{k+1}=-\varphi_{k+1}+S(k, k+1) \varphi_{k}$. Moreover, by (C.16),

$$
\begin{aligned}
\left\|\Delta h_{k+1}\right\| & =\left\|\varphi_{k+1}-S(k, k+1) \varphi_{k}\right\|_{\text {sup }} \leqslant\left\|\varphi_{k+1}\right\|_{\text {sup }}+\left\|S(k, k+1) \varphi_{k}\right\|_{\text {sup }} \\
& \leqslant(1+\|A\|)(1+K) \operatorname{Var} \varphi
\end{aligned}
$$

and

$$
\left\|h_{0}\right\|=\left\|\Delta h_{0}\right\|=\left\|\hat{\varphi}-\varphi_{0}\right\|_{\text {sup }} \leqslant\|\hat{\varphi}\|_{\text {sup }}+(1+K) \operatorname{Var} \varphi .
$$

Since $h_{k}=\sum_{0 \leqslant l \leqslant k}\left(A^{t}\right)^{k-l} \Delta h_{l}$ and $\Delta h_{l} \in \Gamma_{c s}^{(l)}$, by (C.1), for $k \geqslant 1$

$$
\begin{aligned}
\left\|h_{k}\right\| & \leqslant \sum_{0 \leqslant l \leqslant k}\left\|\left(A^{t}\right)^{k-l} \Delta h_{l}\right\| \leqslant \sum_{0 \leqslant l \leqslant k} C(k-l)^{M-1}\left\|\Delta h_{l}\right\| \\
& \leqslant C k^{M}(1+\|A\|)(1+K) \operatorname{Var} \varphi+C k^{M-1}\|\hat{\varphi}\|_{\text {sup }} .
\end{aligned}
$$

In view of (C.16), it follows that

$$
\|S(k) \hat{\varphi}\|_{\text {sup }} \leqslant\left\|\varphi_{k}\right\|_{\text {sup }}+\left\|h_{k}\right\| \leqslant C k^{M}(2+\|A\|)(1+K) \operatorname{Var} \varphi+C k^{M-1}\|\hat{\varphi}\|_{\text {sup }}
$$

and the inequality (5.5) is proved.
Notice that a slight change in the proof shows also (5.6) if additionally $T$ has non-degenerated spectrum and $\kappa(\pi)=1$. Indeed, then $\Delta h^{l} \in \Gamma_{c s}^{(l)}=\Gamma_{s}^{(l)}$ and, in view of (C.13), we have a better control over the growth of $h_{k}$, that is

$$
\begin{aligned}
\left\|h_{k}\right\| & \leqslant \sum_{0 \leqslant l \leqslant k}\left\|\left(A^{t}\right)^{k-l} \Delta h_{l}\right\| \leqslant \sum_{0 \leqslant l \leqslant k} C \exp \left((l-k) \theta_{-}\right)\left\|\Delta h_{l}\right\| \\
& \leqslant \frac{C(1+\|A\|)(1+K)}{1-\exp \left(-\theta_{-}\right)} \operatorname{Var} \varphi+C\|\hat{\varphi}\|_{\text {sup }},
\end{aligned}
$$

and hence

$$
\|S(k) \hat{\varphi}\|_{\text {sup }} \leqslant\left\|\varphi_{k}\right\|_{\text {sup }}+\left\|h_{k}\right\| \leqslant \frac{C(2+\|A\|)(1+K)}{1-\exp \left(-\theta_{-}\right)} \operatorname{Var} \varphi+C\|\hat{\varphi}\|_{\text {sup }}
$$

which gives (5.6) if $\kappa(\pi)=1$. As we will see the proof of (5.6) for $\kappa(\pi)>1$ is more involved.
Let us return to the general case of periodic type of $T$. Since $\hat{\varphi}-\varphi \in \Gamma_{0}^{(0)}=\left(\Gamma_{u}^{(0)} \cap \Gamma_{0}^{(0)}\right) \oplus$ $\Gamma_{c s}^{(0)}$, there exist $h \in\left(\Gamma_{u}^{(0)} \cap \Gamma_{0}^{(0)}\right)$ and $h^{\prime} \in \Gamma_{c s}^{(0)}$ such that $\varphi+h=\hat{\varphi}+h^{\prime}$. Hence

$$
\varphi+h+\Gamma_{c s}^{(0)}=\hat{\varphi}+\Gamma_{c s}^{(0)}=P^{(0)} \varphi .
$$

Suppose that $h_{1}, h_{2} \in \Gamma_{u}^{(0)} \cap \Gamma_{0}^{(0)}$ are vectors such that

$$
\varphi+h_{1}+\Gamma_{c s}^{(0)}=\varphi+h_{2}+\Gamma_{c s}^{(0)}=P^{(0)} \varphi .
$$

In view of (5.5), $\left\|S(k)\left(\varphi+h_{1}\right)\right\|_{\text {sup }}$ and $\left\|S(k)\left(\varphi+h_{2}\right)\right\|_{\text {sup }}$ have at most polynomial growth. Therefore, $\left\|\left(A^{t}\right)^{k}\left(h_{1}-h_{2}\right)\right\|=\left\|S(k)\left(h_{1}-h_{2}\right)\right\|$ has at most polynomial growth as well. Since $h_{1}-h_{2} \in \Gamma_{u}^{(0)}$, it follows that $h_{1}=h_{2}$, which completes the proof of Theorem 5.2.

In the remainder we will modify the method of the proof of (5.5) in a more subtle way in order to show (5.6) for $T$ with non-degenerated spectrum and $\kappa(\pi)>1$. In this case the central part of the decomposition is non-trivial and this gives a non-trivial growth for the sequence $\left(h_{k}\right)_{k} \geqslant 0$. To avoid this problem we will split $h_{k}$ into stable and central terms and we will estimate these two terms separately.

Since $\Gamma_{c s}^{(k)}=\Gamma_{c}^{(k)} \oplus \Gamma_{s}^{(k)}$, each $h_{k} \in \Gamma_{c s}^{(k)}$ satisfying (C.16) can be decomposed as follows $h_{k}=h_{k}^{s}+h_{k}^{c}$ with $h_{k}^{c} \in \Gamma_{c}^{(k)}$ and $h_{k}^{s} \in \Gamma_{s}^{(k)} \subset H_{\pi}$. By Remark C.3, $\Lambda^{\pi}\left(h_{k}^{s}\right)=0$. In view of (C.16) and (C.15), it follows that

$$
\mathcal{O}(\hat{\varphi})=\mathcal{O}(S(k) \hat{\varphi})=\mathcal{O}\left(\varphi_{k}\right)+\mathcal{O}\left(h_{k}^{c}\right) \quad \text { for every } \mathcal{O} \in \Sigma(\pi)
$$

Moreover, by (C.12) and (C.16),

$$
\left|\mathcal{O}\left(\varphi_{k}\right)\right| \leqslant 2 d\left\|\varphi_{k}\right\|_{\text {sup }} \leqslant 2 d(1+K) \operatorname{Var} \varphi \quad \text { and } \quad|\mathcal{O}(\hat{\varphi})| \leqslant 2 d\|\hat{\varphi}\|_{\text {sup }}
$$

for every $\mathcal{O} \in \Sigma(\pi)$. Therefore

$$
\left|\left\langle h_{k}^{c}, b(\mathcal{O})\right\rangle\right|=\left|\mathcal{O}\left(h_{k}^{c}\right)\right| \leqslant 2 d\left((1+K) \operatorname{Var} \varphi+\|\hat{\varphi}\|_{\text {sup }}\right) \quad \text { for every } \mathcal{O} \in \Sigma(\pi)
$$

so that

$$
\begin{equation*}
\left\|\Lambda^{\pi}\left(h_{k}^{c}\right)\right\| \leqslant 2 d\left((1+K) \operatorname{Var} \varphi+\|\hat{\varphi}\|_{\text {sup }}\right) . \tag{C.18}
\end{equation*}
$$

By (C.14), we have $\mathbb{R}^{\mathcal{A}}=\Gamma^{(k)}=\Gamma_{c}^{(k)} \oplus H_{\pi}$, so in view of Remark C.3, there exists $K^{\prime} \geqslant 1$ such that $\|h\| \leqslant K^{\prime}\left\|\Lambda^{\pi} h\right\|$ for every $h \in \Gamma_{c}^{(k)}$. By (C.18), it follows that

$$
\begin{equation*}
\left\|h_{k}^{c}\right\| \leqslant 2 d K^{\prime}\left((1+K) \operatorname{Var} \varphi+\|\hat{\varphi}\|_{\text {sup }}\right) \tag{C.19}
\end{equation*}
$$

Let $\Delta h_{k+1}^{s}=h_{k+1}^{s}-A^{t} h_{k}^{s}$ for $k \geqslant 0$ and $\Delta h_{0}^{s}=h_{0}^{s}$. Then from (C.17), we have

$$
\Delta h_{k+1}^{s}=-\varphi_{k+1}+S(k, k+1) \varphi_{k}-h_{k+1}^{c}+A^{t} h_{k}^{c}=-\varphi_{k+1}+S(k, k+1) \varphi_{k}-h_{k+1}^{c}+h_{k}^{c} .
$$

Therefore, by (C.16) and (C.19),

$$
\begin{gathered}
\left\|\Delta h_{k+1}^{s}\right\| \leqslant\left\|\varphi_{k+1}\right\|_{\text {sup }}+\|A\|\left\|\varphi_{k}\right\|_{\text {sup }}+\left\|h_{k+1}^{c}\right\|+\left\|h_{k}^{c}\right\| \\
\leqslant\left(1+\|A\|+4 d K^{\prime}\right)(1+K) \operatorname{Var} \varphi+4 d K^{\prime}\|\hat{\varphi}\|_{\text {sup }} \\
\left\|\Delta h_{0}^{s}\right\|=\left\|\hat{\varphi}-\varphi_{0}-h_{0}^{c}\right\|_{\text {sup }} \leqslant\left(1+2 d K^{\prime}\right)\left(\|\hat{\varphi}\|_{\text {sup }}+(1+K) \operatorname{Var} \varphi\right)
\end{gathered}
$$

Since $h_{k}^{s}=\sum_{0 \leqslant l \leqslant k}\left(A^{t}\right)^{l} \Delta h_{k-l}^{s}$ and $\Delta h_{l}^{s} \in \Gamma_{s}^{(l)}$, by (C.13), it follows that

$$
\begin{aligned}
\left\|h_{k}^{s}\right\| & \leqslant \sum_{0 \leqslant l \leqslant k}\left\|\left(A^{t}\right)^{l} \Delta h_{k-l}^{s}\right\| \leqslant \sum_{0 \leqslant l \leqslant k} C \exp \left(-l \theta_{-}\right)\left\|\Delta h_{k-l}^{s}\right\| \\
& \leqslant \frac{C\left(1+\|A\|+4 d K^{\prime}\right)}{1-\exp \left(-\theta_{-}\right)}\left((1+K) \operatorname{Var} \varphi+\|\hat{\varphi}\|_{\text {sup }}\right)
\end{aligned}
$$

In view of (C.16) and (C.19), it follows that

$$
\|S(k) \hat{\varphi}\|_{\text {sup }} \leqslant\left\|\varphi_{k}\right\|_{\text {sup }}+\left\|h_{k}^{c}\right\|+\left\|h_{k}^{s}\right\| \leqslant \frac{C\left(2+\|A\|+6 d K^{\prime}\right)}{1-\exp \left(-\theta_{-}\right)}\left((1+K) \operatorname{Var} \varphi+\|\hat{\varphi}\|_{\text {sup }}\right)
$$

which completes the proof.

Theorem C.6. There exist $C_{3}, C_{4}>0$ such that

$$
\left\|\hat{\varphi}^{(n)}\right\|_{\text {sup }} \leqslant C_{3} \log ^{M+1} n \operatorname{Var} \varphi+C_{4} \log ^{M} n\|\hat{\varphi}\|_{\text {sup }}
$$

for every natural $n$. If additionally $T$ has non-degenerated spectrum then

$$
\left\|\hat{\varphi}^{(n)}\right\|_{\text {sup }} \leqslant C_{3} \log n \operatorname{Var} \varphi+C_{4} \log n\|\hat{\varphi}\|_{\text {sup }}
$$

Proof. By Proposition A. 3 and Theorem 5.2, for every $x \in I$ we have

$$
\begin{aligned}
\left\|\hat{\varphi}^{(n)}(x)\right\| & \leqslant 2\|A\| \sum_{k=0}^{m}\left(C_{1} k^{M} \operatorname{Var} \varphi+C_{2} k^{M-1}\|\hat{\varphi}\|_{\text {sup }}\right) \\
& \leqslant 2\|A\|\left(C_{1} m^{M+1} \operatorname{Var} \varphi+C_{2} m^{M}\|\hat{\varphi}\|_{\text {sup }}\right)
\end{aligned}
$$

where $m=m(x, n, T)$. Now the assertion follows directly from (A.1). The rest of the proof runs as before.

## Appendix D. Example of a non-regular step cocycle

Let $T=T_{(\pi, \lambda)}$ be an IET of periodic type with periodic matrix $A$.
Lemma D.1. (Cf. [28].) Suppose that $h \in \Gamma_{0}^{(0)}$ and $\varphi: I \rightarrow \mathbb{R}$ is the associated step cocycle. If $h \in \Gamma_{s}^{(0)}$ then $\varphi$ is a coboundary. If $h \notin \Gamma_{c s}^{(0)}$ then $\varphi$ is not a coboundary.

Proof. If $h \in \Gamma_{s}^{(0)}$ then, by (C.13), $\|S(l) \varphi\|_{\text {sup }}=\left\|\left(A^{t}\right)^{l} h\right\| \leqslant C \exp \left(-l \theta_{-}\right)\|h\|$. In view of Proposition A.3, it follows that

$$
\left\|\varphi^{(n)}\right\|_{\text {sup }} \leqslant 2 \sum_{l=0}^{\infty}\|Z(l+1)\|\|S(l) \varphi\|_{\text {sup }} \leqslant 2 C\|A\|\|h\| \sum_{l=0}^{\infty} \exp \left(-l \theta_{-}\right)=\frac{2 C\|A\|\|h\|}{1-\exp \left(-\theta_{-}\right)}
$$

for every natural $n$. But each bounded cocycle is a coboundary (see $\S 2.1$ in [28]).
Now suppose that $h \in \Gamma_{0}^{(0)}$ and $\varphi$ is a coboundary. Set $\varepsilon=\inf \left\{\mu\left(C_{\alpha}^{(n)}\right): n \geqslant 0, \alpha \in \mathcal{A}\right\}$ (see Section 4 for the definition of the tower $C_{\alpha}^{(n)}$ ). In view of (4.6), $\varepsilon>0$. Since $\varphi$ is a coboundary, there exist $M>0$ and a sequence $\left(B_{k}\right)_{k} \geqslant 0$ of measurable sets with $\mu\left(B_{k}\right)>1-\varepsilon$ for $n \geqslant 0$ such that $\left|\varphi^{(k)}(x)\right| \leqslant M$ for all $x \in B_{k}$ and $k \geqslant 0$. Recall that for every $x \in C_{\alpha}^{(n)}$ we have $\varphi^{\left(h_{\alpha}^{(n+1)}\right)}(x)=$ $\left(\left(A^{t}\right)^{n+1} h\right)_{\alpha}$. Since $C_{\alpha}^{(n)} \cap B_{h_{\alpha}^{(n+1)}} \neq \emptyset$, it follows that $\left|\left(\left(A^{t}\right)^{n+1} h\right)_{\alpha}\right| \leqslant M$ for every $n \geqslant 0$ and $\alpha \in \mathcal{A}$. Thus $\left\|\left(A^{t}\right)^{n+1} h\right\| \leqslant M$ for every $n \geqslant 0$, and hence $h \in \Gamma_{c s}^{(0)}$.

Example 2. Let us consider an IET $T=T_{\left(\pi_{5}^{s y m}, \lambda\right)}$ of periodic type with periodic matrix

$$
A=\left(\begin{array}{ccccc}
18 & 28 & 31 & 38 & 18 \\
10 & 16 & 8 & 9 & 6 \\
13 & 20 & 36 & 46 & 18 \\
2 & 3 & 16 & 22 & 6 \\
39 & 61 & 63 & 77 & 37
\end{array}\right)
$$

The existence of such IET was shown in [33]. The Perron-Frobenius eigenvalue of $A$ is $55+$ $12 \sqrt{21}$ and $\lambda$ is equal to $(1+\sqrt{21}, 2,1+\sqrt{21}, 2,7+\sqrt{21})$ up to multiplication by a positive constant. Moreover, the eigenvalues and eigenvectors of $A^{t}$ are as follows:

$$
\begin{array}{ll}
\rho_{1}=55+12 \sqrt{21}, & v_{1}=(-1+\sqrt{21}, 1+\sqrt{21}, 3+\sqrt{21}, 5+\sqrt{21}, 4), \\
\rho_{2}=9+4 \sqrt{5}, & v_{2}=(-2,-1-1 \sqrt{5}, 2,1+\sqrt{5}, 0), \\
\rho_{3}=1, & v_{3}=(-1,-2,0,-1,1), \\
\rho_{4}=9-4 \sqrt{5}, & v_{4}=(-2,-1+1 \sqrt{5}, 2,1-\sqrt{5}, 0), \\
\rho_{5}=55-12 \sqrt{21}, & v_{5}=(-1-\sqrt{21}, 1-\sqrt{21}, 3-\sqrt{21}, 5-\sqrt{21}, 4) .
\end{array}
$$

Note that $v_{2}, v_{3}, v_{4}, v_{5} \in \Gamma_{0}^{(0)}$. Denote by $\varphi_{i}: I \rightarrow \mathbb{R}$ the step function corresponding to $v_{i}$ for $1<i \leqslant 5$. Since $\left|\rho_{2}\right|>1>\left|\rho_{4}\right|$, by Lemma D.1, $\varphi_{4}$ is a coboundary and $\varphi_{2}$ is not a coboundary.

We will show that $\varphi_{2}$ is a non-regular cocycle. Note that the cocycles $\varphi_{2}+\varphi_{4}$ and $\varphi_{2}-\varphi_{4}$ take values in $\mathbb{Z}$ and $\sqrt{5} \mathbb{Z}$ respectively. Since $\varphi_{4}$ is a coboundary, it follows that $E\left(\varphi_{2}\right) \subset \mathbb{Z}$
and $E\left(\varphi_{2}\right) \subset \sqrt{5} \mathbb{Z}$, and hence $E\left(\varphi_{2}\right)=\{0\}$. Since $\varphi_{2}$ is not a coboundary, $\bar{E}\left(\varphi_{2}\right)=\{0, \infty\}$, and hence it is non-regular.
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