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Abstract 

Data Mining (DM) and Multiple Attribute Decision Making (MADM) are two fast growing trends in Operations Research (OR) 

/Management Science (MS). In this article, we identify the synergies of data mining and MADM. Synergies can be attained by 

integration of MADM techniques into data mining and vice versa. The primary goal of the paper is to show a wide range of 

interactions between these two fields from a new perspective with an example of the integrated approach in supplier clustering 

and ranking. The integrated approach includes cluster analysis as a data mining tool and Step-wise Weight Assessment Ratio 

Analysis (SWARA) and VIseKriterijumskao ptimizacija i KOmpromisno Resenje (VIKOR) as the two MADM tools. More 

precisely, the features for clustering were selected and weighted by SWARA method and suppliers are clustered using two-stage 

cluster analysis. In addition, VIKOR technique is used to rank the clusters from the best to the worst one. The proposed 

integrated approach is presented to demonstrate the applicability of the proposed methodology. 
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1. Introduction 

Recently, modern decision making needs much more sophisticated and accurate techniques. Organizations have 

very large databases of information and rival companies have to engage in cut-throat competition. Nowadays, we 
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can use supercomputers to simulate a real decision making environment and solve the complicated real models. A 

demand for the integration between different fields in order to make better decisions is unavoidable. 

Management Science (MS) /operations Research (OR) is an old and famous field that deals with making 

decisions. Data mining (DM) can be defined as the process of extracting important and useful information from 

large sets of data (Abello et al., 2002). According to Han and Kamber (2001), some of the most important functions 

of data mining include concept description (characterization and discrimination), association, classification, 

clustering, and prediction. In addition, DM is an interdisciplinary field that combines artificial intelligence, database 

management, data visualization, machine learning, mathematic algorithms, and statistics (Tsai, 2012). Recently, 

there has been an increasing interest in the integration of OR and DM (Meisel & Mattfeld, 2010; Corne et al., 2012). 

For instance, data mining can be helpful in many OR application areas and can be used in a complementary way to 

optimization method to identify constraints and reduce the search space (Olafsson et al., 2008). 

Multiple criteria decision making (MCDM) or multiple criteria decision analysis (MCDA) is a sub-discipline of 

OR which deals with multiple criteria in decision environment. Two main categories of MCDM are multiple 

attributes decision making (MADM) and multi objective decision making (MODM). The MADM methods deal with 

the process of making decisions in finding the optimum/best alternative in the presence of multiple, usually 

conflicting, decision criteria. MADM techniques can be used as an analytical approach to assess, weigh or rank a set 

of criteria or alternatives. 

In the literature there are some papers about the integration of DM-MCDM techniques. For example, Rad et al. 

(2011) used K-mean clustering and analytic hierarchy process (AHP) to cluster and rank university majors. Peng 

et al. (2011) integrated data integration, data mining, and multi-criteria decision making and designed an incident 

information management framework. Khalili-Damghania et al. (2013) applied fuzzy logic, data mining and MODM 

in project selection. In addition, they developed a hybrid framework based on a hybrid fuzzy rule-based multi-

objective framework and data envelope analysis (DEA). A combination between DM and MCDM methods in the 

decision support system (DSS) was introduced by Khademolqorani and Hamadani, (2012). Aghdaie et al. (2013a) 

used data mining and MADM for market segmentation and market segment evaluation and selection. Kim et al. 

(2011) proposed an approach which was comprised of two methods: association rule mining (ARM) and the analytic 

network process (ANP). 

The aim of this paper is to propose a new hybrid DM-MADM approach to cluster suppliers, rank the clusters and 

finally grade them. A two-stage cluster analysis which is developed by Punj and Steward (1983) is applied as a DM 

tool. Two-stage clustering is based on a combination of K-means (MacQueen, 1967) algorithm and Ward’s method 

(Ward, 1963). Two-stage clustering manipulates benefits of the two methods. In addition, in order to select and 

weigh attributes which two-stage cluster analysis is needed, SWARA is applied. Finally, two MADM methods 

including SWARA and VIKOR are used to rank the clusters of the suppliers. 

The remainder of the paper is organized as follows. The next section outlines the proposed methodology 

combining, Clustering, SWARA, and VIKOR. In Section 3, a real-world data is given to prove the applicability of 

the proposed method on a car manufacturing industry in Iran. Also in Section 3, the results obtained. In Section 4, 

the article’s conclusion will be presented and future directions are discussed. 

2. The proposed model 

The proposed model section describes three points. In the first part of this section, the proposed integrated  

DM-MADM model as a new approach is explained. In other parts, SWARA and VIKOR methods are explained. 

2.1. The proposed integrated DM-MADM model 

This section describes a three phase methodology which is used for suppliers clustering and cluster evaluation 

and selection (see Fig. 1). In this conceptual model two approaches, including DM and MADM have been 

combined. 

The first phase is a data preparation phase and includes two steps. In the first step, the most important features 

needed for cluster analysis were selected by literature survey and experts’ opinions. In DM approaches, 

feature/attribute selection is a very important part.  A lot of output is based on the selected features.  The attributes  
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Fig. 1. Flow chart illustrating the integrated DM-MADM approach 

that were used for cluster analysis were both qualitative and quantitative, including a number of supplier’s 

employees, a variety of products, product quality, certifications, risk, finance position, warranties and claim policies, 

delivery lead time, delivery on time, transportation costs, product price, and complexity of the products. Some of 

these attributes were qualitative, so 1-9 scoring scale was used to score every supplier for qualitative criteria. They 

were denoted as F1, F2, F3, F4, F5, F6, F7, F8, F9, F10, F11, and F12, respectively. Then, a questionnaire was 
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designed and data were gathered. Next, the prepared data were checked to make it clear that the data is acceptable 

for analysis or not. 

The second phase is a data mining phase. In the first step, by using one of the famous MADM tools, namely 

SWARA weight of each feature for cluster analysis was identified. Then, two-stage cluster analysis was done in 

order to classify suppliers into different groups. Finally, clustering results were evaluated and if the results were 

acceptable, the next phase could be started. 

The last phase called MADM phase. In this phase, different clusters of suppliers were assessed and graded. In 

addition, for conducting the third phase, eight steps passed. In the first step of this phase, the most important criteria 

for evaluation of clusters were identified. Next, the qualitative and quantitative criteria were selected. The criteria 

list was selected based on the literature survey. Finally, the project team constructed the selection criteria and 

problem structure. Criteria weights were calculated applying SWARA method and based on experts’ evaluations. At 

this stage, all the clusters were assessed by a group of experts and VIKOR method was applied to achieve the final 

ranking results. 

2.2. Step-wise Weight Assessment Ratio Analysis (SWARA) 

Weight assessment is an important issue in many MADM problems (Hashemkhani Zolfani et al., 2013). 

SWARA method is one of the brand-new ones in which an expert has an important role in evaluations and 

calculating weights. Based on this method, the most significant criterion is given rank 1, and the least significant 

criterion is given rank last. The overall ranks of the group of experts are determined according to the mediocre value 

of ranks (Kersuliene et al., 2010; Kersuliene & Turskis, 2011). Therefore, SWARA can be useful for some issues 

that priorities are known formerly according to situations and finally SWARA proposed for applying in certain 

environments of decision making.  

2.3. VIseKriterijumska optimizacija i KOompromisno Resenje (VIKOR) VIKORmethod 

The VIKOR method or multi-criteria optimization and compromise solution is a compromise MADM method, 

developed by Opricovic and Tzeng (Opricovic, 1998; Opricovic, Tzeng 2002). The concept of VIKOR is based on 

the compromise programming of MCDM by comparing the measure of ‘‘closeness” to the ‘‘ideal” alternative (Wu 
et al., 2009). 
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Where jf
+ is the positive ideal solution for the j th criteria, jf

− is the negative ideal solution for the j th criteria. 

If one associates all jf
+  one will have the optimal combination, which gets the highest scores, the same as jf

− .  
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Fig. 2. Determining of the criteria weights based on (Kersuliene et al., 2010) 

3) Determine the weights of attributes: 

The weights of attribute should be calculated to express their relative importance.  

4) Compute the distance of alternatives to ideal solution:  
This step is to calculate the distance from each alternative to the positive ideal solution and then get the sum to 

obtain the final value according to formula (4) and (5). 
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Where i
S  represents the distance rate of the i th alternative to the positive ideal solution (best combination), i

R  

represents the distance rate of the i th alternative to the negative ideal solution (worst combination). The excellence 

ranking will be based on 
i
S  values and the worst rankings will be based on i

R  values. In other words, i
S , i

R  

indicate 1iL  and  0iL of 
P

L metirc−  respectively.  

5) Calculate the VIKOR values 
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majority of criteria’’ (or “the maximum group utility”). 
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( ) /( )S S S S
−

− −⎡ ⎤⎣ ⎦ represents the distance rate from the 

positive ideal solution of the i th alternative’s achievements In other words, the majority agrees to use the rate of the 

i th. * *( ) / ( )R R R R−⎡ ⎤− −⎣ ⎦  represents the distance rate from the negative ideal solution of the i th alternative; this 

means the majority disagree with the rate of the i th alternative. Thus, when the v is larger (> 0.5), the index of i
Q  

will tend to majority agreement; when v is less (< 0.5), the index i
Q will indicate majority negative attitude; in 

general, v  = 0.5, i.e. compromise attitude of evaluation experts. 

6) Rank the alternatives by 
i

Q  values:   

According to the i
Q values calculated by step (4), we can rank the alternatives and to make-decision. 

3. Case study 

A real case study was chosen to show the performance and application of the model. The study was conducted by 

one of the well-known manufacturing automobile producers in Iran. This company is located near Tehran, and it is a 

giant company. In addition, the enormous automobile manufacturer has hundreds of suppliers. Recently, there is a 

policy to grade suppliers by using analytical tools. Therefore, after receiving general agreement about defining a 

new grading project, because of the mentioned reasons; a project team which consists of nineteen experts with 

different education background was constructed. The project team identified twelve features that were denoted in 

Table 1, for clustering. In order to improve the quality of cluster analysis, SWARA was used to weight the features.  

For receiving general agreement in every step of this project, Delphi method was used, since Delphi is a very 

famous method for receiving general agreement in complicated decision making situations (Aghdaie et al., 2013b). 

After weighting the features and calculating the weight of each criterion, the data which was gathered from 300 

suppliers of the company, was used for cluster analysis. A two-stage cluster analysis which is a combination of 

Ward’s and K-means methods was applied to group customers based on twelve features. In the first stage of 

clustering, the optimal number of clusters based on Ward’s method was calculated. The optimal number of clusters 

was four and consequently customers were classified into four segments. Also, Schwarz’s Bayesian criterion (BIC) 

gave the best fit for four clusters. Besides, an average silhouette measure that is slightly greater than 0.6 indicates a 

reasonable partitioning. In the second stage, K-means method was used to improve the results from Ward’s method. 

In performing the K-means method, the initial seed points were taken from the derived cluster centers which derived 

from Ward’s method. 
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Table 1. Final results of SWARA method in weighting criteria 

Criterion The comparative 

importance of 

average value 
j
s  
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F3  1 1 0.130 

F9 0.15 1.15 0.870 
0.113 

F8 0.05 1.05 0.828 
0.108 

F11 0.05 1.05 0.789 
0.103 

F5 0.10 1.10 0.717 
0.093 

F12 0.05 1.05 0.683 
0.089 

F2 0.20 1.20 0.569 
0.074 

F6 0.05 1.05 0.542 
0.071 

F7 0.05 1.05 0.516 
0.067 

F4 0.10 1.10 0.469 
0.061 

F9 0.20 1.20 0.391 
0.051 

F1 0.25 1.25 0.313 
0.041 

 

The most important interpretations of the segments can be defined as follows: 

Cluster 1:This cluster consists of 115 (38%) suppliers and it is the biggest cluster. Most of the suppliers in this 

cluster produce a few number of different products. They do not have special certificates andthe number of 

employees are under 50. These suppliers manufacture  cheap and simple products. The delivery lead time bias in this 

group is large. 

Cluster 2:This cluster consists of 84 (28%) and they are responsible for producing a host of different simple 

products with average prices. They have general certificates and the companies are medium size. They are far from 

the company. 

Cluster 3: This cluster consists of 45 (15%)and the size of this cluster is small. However, most of the companies 

in it are very large with more than 300 employees. They produce a variety of products that are often complicated. 

The price of their goods is high since the delivery time and lead time of them are in high standard. 

Cluster 4:This cluster consists of 56 (19%) and the quality of their products is very high. The price of their goods 

is average. Although the transportation costsare very high because of the distance. They can produce an average 

number of goods with good guarantee. 
In phase III, the group of experts determined the qualitative and quantitative criteria for the evaluation process 

and grade the clusters. Then, they created a structure for suppliers’ clusters evaluation and identified the final 

criteria (see Fig. 3). The grading project is very important for the company as it helps the company to efficiently 
deal with its suppliers. 

As mentioned before, Fig. 3 shows the hierarchical structure of the problem, which were designed by the group 

of experts. Every cluster which consists of a group of suppliers, considered as an alternative. Thus, alternatives A1, 

A2, A3, and A4, are equal to Cluster 1, Cluster 2, Cluster 3, and Clsuter 4, respectively. Table 2 shows the definition 

of all criteria for the evaluation process. In the evaluation process, an average score of the cluster for quantitative 

criterion was used. Then, all the qualitative and quantitative criteria assessed qualitatively based on 1 to 9 scoring 

scale. 

Among all the criteria one criterion C1 is cost criterion (the minimum amount of this criterion is desirable) and 

others are benefit criteria. This kind of classification is important for VIKOR calculations. 
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Fig. 3. The hierarchical structure of the problem, selection criteria and alternatives 

 

Table 2. The supplier cluster evaluation criteria 

Criteria  Definition  

C1: Purchase cost The purchase cost that determines the product price includes material cost, logistics cost, quantity 

discount, maintenance cost, and warranty cost, etc. 

C2: Flexibility The flexibility includes items such as product flexibility, manufacture flexibility, product volume 

flexibility, multi-skilled and flexible people. 

C3: Customer satisfaction The degree of customers’ needs satisfaction 

C4: Environmental factors How much the topics including, green production, ergonomy, pollution, energy are considered? 

C5: Delivery performance The delivery lead time and delivery on time criteria are considered as delivery performance 

C6: Technology capability Ability to meet current and future demands of the firm. 

 

The first column of the Table 3 shows criteria weights based on SWARA evaluations and the final weight of each 

criterion. The last part of the table indicates decision making evaluations by the experts’ group. 

Four clusters (alternatives) were assessed by the group of experts based on six criteria in order to grade each 

cluster. Nineteen experts used the Delphi method to reach consensus. Their scores are shown in the decision making 

part in Table  3. Then, Eqs (1) to (6) were applied to rank clusters from the best to the worst one. The final ranking 

of the alternatives is given in Table 4.The sixth column of this table shows the final ranking according to the 

VIKOR methodology. 

Table 3. Final results of SWARA method in weighting criteria  

C
ri

te
ri

o
n
 

Criteria weights based on SWARA Decision matrix 

Comparative importance of 

average value j
s  

Coefficient 

1
j j

k s= +  

Recalculated weight 

1j

j

j

x

w

k

−

=  

Weight 

j

j

j

w

q

w∑

=  A1 A2 A3 A4 

C3  1 1 0.241 2 4 6 7 

C5 0.15 1.15 0.870 0.210 1 3 8 3 

C1 0.20 1.20 0.725 0.175 2 4 7 7 

C2 0.30 1.30 0.558 0.135 6 3 4 5 

C6 0.10 1.10 0.507 0.122 2 4 7 3 

C4 0.05 1.05 0.483 0.117 4 7 5 6 
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Table 4. Ultimate results and ranking of the alternatives 

Alternatives Si Ri Vi Qi Ranking Grade 

A1 0.75 0.241 0.5 1.0000 4 D 

A2 0.5728 0.15 0.5 0.2221 3 C 

A3 0.4312 0.175 0.5 0.1374 1 A 

A4 0.5266 0.175 0.5 0.1851 2 B 

According to Table 4 which shows ultimate results of VIKOR methodology, the third alternative (Cluster 3) is 

the best cluster of suppliers. Based on this table, cluster 3hasgrade A, while others can be categorized B, C, and D. 

Also, the proposed hybrid model provides a systemically analytic model for clustering and ranking in a real situation 

with a combination of DM and MADM tools. 

4. Conclusions and future research directions 

Nowadays, the capability to collect and generate data has been vastly expanded and the huge amount of available 

data provides better resources for companies to make their decisions. OR/MS is the science of finding the best 

option for a decision making problem and data mining is the science of extracting information from a vast amount of 

data. 

Data is the backbone of data mining and decision making. Every decision needs information, so the DM can be 

used as a tool to provide useful information for OR/MS tools. In addition, OR methods can be used in DM 

techniques for optimization. Recently, there has been a growing interest in integrating DM and OR in many fields. 

One of the sub-disciplines of OR is MADM and this paper introduces new synergies between data mining and 

MADM. Also, in this paper, a novel hybrid approach for supplier clustering and cluster evaluation and selection 

with integrating DM mining and MADM methods was proposed. Two-stage cluster analysis was applied as a DM 

tool to group suppliers. The SWARA method was used to weigh the criteria for cluster analysis. In addition, 

SWARA method was applied as a decision making tool for extracting weights of criteria which is needed in 

VIKOR. Therefore, the results of SWARA were used as weighted inputs for VIKOR. The proposed SWARA-

VIKOR integrated approach can be viewed as another meaningful contribution of this study. 

Interest in integrating DM techniques with OR methods continue to grow and sub-disciplines of OR will absorb 

the new wave of interest soon. This interest is being addressed in the field of MADM at the beginning of the paper. 

However the field is very young, we hope that this paper provides a new perspective with motivation for researchers 

to this field. Furthermore, a new synergy can be integrated DM with MODM methods. 
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