Construction of binary and ternary self-orthogonal linear codes
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Abstract

We construct new binary and ternary self-orthogonal linear codes. In order to do this we use an equivalence between the existence of a self-orthogonal linear code with a prescribed minimum distance and the existence of a solution of a certain system of Diophantine linear equations. To reduce the size of the system of equations we restrict the search for solutions to solutions with special symmetry given by matrix groups. Using this method we found at least six new distance-optimal codes, which are all self-orthogonal.
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1. Introduction

A self-orthogonal linear \([n, k]\)-code is a \(k\)-dimensional subspace of the \(n\)-dimensional vector space \(GF(q)^n\) over the finite field \(GF(q)\) with the additional requirement that \(C \subseteq C^\perp\). Here, we restrict the finite field to \(GF(2)\) and \(GF(3)\).

The \(q^k\) codewords of length \(n\) are the elements of the subspace, they are written as row vectors. The Hamming weight \(w_t(c)\) of a codeword \(c\) is defined to be the number of nonzero entries of \(c\), the minimum distance \(\text{dist}(C)\) of a code \(C\) is the minimum of all weights of the nonzero codewords in \(C\). An \([n,k]\)-code of minimum distance \(d\) is called an \([n,k,d]\)-code.

For fixed dimension \(k\) one is interested in codes with high minimum distance \(d\) as these allow the correction of \(\lfloor (d - 1)/2 \rfloor\) errors. On the other hand one is interested in codes of small redundancy, i.e. in codes of small length \(n\). A linear \([n,k]\)-code \(C\) is called optimal if there is no linear \([n,k,\text{dist}(C) + 1]\)-code. We could construct self-orthogonal codes whose parameters improve the known bounds for general linear codes in several cases.

In Section 2 we characterize for parameters \(n, k, d\) the \([n, k, d]\)-codes as solutions of a system of Diophantine linear equations. In Section 3 additional equations are added to this system in order to restrict the search to self-orthogonal codes. Then, in Section 4 we further restrict the search to codes with a prescribed group of automorphisms to reduce the size of the linear system. In Section 5 the problem of solving the system of Diophantine linear equations is transferred to the problem of finding certain vectors in a lattice. Finally, Section 6 contains the results of the computer search.
2. Linear codes with prescribed minimum distance

If \( \Gamma \) denotes a generator matrix of a \( q \)-ary \([n,k]\)-code \( C \) then the code is given by the set \( C = \{v \cdot \Gamma \mid v \in GF(q)^k\} \).

If \( v \cdot w := \sum_i v_i \cdot w_i \) is the standard inner product and if \( \gamma_j \) indicates the \( j \)th column of the generator matrix \( \Gamma \), then each codeword \( v \cdot \Gamma \) can be written as
\[
v \cdot \Gamma = (v \cdot \gamma_0, \ldots, v \cdot \gamma_{n-1}).
\]

It is clear that the codewords \( v \cdot \Gamma \) and \( \lambda \cdot v \cdot \Gamma \), where \( v \in GF(q)^k \) and \( \lambda \in GF(q)^* \), are codewords that have the same weight. Let \( \Sigma_v \) be the numbers of columns \( u \) of the generator matrix for which \( v \cdot u = 0 \). Then the codeword \( v \cdot \Gamma \) has weight \( d' \) if and only if \( \Sigma_v = n - d' \).

Let \( \Omega \) be a set of representatives of the set of subspaces of dimension 1, i.e. \( \Omega := \{(v) \mid v \in GF(q)^k \setminus \{0\}\} \).

This observation leads us to the following theorem which shows the equivalence between the construction of codes with a prescribed minimum distance and solving a system of Diophantine linear equations.

Let \( M_{k,q} = (m_{v,w}) \) be the \(|\Omega| \times |\Omega|\) matrix whose rows resp. columns correspond to the elements of \( \Omega \). The entry \( m_{v,w} \), corresponding to row \( v \) and column \( w \), is defined by
\[
m_{v,w} := \begin{cases} 1 & \text{if } v \cdot w = 0 \\ 0 & \text{otherwise,} \end{cases}
\]

**Theorem 1** ([3]). There is a \( q \)-ary \([n,k,d']\)-code with minimum distance \( d' \geq d \) if and only if there is a vector \( x \in Z^{|\Omega|} \) and a vector \( y \in Z^{|\Omega|} \) satisfying \( 0 \leq x_i \leq n \), respectively \( 0 \leq y_i \leq n - d \), \( 0 \leq i < |\Omega| \), and
\[
(M_{k,q} - I) \cdot \begin{pmatrix} x \\ y \end{pmatrix} = 0 \quad \text{and} \quad \sum_{v \in \Omega} x_v = n, \tag{1}
\]
where \( I \) is the identity matrix.

\( M_{k,q} \) is the point-hyperplane incidence matrix of the finite projective geometry \( PG(k-1,q) \). The number \( m = (q^k - 1)/(q-1) \) of rows and columns of \( M_{k,q} \) is the limiting factor of this approach, since solving the system of Diophantine linear equations is only possible for small values of \( m \). Therefore we apply a well-known method, also described in [2,3], to shrink the matrix \( M_{k,q} \) to a much smaller one \( M_{k,q}^G \) by prescribing a subgroup \( G \) of the general linear group \( PGL(k, q) \). This approach will be described in Section 4.

3. Self-orthogonality

For an \([n,k]\)-code \( C \) the dual code \( C^\perp \) is defined as
\[C^\perp = \{w \in GF(q)^n \mid w \cdot c = 0 \text{ for all } c \in C\}.
\]

\( C^\perp \) is an \([n,n-k]\)-code. If \( C \subseteq C^\perp \) the code \( C \) is called self-orthogonal, if \( C = C^\perp \) the code \( C \) is called self-dual. That means, a code \( C \) is self-orthogonal if and only if
\[v \cdot w = 0 \quad \text{for all } v, w \in C.
\]

It is known that if \( \Gamma \) is a generator matrix of \( C \) and \( \gamma^{(0)}, \gamma^{(1)}, \ldots, \gamma^{(k-1)} \) are the rows of \( \Gamma \) then \( C \) is self-orthogonal if and only if
\[\gamma^{(i)} \cdot \gamma^{(j)} = \sum_{0 \leq s < n} \gamma_s^{(i)} \cdot \gamma_s^{(j)} = 0 \quad \text{for all } 0 \leq i \leq j < k.
\]
These are \( \binom{k+1}{2} \) equations over \( GF(q) \). As we saw in the previous section, each column of \( M_{k,q} \) corresponds to a possible column \( v \in \Omega \) of a generator matrix \( \Gamma \). With the notation of (1) and \( v^{(i)} \) denoting the \( i \)-th entry of the column vector \( v \), the additional equations over \( GF(q) \) can therefore be written as

\[
\sum_{v \in \Omega} x_v (v^{(i)} \cdot v^{(j)}) = 0 \quad \text{for} \ 0 \leq i \leq j < k. \tag{2}
\]

These equations guarantee, that the row products of a generator matrix \( \Gamma \) built from the columns of \( \Omega \) are all zero. Combining this with the result from the previous section we get the following theorem:

**Theorem 2.** Let \( q \in \{2, 3\} \). There exists a \( q \)-ary self-orthogonal \([n, k, d']\)-code with minimum distance \( d' \geq d \) if and only if there is a vector \( x \in \mathbb{Z}^{\lfloor |\Omega|/2 \rfloor} \) and a vector \( y \in \mathbb{Z}^{\lfloor |\Omega|/2 \rfloor} \), where \( 0 \leq x_i \leq n \), respectively \( 0 \leq y_i \leq n - d \), \( 0 \leq i < |\Omega| \), satisfying the system of equations

\[
(M_{k,q} - I) \cdot \begin{pmatrix} x \\ y \end{pmatrix} = 0 \quad \text{and} \quad P_{k,q} \cdot x \equiv 0 \mod q \quad \text{and} \quad \sum_{v \in \Omega} x_v = n,
\]

where the \( \binom{k+1}{2} \)-matrix \( P_{k,q} = (p_{(i,j),v}) \) is defined by

\[
p_{(i,j),v} \equiv v^{(i)} \cdot v^{(j)} \mod q,
\]

for \( 0 \leq i \leq j < k \) and \( v \in \Omega \).

In general, for codes over \( GF(q) \) with \( q \not\in \{2, 3\} \) self-orthogonality is not preserved by projective equivalence. In that case the existence of a solution vector in the above theorem is a sufficient, but not a necessary condition for the existence of a self-orthogonal code with the prescribed parameters.

The condition “\( \equiv 0 \)” from (2) has to be translated from a condition in \( GF(q) \) to a condition over \( \mathbb{Z} \). For prime fields the translation is obvious. We remark that the translation is also possible for nonprime fields.

### 4. Codes with prescribed automorphisms

A linear code \( C \) with generator matrix \( \Gamma \) has a corresponding multiset \( \hat{\Gamma} \) of 1-dimensional subspaces of \( GF(q)^k \) by taking the spaces generated by the columns of \( \Gamma \). We say \( \hat{\Gamma} \) has \( G \leq GL(k, q) \) as a group of projective automorphisms if the action of \( G \) leaves \( \hat{\Gamma} \) invariant. This works as a definition of an automorphism group of the code \( C \), as taking a different generator matrix \( \Gamma' \) gives a conjugated subgroup \( G' \) of \( G \) as group of projective automorphisms of \( \Gamma' \) [2].

Let \( G \) be a subgroup of \( GL(k, q) \), let \( \omega_0, \ldots, \omega_{m-1} \) be the orbits of \( G \) on the 1-subspaces of \( GF(q)^k \) and let \( \Omega_0, \ldots, \Omega_{m-1} \) be the orbits of \( G \) on the set of \((k-1)\)-subspaces with representatives \( K_i \in \Omega_i \). Let \( M_{k,q} \) be the \( m \times m \) matrix with entries

\[
m_{i,j}^G := ||T \in \omega_j \mid T \subseteq K_i||, \quad 0 \leq i, j < m.
\]

Further, let \( P_{k,q} = (p_{(i,j),s}) \) be the \( \binom{k+1}{2} \) by \( m \) matrix with entries

\[
p_{(i,j),s} = \sum_{v \in \omega_s} v^{(i)} \cdot v^{(j)} \mod q, \quad 0 \leq i \leq j < k, \ 0 \leq s < m.
\]

With this notation we can formulate the construction theorem for self-orthogonal linear codes with a prescribed group of automorphisms.

**Theorem 3.** Let \( q \in \{2, 3\} \). There is a \( q \)-ary self-orthogonal \([n, k, d']\)-code with minimum distance \( d' \geq d \) such that a generator matrix of this code has \( G \) as a subgroup of the group of automorphisms if and only if there is a vector \( x \in \mathbb{Z}^m \) with \( x_i \in \{0, \ldots, \lfloor n/|\omega_i| \rfloor \}, 0 \leq i < m \), a vector \( y \in \mathbb{Z}^m \) with \( y_i \in \{0, \ldots, n - d \}, 0 \leq i < m \), and a vector \( z \in \mathbb{Z}^\lfloor \binom{k+1}{2} \rfloor \) satisfying

\[
\begin{pmatrix}
M_{k,q}^G & -I & 0 \\
P_{k,q}^G & 0 & -q \cdot I \\
|\omega_0| & \ldots & |\omega_{m-1}|
\end{pmatrix}
\begin{pmatrix}
x \\
y \\
z
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
n
\end{pmatrix}.
\]
where \( I \) is the identity matrix.

Note that in the above system of equations the integer variables \( z_i, 0 \leq i < \binom{k+1}{2} \) are implicitly bounded by the restrictions on the vector \( x \) and \( y \).

As for Theorem 2, in the case of \( q \not\in \{2, 3\} \) the above condition is sufficient but not necessary.

5. Solving systems of diophantine linear equations

It is well known that finding solutions of the above system of Diophantine linear equations is an NP-hard problem. Here, we try to find solutions with lattice point enumeration [8]. The linear system is transferred into the problem of finding certain small vectors in a lattice. The search for these vectors is done with lattice-basis reduction followed by exhaustive enumeration.

The system (3) of equations consists of \( 3m \) columns and \( m + 1 + \binom{k+1}{2} \) rows. The upper bounds on the variables \( x_i, 0 \leq i \leq m-1 \), are \([n/|a_i|]\), the upper bounds on the variables \( y_i, 0 \leq i \leq m-1 \), are \( n-d \).

In general, finding solutions for this system can be formulated as the following integer programming problem:

Let \( n \) and \( m \) be positive integers and \( A \) be an \( m \times n \) integer matrix and \( c \in \mathbb{Z}^m \). Further, let \( r \in \mathbb{N}^n \) be a vector of upper bounds. Does there exist a vector \( x \in \mathbb{Z}^n \) such that

\[
A \cdot x = c \quad \text{and} \quad 0 \leq x \leq r^\top.
\]  

The algorithm to solve the problem (4) for arbitrary values of \( r \in \mathbb{N}^n \) consists of two steps. First, we compute a basis consisting of integer vectors \( b^{(1)}, b^{(2)}, \ldots, b^{(n-m+1)} \) of the extended homogeneous system, i.e. the negative of the right-hand side vector is appended as column 0 to the left-hand side matrix \( A \) in (4):

\[
\begin{pmatrix}
-c & A
\end{pmatrix}
\begin{pmatrix}
x_0 \\
\vdots \\
x_n
\end{pmatrix} = 0.
\]

Since we can assume that the extended matrix \( A' \) has full row-rank \( m \), the kernel of the system (5) has dimension \( n-m+1 \).

We can assume that there are no obviously fixed variables and no obvious contradictions, i.e. we can at least assume that \( 0 < r_i \in \mathbb{N} \) for \( 1 \leq i \leq n \). The basis of the lattice consists of the columns of the following \((m+n+1) \times (n+1)\)-matrix (see [9]):

\[
\begin{pmatrix}
-N \cdot d & N \cdot A \\
-r_{\max} & 2s_1 & 0 & \ldots & 0 \\
-r_{\max} & 0 & 2s_2 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
-r_{\max} & 0 & \ldots & \ldots & 2s_n \\
-r_{\max} & 0 & \ldots & \ldots & 0
\end{pmatrix}
\]

where \( N \in \mathbb{N} \) is a large constant and

\[
r_{\max} = \text{lcm}\{r_1, \ldots, r_n\} \quad \text{and} \quad s_i = \frac{r_{\max}}{r_i}, \quad 1 \leq i \leq n.
\]

If \( N \) is large enough, see [1], the reduced basis will consist of \( n-m+1 \) vectors with only zeroes in the first \( m \) rows and \( m \) vectors which contain at least one nonzero entry in the first \( m \) rows. The latter vectors can be removed from the basis. From the remaining \( n-m+1 \) vectors we can delete the first \( m \) rows which contain only zeroes. This gives a basis \( b^{(1)}, b^{(2)}, \ldots, b^{(n-m+1)} \in \mathbb{Z}^{n+1} \) of the kernel of (5). In the second step of the algorithm all integer linear combinations of the basis vectors \( b^{(1)}, b^{(2)}, \ldots, b^{(n-m+1)} \in \mathbb{Z}^{n+1} \) which correspond to solutions of the problem (4) are enumerated. Since we are only interested in nonhomogeneous solutions of (5) we can demand that \( x_0 = 1 \) in (5).
Theorem 4. Let
\[ v = u_1 \cdot b^{(1)} + u_2 \cdot b^{(2)} + \cdots + u_{n-m+1} \cdot b^{(n-m+1)} \]
be an integer linear combination of the basis vectors with \( v_0 = r_{\text{max}} \). Then \( v \) is a solution of the system (4) if and only if
\[ v \in \mathbb{Z}^{n+1} \quad \text{where} \quad -r_{\text{max}} \leq v_i \leq r_{\text{max}}, \quad 1 \leq i \leq n. \]

The exhaustive enumeration is done with the backtracking algorithm of Ritter [7], see also [2,8,9] for a detailed description. After finding the first solution of (4) the enumeration is stopped.

6. Results

In this section we present the parameters of all linear codes we constructed with the proposed method and which are improvements of the bounds (for general linear codes) in [6]. We restricted ourselves to the binary and ternary case.

We are not aware of tables of bounds for self-orthogonal codes. A complete list of the best parameters of the codes we could construct, together with generator matrices and the group of automorphisms used, are available at [4].

Parameters of new optimal codes:

\[ [177, 10, 84]_2, [38, 7, 21]_3, [191, 6, 126]_3, [202, 6, 132]_3, [219, 6, 144]_3, [60, 7, 36]_3. \]

Parameters of codes which are improvements to the bounds in [6] but which are not optimal codes:

\[ [175, 10, 82]_2, [140, 11, 64]_2, [61, 7, 36]_3, [188, 7, 120]_3, [243, 7, 156]_3. \]

The computation was done on a 2 GHz Pentium 4 PC with 1 GB main memory. To construct the systems of equations we directly use the definitions given in Section 4. The time needed to do this is small compared to the time needed to solve the corresponding system of Diophantine equations. The computation times depend heavily on the number of orbits and the number \( n - d \) which is the upper bound of parts of the variables. Also the number \( \binom{k+1}{2} \) of equations to ensure self-orthogonal solutions comes into play. All this is shown in the following table which gives detailed information for the six optimal codes:

<table>
<thead>
<tr>
<th>Code</th>
<th># orbits</th>
<th>Time</th>
<th>( n - d )</th>
<th>( \binom{k+1}{2} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>[177, 10, 84]_2</td>
<td>51</td>
<td>&lt;3 h</td>
<td>93</td>
<td>55</td>
</tr>
<tr>
<td>[38, 7, 21]_3</td>
<td>101</td>
<td>&lt;100 s</td>
<td>17</td>
<td>28</td>
</tr>
<tr>
<td>[60, 7, 36]_3</td>
<td>67</td>
<td>&lt;100 s</td>
<td>24</td>
<td>28</td>
</tr>
<tr>
<td>[202, 6, 132]_3</td>
<td>44</td>
<td>&lt;10 s</td>
<td>70</td>
<td>21</td>
</tr>
<tr>
<td>[219, 6, 144]_3</td>
<td>38</td>
<td>&lt;10 s</td>
<td>75</td>
<td>21</td>
</tr>
<tr>
<td>[191, 6, 126]_3</td>
<td>44</td>
<td>&lt;10 s</td>
<td>65</td>
<td>21</td>
</tr>
</tbody>
</table>

One further problem is to choose a group such that the reduction is large enough to get a system which can be handled by the algorithm, but on the other hand which is also a group of automorphisms of a self-orthogonal code with high minimum distance. We experimented with several subgroups of \( GL(k, q) \). For more details see [5] where we described the situation in the more general case of arbitrary linear codes with prescribed automorphisms. In the case of self-orthogonal codes we noted that the cyclic groups (i.e. only one generator) were especially good. So, for example, in the case of \( q = 2 \) and \( k = 9 \) all the distance-optimal self-orthogonal codes were found by using cyclic groups.

In most cases it was possible to find self-orthogonal codes, which meet the minimum weight of the best-known linear codes. Of course, this is possible only in the case of even weight (in the binary case) and weight \( d \) with \( d \equiv 0 \mod 3 \) (in the ternary case). This situation is shown in the following table for the case \( q = 2 \) and \( k = 9 \). It lists the length \( n \) and minimum distance \( d \) of all self-orthogonal codes which could be constructed with the above method and whose minimum distance is as least as high as the best-known codes in [6]. An entry 30–33 means that codes of length 30, 31, 32, and 33 could be constructed.
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