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Abstract

This paper deals with idempotent matrices (i.e., AZ = A)and t-potent matrices (i.e., B! =
B). When both matrices commute, we derive a list of all complex numbers ¢ and ¢, such that
c1A + ¢ B is an idempotent matrix. In addition, the real case is also analyzed.
© 2005 Elsevier Inc. All rights reserved.
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We consider the following problem: to describe all pairs (c1, ¢2) of nonzero com-
plex numbers for which there exist an idempotent complex matrix A (i.e., A2 = A)
and a r-potent complex matrix B (i.e., B’ = B) such that their linear combination
c1A + 2B is an idempotent matrix. This problem was studied in [1] and [2] for
t = 2andt = 3, respectively. We solve it for all # > 1, but only if A and B commute.
We suppose that B has at least two distinct nonzero eigenvalues since otherwise
B = AP, where P2 = P, thatis, c{A + 2B = ¢; A + c»A P is a linear combination
of idempotent matrices studied in [1].

* Corresponding author.
E-mail addresses: jbenitez@mat.upv.es (J. Benitez), njthome @mat.upv.es (N. Thome).

0024-3795/$ - see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.1aa.2005.02.027


https://core.ac.uk/display/82524476?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
www.elsevier.com/locate/laa
mailto:jbenitez@mat.upv.es
mailto:njthome@mat.upv.es

J. Benitez, N. Thome / Linear Algebra and its Applications 403 (2005) 414-418 415

Theorem 1. Let A and B be nonzero complex matrices and c1 A + co B = C satisfy
A% = A, B¥H = B, AB = BA, and C? = C. Assume that A and B are not simul-
taneously similar to A’ ® 0 and B’ @ 0, respectively. Also assume that B has at
least two distinct nonzero eigenvalues and ¢y # 0 # c>. Then there is a nonsingular
matrix S such that c;S™'AS + 287 'BS = S'CS is one of the following linear

combinations, in whichu, v € \k/T, u+v,ande = % + \/Til
v I 0 n 1 vl 0| (0 O
v—u |0 I u—vl| 0 wl|l— |0 1|’
a0 —iful O] |0 O
u [0 o™ Lo w|T|o 1]

101 ful 0] _[1 0
(1 —wuv )[0 o}“ [0 v1:|_[0 1]

I 0 0 —vl 0 0 0 0 0
0 I O|l+v'l 0o o0 of|=|0 1 0 if2l,
0 0 0 0 0 I 0 0 I
I 0 0 e lul 0 0 0 O
e|l0 I o+t o ul 0 | =[]0 1 0| if6lk.
0O 0 O 0 0 eul 0o 0 I

Proof. By simultaneous similarity transformations with A and B, we make A =
I ®0. Then B = B] & By since AB = BA. Both By and B; are diagonalizable
because B! = B. By simultaneous similarity transformations with A and B that
preserve A = I, @ 0, we make B = diag(pB1, ..., B,), where all ,BikH = Bi, that is,
Bi € /1 or B; = 0. Since A and B are diagonal, C = diag(yy, ..., y,) and C> = C
implies y1, ..., vn, € {0, 1}.

Therefore,
[17] A1 R
: : : .
1 1 + ﬁr cr = VV , :31 € {0} U \/T’ (1)
0 Br+1 Yr+l vi € {0, 1}.
_O_ L Bn _ L Vn |
Because 8,41, ..., B, and ¢ are all nonzero, 41 =--- =y, = .

We can consider (1) as a system of linear equations with respect to ¢; and c;.
Since this system is solvable, there are at most two linearly independent equations.
The number of independent equations equals 2 since A # 0 and B has at least two
nonzero eigenvalues. Let us fix two linearly independent equations.

Case 1: The linearly independent equations have the form

c1+cu=0, ci+cv=0 (u+#v).
Then ¢y = 0 and this case is impossible.



416 J. Benitez, N. Thome / Linear Algebra and its Applications 403 (2005) 414-418
Case 2: The linearly independent equations have the form
cir+cu=1, c+cv=0.

Then ¢; = ;% and ¢ = ﬁ From (1) we get ;= + uﬁTlv € {0, 1} for all i =

1,...,randuﬂTjU=1forallj:r—i—l,...,n.Henceﬁ,-:vor,B,-:uforalli
I,...,rand Bj =u—vforal j=r+1,...,n
If r = n, rearranging if necessary the eigenvalues of B, we get

I 0 vl 0
A_[O Ij|’ B_[O ulj|'
If  <n, then B; =¢eu, v= e lu, and 6lk because u = B; +v and u, B, v
/1. Rearranging if necessary the eigenvalues of B, we get

I 0 0 e~ ul 0 0
A=|0 I 0|, B= 0 ul 0
0 0 O 0 0 eul

Case 3: The linearly independent equations have the form

m

cirt+cou=1, c+cv=1 (u #v).
Then ¢ = 0 and this case is impossible.
Case 4: The linearly independent equations have the form
ci+cu=0, cv=1.

Then ¢; = —uv~! and ¢, = v~!. From (1) we get —uv~ ' +v718 €10, 1} for all
i=1,...,randv’1,8j=lforallj=r+1,...,n.Hencef3,~=uorﬂi=u+v
foralli =1,...,rand B; =vforall j =r +1,...,n.

If g =uforalli =1,...,r, rearranging if necessary the eigenvalues of B, we

get
I 0 ul 0
a=lo o) ==[5
Suppose that there exists i € {1, ...,r}suchthat 8 =u +v.If B; # 0, thenu =

e~1B;, v =epi, and 6|k since B;, u, v € +/1. Rearranging if necessary the eigen-
values of B, we get

I 0 0 e~ 1gI 0 0
A=1|0 I 0|, B= 0 Bil 0 1,
0 0 0 0 0 eBil
andc; = —uv =g, cp =01 = 8_1/3;]. If i =0,thenu=—v,ci=1,¢c =
v~!, and k is even. Rearranging if necessary the eigenvalues of B, we get
I 0 O —vl 0 O
A=10 I 0|, B=] 0 0 0

0 0 O 0 0 vl
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Case 5: The linearly independent equations have the form
ci+cou=1, cv=1.

Thenc; = 1 —uv~ " and ¢, = v~!. From (1) we getl—uv_l +v_1,3i € {0, 1} for
ali=1,...,r and v_l,Bj:l forall j=r+1,...,n. Hence B =u or B; =
u—vforalli=1,...,rand B =vforall j=r+1,...,n.

If B =uforalli =1,...,r, rearranging if necessary the eigenvalues of B, we
get
I 0 ul 0
a=lo o) 2=l )
If there exists i € {1, ..., r} such that 8; = u — v, then ; = e lu, v = eu, and

6|k because u, f;, v € ~/1. Rearranging if necessary the eigenvalues of B, we get

I 0 0 e~lul 0 0
A=|0 I 0|, B= 0 ul 0 |,
0 0 0 0 0 eul

1 1 1,,—1

andci=1—uv '=¢g,cp=v " =¢ 'u
Case 6: The linearly independent equations have the form

cou=1, cv=1 (u # v).

This system is unsolvable.
This completes the proof. [J

It seems interesting to show that k must be less than 3 when ¢ and ¢; are restricted
to be real numbers.

Corollary 1. Let c1 and c> be nonzero real numbers. Let A and B be nonzero com-
plex matrices and c1 A + c» B = C satisfy A=A, B¥"' =B, AB=BA, A #+ B,
and C* = C. Then B? = B or B? = B.

Proof. The case k = 1 was studied in [1] and it yields B> = B. So, we suppose
k > 1. From Theorem 1, ¢; = ¢7, and ¢p = ¢; we get {u, v} = {1, —1}. Hence, we
deduce that B3 = B since B is diagonalizable. [
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