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Abstract

We study extremal functions for a family of Poincaré–Sobolev-type inequalities. These functions mini-
mize, for subcritical or critical \( p \geq 2 \), the quotient \( \|\nabla u\|_2/\|u\|_p \) among all \( u \in H^1(B) \setminus \{0\} \) with \( \int_B u = 0 \).
Here \( B \) is the unit ball in \( \mathbb{R}^N \). We show that the minimizers are axially symmetric with respect to a line passing through the origin. We also show that they are strictly monotone in the direction of this line. In particular, they take their maximum and minimum precisely at two antipodal points on the boundary of \( B \).
We also prove that, for \( p \) close to 2, minimizers are antisymmetric with respect to the hyperplane through the origin perpendicular to the symmetry axis, and that, once the symmetry axis is fixed, they are unique (up to multiplication by a constant). In space dimension two, we prove that minimizers are not antisymmetric for large \( p \).
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1. Introduction and main results

Let \( \Omega \subset \mathbb{R}^N \) be bounded domain with smooth boundary. Moreover, let \( q \geq 1 \); let \( 1 \leq p \leq q N/(N - q) \) if \( N > q \), \( 1 \leq p < \infty \) if \( N = q \), \( 1 \leq p \leq \infty \) if \( N < q \). We consider the family of Poincaré–Sobolev-type inequalities
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where \( u_\Omega = \frac{1}{|\Omega|} \int_\Omega u \) is the average of \( u \) on \( \Omega \). This family of inequalities can be derived by combining Poincaré’s inequalities with Sobolev embeddings, see e.g. [20, Section 3.6]. But this derivation neither yields optimal constants \( C(p, q, \Omega) \), nor it answers the question whether equality can be achieved and, if so, how extremal functions look like for particular domains \( \Omega \). These questions, which are of interest both from an analytical and a geometrical point of view, have been addressed in a number of papers, but answers have only been obtained in special cases so far. In the “linear” case \( p = q = 2 \), the best constant \( C(2, 2, \Omega) \) is just the inverse of the second eigenvalue \( \lambda_2(\Omega) \) of the Neumann Laplacian on the domain \( \Omega \), and for \( u \neq 0 \) equality holds in (1.1) if and only if \( u \) is a corresponding eigenfunction. For some domains, \( \lambda_2(\Omega) \) and its eigenspace can be computed in terms of special functions. A general upper estimate for \( \lambda_2(\Omega) \) is given by an isoperimetric inequality due to Szegö [34] for \( N = 2 \) and Weinberger [36] for \( N \geq 3 \). This inequality states that, among all domains of fixed volume, \( \lambda_2(\Omega) \) is maximal for the ball.

For convex domains, a lower estimate for \( \lambda_2(\Omega) \) is given in [30] in terms of the diameter of \( \Omega \), and in the two-dimensional case the location of the nodal line is studied in [23]. The case \( q = 1 \) also received much attention. In this case, the best constant in (1.1) is attained in the space of functions of bounded variation, and the extremal functions directly reflect geometric properties of the domain \( \Omega \), see [26,39].

The present paper is motivated by the rather complete description obtained recently for the one-dimensional case, i.e., for \( \Omega = (-1, 1) \subset \mathbb{R} \). In this case, building upon previous work of Dacorogna et al. [16], Egorov [18], Buslaev et al. [11], Belloni, Kawohl [7] and Kawohl [22], Nazarov [28] completed the proof of the following result.

**Theorem 1.1.** (See [28]) Let \( \Omega = (-1, 1) \), and let \( p, q \in (1, \infty) \). Then the best constant \( C(p, q, \Omega) \) in (1.1) is attained, and the corresponding extremal functions are either strictly increasing or strictly decreasing on \((-1, 1)\). Moreover, for \( p \leq 3q \), the best constant is attained by an odd function \( u_{p,q} \), and every other extremal function with \( \int_{-1}^1 u = 0 \) is a scalar multiple of \( u_{p,q} \). For \( p > 3q \), the extremal functions are not odd.

The proof of this theorem is based on ordinary differential equation techniques. A crucial fact which is used is the existence of a first integral for the corresponding Euler equation. In this paper we study the case of multidimensional domains \( \Omega \subset \mathbb{R}^N \), \( N \geq 2 \), which requires a new approach. We focus on the case \( q = 2 \) and \( 2 \leq p \leq 2^* \) for \( N \geq 3 \), \( 2 \leq p < \infty \) for \( N = 1, 2 \), where \( 2^* = 2N/(N-2) \) is the critical Sobolev exponent. For \( p > 2 \), not much seems to be known about extremal functions even on simple domains. The only result we are aware of is concerned with a rectangle in \( \mathbb{R}^2 \), see [29]. Let \( \|u\|_p \) denote the usual \( L^p \)-norm of a function \( u \in L^p(\Omega) \), and let \( H_{\text{rad}}(\Omega) \) denote the space of all functions \( u \in H^1(\Omega) \) with \( \int_\Omega u = 0 \), endowed with the norm \( \|\nabla u\|_2 \). Then the best constant \( C(p, 2, \Omega) \) in (1.1) is just the square of the norm of the embedding \( H_{\text{rad}}(\Omega) \hookrightarrow L^p(\Omega) \), and it is the inverse of the number

\[
\Lambda_p(\Omega) = \inf_{u \in H_{\text{rad}}(\Omega) \setminus \{0\}} \frac{\|\nabla u\|_2^2}{\|u\|_p^2}.
\]
For subcritical $p < 2^*$, one may use the compactness of the embedding $H^1(\Omega) \hookrightarrow L^p(\Omega)$ to show that the minimum in (1.2) is attained. We first extend this statement to the critical case $N \geq 3$, $p = 2^*$, where compactness fails for the embedding $H^1(\Omega) \hookrightarrow L^p(\Omega)$. We let, as usual, $S$ stand for the best Sobolev constant, i.e.,

\[
S = \inf_{u \in C^0_0(\mathbb{R}^N) \setminus \{0\}} \frac{\|\nabla u\|_2^2}{\|u\|_{2^*}^2}.
\]

**Proposition 1.2.** Let $N \geq 3$, $p = 2^* = \frac{2N}{N - 2}$, and let $\Omega \subset \mathbb{R}^N$ be a smooth bounded domain. Then $\Lambda_p(\Omega) < S/2^{N/2}$, and the minimum in (1.2) is achieved.

In the proof of this observation, estimates for critical exponent Neumann problems due to Adimurthi, Mancini [1] and Wang [35] play a crucial role. The main goal of this paper is to analyze the shape of minimizing functions, aiming for similar results as obtained in Theorem 1.1 for the case of an interval. We note that every normalized minimizer $u \in H^1(\Omega) \setminus \{0\}$, $\|\nabla u\|_2 = 1$, of (1.2) is a sign changing weak solution of the problem

\[
-\Delta u = \lambda_p |u|^{p-2}u + \mu_p \quad \text{in } \Omega, \quad \frac{\partial u}{\partial \nu} = 0 \quad \text{on } \partial \Omega.
\]

Here $\lambda_p = [\Lambda_p(\Omega)]^{p/2}$, and $\mu_p$ is given by

\[
\mu_p = \mu_p(u) = -\frac{\lambda_p}{|\Omega|} \int_{\Omega} |u|^{p-2}u.
\]

By elliptic regularity theory, $u \in C^{3,\alpha}(\overline{\Omega})$ for some $0 < \alpha < 1$. We focus on the case where the domain is the open unit ball $B \subset \mathbb{R}^N$, but we also discuss the case of an annulus and some extensions to nonradial domains, see Theorems 6.2, 7.4 and Section 8. Our main results are collected in the following theorem.

**Theorem 1.3.** Let $2 \leq p \leq 2^*$ for $N \geq 3$, $2 \leq p < \infty$ for $N = 2$, and let $u$ be a minimizer for (1.2) on the unit ball $B \subset \mathbb{R}^N$. Then there exists a unit vector $e \in \mathbb{R}^N$ such that:

(a) $u(x)$ only depends on $r = |x|$ and $\theta := \arccos(\frac{x}{|x|} \cdot e)$. Hence $u$ is axially symmetric with respect to the axis passing through 0 and $e$.
(b) $\partial u/\partial \theta(r, \theta) < 0$ for $0 < r \leq 1$, $0 < \theta < \pi$.
(c) $\partial_e u > 0$ on $B \setminus \{e\}$. If $\tau$ is another unit vector in $\mathbb{R}^N$ orthogonal to $e$, then $\partial_{\tau} u$ has precisely four nodal domains. Here $\partial_e$ and $\partial_{\tau}$ denote the directional derivatives in the direction of $e$ and $\tau$, respectively.
(d) If $p$ is close to 2, then $u$ is antisymmetric with respect to the reflection $x \mapsto x - 2(x \cdot e)e$ at the hyperplane $H_e := \{x \in \mathbb{R}^N : x \cdot e = 0\}$. Furthermore, if $p$ is close to 2, then every other minimizer of (1.2) whose axis of symmetry has direction $e$ is a scalar multiple of $u$.
(e) In the two-dimensional case $N = 2$, the function $u$ is not antisymmetric when $p$ is sufficiently large.
When $u : B \to \mathbb{R}$ is a function defined on the unit ball $B$ which only depends on $r = |x|$ and $\theta := \arccos(\frac{x}{|x|} \cdot e)$ for some fixed $e \in \partial B$, then we freely vary between the notations $u(x), x \in B$, and $u(r, \theta), 0 \leq r \leq 1, \theta \in [0, \pi]$.

**Remark 1.4.** (i) In the case $p = 2$, minimizers of (1.2) are precisely the eigenfunctions of the Neumann Laplacian on $B$ corresponding to the first nontrivial eigenvalue $\Lambda_2$. For these eigenfunctions, properties (a)–(d) can be verified easily, see Section 3.

(ii) Properties (a) and (b) imply that $u$ is foliated Schwarz symmetric in the sense of [4,33]. In [21] this symmetry is called spherical symmetry, whereas in [9] it is called codimension-one symmetry.

(iii) By properties (b) and (c), $u$ takes its maximum and minimum precisely at the two antipodal points $\{\pm e\}$ on the boundary of $B$ and has precisely two nodal domains. In particular, $u$ is a nonradial function. At first glance, one might guess that (c) follows from a monotone rearrangement along straight lines. However, it is unclear whether the Dirichlet integral in the numerator of (1.2) decreases under this rearrangement, see [21, Remark 2.36]. Our proof follows a different approach described below.

(iv) In the case that $u$ is antisymmetric with respect to the reflection at the hyperplane $H_e$, the four nodal domains of $\partial_\tau u$ are the four quadrants in $B$ cut off by the hyperplanes $H_e$ and $H_e := \{x \in \mathbb{R}^N : x \cdot \tau = 0\}$.

(v) Part (d) and (e) show that the “antisymmetry breaking” observed in dimension one (see Theorem 1.1 above) also occurs in the two-dimensional case for $p$ somewhere strictly between 2 and $\infty$. It would be interesting to have more information about the precise value where the symmetry breaking occurs. In dimensions $N \geq 3$, we do not know whether for any $p$ there exist minimizers which are not antisymmetric.

(vi) Part (d) and (1.5) yield $\mu_p = \mu_p(u) = 0$ for $p$ close to 2 and any minimizer $u$ in (1.2), hence $u$ solves an equation with a homogeneous right-hand side.

(vii) In the case that $p = 2$, $u(r, \theta) = g(r) \cos \theta$ for some function $g : [0, 1] \to \mathbb{R}$. So, it seems natural to ask if there exist functions $R : [0, 1] \to \mathbb{R}$ and $\Theta : [0, \pi] \to \mathbb{R}$ such that $u(r, \theta) = R(r)\Theta(\theta)$, for $p > 2$. We will show that this is not the case for $u$ antisymmetric (see Remark 6.3).

(viii) For an annulus $A = \{x \in \mathbb{R}^N : \rho < |x| < 1\}, 0 < \rho < 1$, analogues of (a), (b), (d) and (e) hold. With regard to (c) we only have a partial result, see Section 8.

(ix) Part (a) of Theorem 1.3 is also true for $1 < p \leq 2$, see Section 4. It would be interesting to know whether parts (a)–(c) also hold for the general quasilinear case $q \neq 2$ and all $1 < p < qN/(N - q)$. Most of the arguments in the present paper use the fact that minimizers solve a semilinear elliptic equation with an increasing $C^1$-nonlinearity, so they require $q = 2, p \geq 2$.

We mention further work related to our results. On Riemannian manifolds, the Poincaré–Sobolev inequality has been studied by Zhu [37–39]. In [38] he proves the existence of extremal functions for (1.1) on the standard $N$-dimensional sphere for $q \in (1, (1 + \sqrt{1 + 8N})/4)$ and critical $p = qN/(N - q)$. In [39] he proves interesting geometric results for the case $q = 1, p = 2$ on a two-dimensional Riemannian manifold. Recently, Bartsch, Willem and one of the authors proved in [4] that least energy sign changing solutions of a superlinear problem similar to (1.4) on a ball or an annulus are axially symmetric. Using this information and a result from [3], Aftalion and Pacella [2] then deduced further properties of these solutions, showing in particular that least energy solutions are not radially symmetric. However, in contrast to the present paper, only Dirichlet boundary conditions were considered in [2,4], and in [2] this seems to enter crucially in the proofs. Extremal functions for the trace Sobolev inequality in a ball have been determined by
Carlen and Loss in [12] exploiting conformal invariance and rearrangements of functions; and they were also obtained later by Maggi and Villani in [25] using mass transportation methods, in the spirit of Cordero-Erausquin et al. [15].

Next we briefly describe the techniques we use to prove Theorem 1.3. The proof of (a) follows the ideas in [4]. It uses a different characterization of the desired symmetry property by simple two-point rearrangement inequalities corresponding to the family of hyperplanes which contain the origin. The corresponding two-point rearrangement is called polarization, and it is also used for instance in [5,9,10].

For the proof of (b) and (c), in the case that \( p > 2 \), we first reformulate the minimization problem (1.2) in terms of a non-homogeneous functional \( G : H_{za}(B) \to \mathbb{R} \) whose second derivative is easier to study. The minimizers of (1.2) then correspond to minimizers of the restriction of \( G \) to the associated Nehari manifold. We then investigate properties of the directional derivatives \( \partial u / \partial x_i \) of \( u \). These functions are easily seen to be pointwise solutions of the linearized problem, but they do not satisfy homogeneous Neumann boundary conditions. Nevertheless we can use these functions to show the asserted monotonicity properties at least in certain subregions of the unit ball \( B \). The proof is then completed by a moving plane argument. We feel that this combined approach has further applications for problems with Neumann or mixed boundary conditions.

Part (d) is proved by a perturbation argument based on the fact that, as \( p \to 2 \), the minimizers of (1.2) approach eigenfunctions of the Neumann Laplacian on \( B \) corresponding to the second (hence the first nontrivial) eigenvalue. This eigenvalue is degenerate, but we can remove this degeneracy by fixing some axis of symmetry. In this fixed space of axially symmetric functions, there is only a one-dimensional subspace of corresponding eigenfunctions, and these eigenfunctions are antisymmetric. Somewhat similar perturbation arguments have been used by Dancer [17] and Lin [24] to prove uniqueness of positive solutions for some slightly superlinear Dirichlet problems.

The proof of (e) relies on the facts that, in dimension two, \( \Lambda_p \) converges to 0 as \( p \to \infty \), and the same is true when the infimum in (1.2) is taken in the class of antisymmetric functions.

The paper is organized as follows. In Section 2 we prove Proposition 1.2. In Section 3 we briefly recall how Theorem 1.3(a)–(d) can be derived in the linear case \( p = 2 \). Section 4 is devoted to the proof of Theorem 1.3(a) and a weak form of the monotonicity property claimed in part (b). The proof of parts (b) and (c) are completed in Section 5. In Section 6 we consider \( p \) close to 2 and prove Theorem 1.3(d). The proof of part (e) is contained in Section 7. The case of an annulus is discussed in Section 8. Finally, the appendix is devoted to the Hopf boundary lemma which plays a crucial role in our arguments. Here we prove a version for half-balls with a slightly stronger conclusion as usually stated in the literature.

Throughout the paper, whenever the underlying domain is the unit ball \( B \), we will just write \( H_{za} \) instead of \( H_{za}(B) \), \( \Lambda_p \) instead of \( \Lambda_p(B) \), etc. Finally, if \( A \) is a subset of \( \mathbb{R}^N \), we denote by \( \text{int}(A) \), \( \text{cl}(A) \), and \( \partial A \) the interior, closure, and boundary of \( A \), respectively.

2. Existence of minimizers in the critical case

In this section we prove Proposition 1.2. The proof relies on the following estimate.

**Proposition 2.1.** Let \( N \geq 3 \), \( p = 2^* = 2N/(N - 2) \), and let \( \Omega \subset \mathbb{R}^N \) be a smooth bounded domain. Then \( \Lambda_p(\Omega) < S/2^{2/N} \), where \( S \) is defined in (1.3).
Proof. Without loss of generality, we may assume that $0 \in \partial \Omega$, and that the mean curvature of $\partial \Omega$ at $0$ is strictly positive. We consider the Aubin–Talenti instantons $u_\varepsilon \in H^1(\Omega)$, $\varepsilon > 0$, restricted to the domain $\Omega$. These are defined by

$$u_\varepsilon(x) = \frac{[N(N - 2)\varepsilon^2]^{\frac{N-2}{4}}}{[\varepsilon^2 + |x|^2]^{\frac{N-2}{2}}} \varepsilon^{\frac{2-N}{2}} U\left(\frac{x}{\varepsilon}\right), \quad x \in \Omega,$$

where

$$U(x) := \frac{[N(N - 2)]^{\frac{N-2}{4}}}{[1 + |x|^2]^{\frac{N-2}{2}}}.$$

Then, as $\varepsilon \to 0$, we have the following estimates due to Adimurthi and Mancini (see [1, proof of Lemma 2.2]):

$$\frac{\|\nabla u_\varepsilon\|_2^2}{\|u_\varepsilon\|_p^2} \leq \frac{S}{2^{2/N}} \left(1 - c_0 \varepsilon \log \varepsilon + O(\varepsilon)\right) \quad \text{if } N = 3,$$

(2.1)

$$\frac{\|\nabla u_\varepsilon\|_2^2}{\|u_\varepsilon\|_p^2} \leq \frac{S}{2^{2/N}} \left(1 - c_1 \varepsilon + O\left(\varepsilon^2 \log \varepsilon\right)\right) \quad \text{if } N = 4,$$

(2.2)

$$\frac{\|\nabla u_\varepsilon\|_2^2}{\|u_\varepsilon\|_p^2} \leq \frac{S}{2^{2/N}} \left(1 - c_2 \varepsilon + O\left(\varepsilon^2\right)\right) \quad \text{if } N \geq 5,$$

(2.3)

Above and in the following, $c_0, c_1, c_2, \ldots$ are positive constants which may depend on the dimension $N$. Moreover, for $s \geq 1$ we have

$$\|u_\varepsilon\|_s^2 = \int_\Omega u_\varepsilon^s \, dx \leq \int_{B_R(0)} u_\varepsilon^s \, dx = \varepsilon^{\frac{s(2-N)}{2}} \int_{B_R(0)} U^s\left(\frac{x}{\varepsilon}\right) \, dx$$

$$= \varepsilon^{\frac{s(2-N)}{2} + N} \int_{B_{R/\varepsilon}(0)} U^s(z) \, dz = c_3 \varepsilon^{\frac{s(2-N)}{2} + N} \int_0^{R/\varepsilon} \frac{r^{N-1}}{(1 + r^2)^{s(N-2)/2}} \, dr$$

$$\leq \varepsilon^{\frac{s(2-N)}{2} + N} \left(c_4 + c_5 \int_1^{R/\varepsilon} r^{(N-1) - s(N-2)} \, dr\right)$$

$$= \varepsilon^{\frac{s(2-N)}{2} + N} \left(c_4 + c_6 \varepsilon^{s(N-2) - N}\right) = O\left(\varepsilon^{\min\left\{\frac{s(2-N)}{2} + N, \frac{s(N-2)}{2}\right\}}\right).$$

Here $R > 0$ is chosen so large such that $\Omega \subset B_R(0)$. In particular,

$$\|u_\varepsilon\|_1 = O\left(\varepsilon^{\frac{N-2}{2}}\right) \quad \text{and} \quad \|u_\varepsilon\|_{p-1}^p = O\left(\varepsilon^{\frac{N-2}{2}}\right).$$
We set \( v_\varepsilon = u_\varepsilon - a_\varepsilon \), where \( a_\varepsilon = (1/|\Omega|) \int_\Omega u_\varepsilon \). Then \( v_\varepsilon \in H_{za}(\Omega) \) and \( a_\varepsilon = O(\varepsilon^{(N-2)/2}) \). We recall that there is \( C = C(p) > 0 \) such that

\[
|a + b|^p - |a|^p - |b|^p \leq C(|a|^{p-1}|b| + |a||b|^{p-1}) \quad \text{for all } a, b \in \mathbb{R}.
\]

So, we estimate

\[
\int_\Omega |v_\varepsilon|^p \, dx = \int_\Omega |u_\varepsilon - a_\varepsilon|^p \, dx \geq \int_\Omega \left( |u_\varepsilon|^p + a_\varepsilon^p - C[|u_\varepsilon|^{p-1}a_\varepsilon + |u_\varepsilon||a_\varepsilon|^{p-1}] \right) \, dx
\]

\[
= \int_\Omega |u_\varepsilon|^p \, dx + |\Omega|a_\varepsilon^p - C\left(a_\varepsilon \int_\Omega |u_\varepsilon|^{p-1} \, dx + a_\varepsilon^{p-1} \int_\Omega |u_\varepsilon| \, dx \right)
\]

\[
\geq \int_\Omega |u_\varepsilon|^p \, dx - O(\varepsilon^{N-2}).
\]

Consequently,

\[
\|v_\varepsilon\|_p^2 \geq \|u_\varepsilon\|_p^2 - O(\varepsilon^{N-2}),
\]

and therefore

\[
\frac{\|\nabla v_\varepsilon\|_p^2}{\|v_\varepsilon\|_p^2} \leq \frac{\|\nabla u_\varepsilon\|_p^2}{\|u_\varepsilon\|_p^2 - O(\varepsilon^{N-2})} = \frac{\|\nabla u_\varepsilon\|_p^2}{\|u_\varepsilon\|_p^2} + O(\varepsilon^{N-2}).
\]

Combining this with (2.1)–(2.3), we obtain

\[
\frac{\|\nabla v_\varepsilon\|_p^2}{\|v_\varepsilon\|_p^2} < \frac{S}{2^{2/N}} \quad \text{for } \varepsilon \text{ small enough,}
\]

and hence \( \Lambda_p(\Omega) < S/2^{2/N} \). \( \square \)

**Proof of Proposition 1.2 (completed).** We consider a minimizing sequence \((u_n) \in H_{za}(\Omega)\) for (1.2), which we can normalize such that \( \|\nabla u_n\|_2^2 = \Lambda_p \) for all \( n \). Hence

\[
\|u_n\|_p^2 \to 1 \quad \text{as } n \to \infty.
\]

We may pass to a subsequence such that

\[
\begin{align*}
  u_n &\rightharpoonup u \quad \text{weakly in } H_{za}(\Omega), \\
  u_n &\to u \quad \text{strongly in } L^s(\Omega) \text{ for } s < p = 2^*, \\
  u_n(x) &\to u(x) \quad \text{for a.e. } x \in \Omega.
\end{align*}
\]

By the Brezis–Lieb lemma [8],

\[
\|u_n\|_p^p = \|u_n - u\|_p^p + \|u\|_p^p + o(1),
\]

\[
\text{for } \varepsilon \text{ small enough,}
\]

and hence \( \Lambda_p(\Omega) < S/2^{2/N} \). \( \square \)
so that

$$\limsup_{n \to \infty} (\|u_n - u\|_p^2 + \|u\|_p^2) \geq 1,$$

where equality holds if and only if \(u = 0\) or \(u_n \to u\) strongly in \(L^p(\Omega)\). But, by definition of \(\Lambda_p\),

$$\|u_n - u\|_p^2 + \|u\|_p^2 \leq \frac{\|\nabla(u_n - u)\|_2^2 + \|\nabla u\|_2^2}{\Lambda_p} = \frac{\|\nabla u_n\|_2^2 + o(1)}{\Lambda_p} = 1 + o(1).$$

Hence we conclude that either \(u = 0\) or \(u \neq 0\) and \(u_n \to u\) strongly in \(L^p(\Omega)\). The first case can be excluded with the help of Proposition 2.1 and Cherrier’s inequality [14]. Indeed, Cherrier’s inequality states that, for every \(\varepsilon > 0\), there is a constant \(M_\varepsilon\) such that

$$\left(\frac{S}{2^{2/N}} - \varepsilon\right)\|u\|_p^2 \leq \|\nabla u\|_2^2 + M_\varepsilon\|u\|_2^2.$$

We choose \(\varepsilon = 1/2(S/2^{2/N} - \Lambda_p(\Omega))\), which is positive by Proposition 2.1. Then we get

$$\left(\frac{S}{2^{2/N}} - \varepsilon\right)\|u_n\|_p^2 \leq \|\nabla u_n\|_2^2 + M_\varepsilon\|u_n\|_2^2$$

for all \(n\).

If \(u = 0\), then \(u_n \to 0\) in \(L^2(\Omega)\), and thus

$$\left(\frac{S}{2^{2/N}} - \varepsilon\right) \leq \lim_{n \to \infty} \frac{\|\nabla u_n\|_2^2}{\|u_n\|_p^2} = \Lambda_p,$$

contrary to the choice of \(\varepsilon\). We conclude that \(u \neq 0\) and \(u_n \to u\) in \(L^p(\Omega)\), so that

$$\frac{\|\nabla u\|_2^2}{\|u\|_p^2} \leq \lim_{n \to \infty} \frac{\|\nabla u_n\|_2^2}{\|u_n\|_p^2} = \Lambda_p.$$

Hence \(u\) is a minimizer of (1.2). The proof is finished. \(\square\)

3. The case \(p = 2\)

Henceforth (except for Theorems 6.2 and 7.4, and Section 8) we focus on the case where the underlying domain is the open unit ball \(B \subset \mathbb{R}^N\) centered at zero. In this section we briefly recall some known facts about minimizers of (1.2) in the "linear" case \(p = 2\), thus verifying Theorem 1.3(a)–(d) in this special case. The minimizers are eigenfunctions of the Laplacian with homogeneous Neumann boundary conditions corresponding to the first nonzero eigenvalue \(\Lambda_2\). It is well known that the eigenspace corresponding to \(\Lambda_2\) is \(N\)-dimensional, and that every eigenfunction can be written as

$$u(x) = g(r) \left(\frac{x}{r} \cdot e\right) = g(r) \cos \theta$$

(3.1)
for some unit vector \( e \in \mathbb{R}^N \), see e.g. [36]. Here \( r = |x|, \theta = \arccos(\frac{x}{r} \cdot e) \), and \( g : [0,1] \rightarrow \mathbb{R} \) is the (up to a positive constant) unique solution of the problem

\[
g'' + \frac{N-1}{r} g' + \left( \Lambda_2 - \frac{N-1}{r^2} \right) g = 0, \quad g > 0 \quad \text{in} \ (0,1],
\]

\[
g(0) = 0, \quad g'(1) = 0.
\]

(3.2)

Hence \( u \) is axially symmetric with respect to the axis passing through 0 and \( e \). Moreover,

\[
\frac{\partial u}{\partial \theta}(r,\theta) = -g(r) \sin \theta < 0 \quad \text{for} \ 0 < r \leq 1, \ 0 < \theta < \pi,
\]

so that assertions (a), (b) and (d) of Theorem 1.3 hold for \( p = 2 \). To verify (c), we note that \( g \) is strictly increasing, since \( g' \) only vanishes at the point 1. Without loss of generality, we assume \( e = e_N = (0, \ldots, 0, 1) \). Then

\[
\partial_e u = \frac{\partial u}{\partial x_N} = \frac{\partial}{\partial x_N} \left[ g(r) \frac{x_N}{r} \right] = \frac{g'(r)x_N^2}{r^2} - \frac{g(r)x_N^2}{r^2} + \frac{g(r)}{r} = \frac{g'(r)x_N^2}{r^2} + \frac{g(r)(r^2 - x_N^2)}{r^3}.
\]

Since both \( g \) and \( g' \) are positive in \((0,1)\), \( \partial_e u > 0 \) in \( B \setminus \{ \pm e_N \} \). Also, \( \partial_e u(0) = g'(0) > 0 \). Now let \( \tau \) be another unit vector in \( \mathbb{R}^N \) orthogonal to \( e \). We may suppose, without loss of generality, that \( \tau = e_1 \). We compute

\[
\partial_\tau u = \frac{\partial u}{\partial x_1} = \frac{\partial}{\partial x_1} \left[ g(r) \frac{x_N}{r} \right] = \frac{x_1 x_N}{r} \frac{d}{dr} \left[ g(r) r \right] = \frac{x_1 x_N}{r^{N+2}} \left[ r^N g'(r) - r^{N-1} g(r) \right] = \frac{x_1 x_N}{r^{N+2}} f(r),
\]

where \( f : [0,1] \rightarrow \mathbb{R} \) is defined by \( f(r) := r^N g'(r) - r^{N-1} g(r) \). Using (3.2),

\[
f'(r) = r^N \left( g''(r) + \frac{N-1}{r} g'(r) - \frac{N-1}{r^2} g(r) \right) = -\Lambda_2 r^N g(r) < 0.
\]

From (3.1) with \( \theta = 0, g' > 0 \) is bounded, so \( \lim_{r \rightarrow 0} f(r) = 0 \). We deduce that \( f \) is negative, so that the nodal domains of \( \partial u/\partial x_1 \) are precisely the four quadrants in \( B \) cut off by the hyperplanes \( \{ x \in \mathbb{R}^N : x_1 = 0 \} \) and \( \{ x \in \mathbb{R}^N : x_N = 0 \} \). This finishes the proof of Theorem 1.3(c) for \( p = 2 \).

4. Axial symmetry of minimizers

Let \( 1 < p \leq 2^* \) for \( N \geq 3 \), \( 1 < p < \infty \) for \( N = 2 \). Solely in this section we allow values \( 1 < p < 2 \); for these values of \( p \) we only have the guarantee that the solutions of (1.4) belong to \( C^{2,\alpha} \), as opposed to belonging to \( C^{3,\alpha} \) for \( 2 \leq p \leq 2^* \). We have the following symmetry result.

**Proposition 4.1.** Let \( u \) be a minimizer for (1.2) on \( B \). Then \( u \) is foliated Schwarz symmetric, i.e. there exists a unit vector \( e \in \mathbb{R}^N \), \( |e| = 1 \) such that \( u(x) \) only depends on \( r = |x| \) and \( \theta := \arccos(\frac{x}{|x|} \cdot e) \), and \( u \) is nonincreasing in \( \theta \). Moreover, either \( u \) does not depend on \( \theta \) (hence it is a radial function), or \( \frac{\partial u}{\partial \theta}(r,\theta) < 0 \) for \( 0 < r \leq 1, \ 0 < \theta < \pi \).
Let $\mathcal{H}$ be the family of closed half-spaces $H$ in $\mathbb{R}^N$ such that $0$ lies in the hyperplane $\partial H$. For $H \in \mathcal{H}$, we denote by $\sigma_H : \mathbb{R}^N \to \mathbb{R}^N$ the reflection with respect to $\partial H$. We start with the following lemma.

**Lemma 4.2.** Let $u$ be a minimizer for \((1.2)\) on $B$. Let $H \in \mathcal{H}$, and let $h = h(x)$ denote the outward normal for $x \in \partial H$. Then one of the following holds:

(i) $u(x) > u(\sigma_H(x))$ for all $x \in \bar{B} \cap \text{int}(H)$, and $\partial u / \partial h < 0$ on $\partial H \cap \bar{B}$,

(ii) $u(x) < u(\sigma_H(x))$ for all $x \in \bar{B} \cap \text{int}(H)$, and $\partial u / \partial h > 0$ on $\partial H \cap \bar{B}$,

(iii) $u(x) = u(\sigma_H(x))$ for all $x \in \bar{B}$.

**Proof.** Without loss of generality, we may assume that $\|\nabla u\|_2 = 1$. As in \cite{4} we denote by $u_H : \bar{B} \to \mathbb{R}$,

$$u_H(x) = \begin{cases} \max\{u(x), u(\sigma_H(x))\}, & x \in H \cap \bar{B}, \\
\min\{u(x), u(\sigma_H(x))\}, & x \in \bar{B} \setminus H, \end{cases}$$

the polarization of $u$ with respect to $H$. By Lemma 2.2 of \cite{4},

$$\int_B u_H = 0, \quad \int_B |u_H|^{p-2} u_H = \int_B |u|^{p-2} u, \quad \int_B |u_H|^p = \int_B |u|^p, \quad (4.1)$$

while, by Proposition 2.3 of \cite{33},

$$\int_B |\nabla u_H|^2 = \int_B |\nabla u|^2.$$ 

Hence $u_H$ is also a minimizer of \((1.2)\) on $B$, and thus it is a weak (and therefore $C^{2,\alpha}$) solution of

$$-\Delta u_H = \lambda_p |u_H|^{p-2} u_H + \mu_p \quad \text{in } B, \quad \frac{\partial u_H}{\partial \nu} = 0 \quad \text{on } \partial B.$$ 

By (1.5) and (4.1), we have $\mu_p = \mu_p(u_H) = \mu_p(u)$. Following \cite{4}, we consider

$$w : \bar{B} \cap \overline{H} \to \mathbb{R}, \quad w := |u - u \circ \sigma_H| = 2u_H - (u + u \circ \sigma_H).$$

Then $w \in C^{2,\alpha}(\bar{B} \cap \overline{H})$ (since $u, u_H, u \circ \sigma_H \in C^{2,\alpha}(\bar{B})$), and $w$ satisfies

$$-\Delta w = \lambda_p [2|u_H|^{p-2} u_H - |u|^{p-2} u - |u \circ \sigma_H|^{p-2} u \circ \sigma_H] \geq 0$$

on $H \cap B$. It also satisfies the boundary conditions

$$w = 0 \quad \text{on } \partial H \cap \bar{B}, \quad \frac{\partial w}{\partial \nu} = 0 \quad \text{on } H \cap \partial B.$$
From Lemma A.2 we now conclude that either \( w \equiv 0 \) on \( H \cap \bar{B} \) or

\[
\begin{align*}
  w &> 0 & \text{in } \text{int}(H) \cap \bar{B}, & \quad \frac{\partial w}{\partial h} < 0 & \text{on } \partial H \cap \bar{B}.
\end{align*}
\]

In the first case (iii) follows. In the second case, we either have

\[
\begin{align*}
  u > u \circ \sigma & \quad \text{in } \text{int}(H) \cap \bar{B} & \quad \text{and } & \quad \frac{\partial u}{\partial h} = \frac{1}{2} \frac{\partial w}{\partial h} < 0 & \quad \text{on } \partial H \cap \bar{B},
\end{align*}
\]

or

\[
\begin{align*}
  u < u \circ \sigma & \quad \text{in } \text{int}(H) \cap \bar{B} & \quad \text{and } & \quad \frac{\partial u}{\partial h} = -\frac{1}{2} \frac{\partial w}{\partial h} > 0 & \quad \text{on } \partial H \cap \bar{B}.
\end{align*}
\]

Hence either (i) or (ii) holds. The proof is finished.

\section*{Proof of Proposition 4.1 (completed).}

Let \( e \in \partial B \) be such that \( u(e) = \max\{u(x): x \in \partial B\} \). Let \( \mathcal{H}_e \subset \mathcal{H} \) be the set of all half-spaces \( H \) in \( \mathbb{R}^N \) with \( 0 \in \partial H \) and \( e \in \text{int}(H) \). Then Lemma 4.2 and our choice of \( e \) imply that \( u \geq u \circ \sigma_H \) on \( H \cap \bar{B} \) for every half-space \( H \in \mathcal{H}_e \). This however is equivalent to the foliated Schwarz symmetry of \( u \) with respect to \( e \), as follows immediately from [4, Lemma 2.4], or, alternatively, from [9, Lemma 4.2].

It remains to prove that either \( u \) does not depend on \( \theta \), or that \( \partial u/\partial \theta(r, \theta) < 0 \) for \( 0 < r \leq 1 \), \( 0 < \theta < \pi \). Obviously, the last property is equivalent to

\[
\frac{\partial u}{\partial h} < 0 \quad \text{on } \partial H \cap \bar{B} \quad \text{for every } H \in \mathcal{H}_e.
\]

We already know that no half-space \( H \subset \mathcal{H}_e \) satisfies property (ii). Now suppose that (iii) applies for some \( H_0 \subset \mathcal{H}_e \). Let \( \theta_0 \) be the angle between \( e \) and the hyperplane \( \partial H_0 \), which is less than or equal to \( \pi/2 \). Let \( e_0 = \sigma_{H_0}(e) \). Then \( \arccos(e_0 \cdot e) = 2\theta_0 \). Moreover, (iii) implies that \( u(re_0) = u(re) \) for \( 0 \leq r \leq 1 \). Since \( u \) is nonincreasing in the angle \( \theta \in (0, \pi) \), we conclude that \( u(r, \theta) = u(r, 0) \) for all \( \theta \leq 2\theta_0 \). From Lemma 4.2 we then deduce that (iii) holds for all \( H_1 \subset \mathcal{H}_e \) for which the angle between \( e \) and \( H_1 \) is less than \( 2\theta_0 \). Then, by the same argument as before, \( u(r, \theta) = u(r, 0) \) for all \( \theta \leq \min\{4\theta_0, \pi\} \). Arguing successively, in a finite number of steps we obtain \( u(r, \theta) = u(r, 0) \) for all \( \theta \leq \pi \). This shows that \( u \) is radial. We conclude that either \( u \) is a radial function, or

\[
\frac{\partial u}{\partial h} < 0 \quad \text{on } \partial H \cap \bar{B} \quad \text{for every } H \in \mathcal{H}_e.
\]

This concludes the proof.

\section{Strict monotonicity in the axial direction}

In this section we prove parts (b) and (c) of Theorem 1.3. We start with a few preliminaries and recall some known facts.
Lemma 5.1. Suppose that $u \in C^2(B)$ satisfies $\partial u / \partial v = 0$ on $\partial B$, where $v$ is the outward normal. Then

$$\nabla u(x_0) \cdot \frac{\partial}{\partial v} \nabla u(x_0) = -|\nabla u(x_0)|^2$$ for $x_0 \in \partial B$.

This identity is known, but it seems to be a new ingredient in the present context. It is a special case of an identity used in [13, proof of Theorem 2]. We give a short proof for the convenience of the reader.

Proof of Lemma 5.1. Let $r = |x|$, $\theta = \arccos(\frac{x}{|x|} \cdot e_N)$, and let $\varphi_i$, for $i = 1, \ldots, N - 2$, be the other $N - 2$ spherical angles for $x \in \bar{B}$. We denote by $e_r$, $e_\theta$ and $e_{\varphi_i}$, respectively, the orthogonal vectors $\partial / \partial r$, $\partial / \partial \theta$ and $\partial / \partial \varphi_i$, respectively. In this proof we designate by the same letter functions written in spherical coordinates and Cartesian coordinates. Without loss of generality, we suppose $x_0 = e_1 = (1, 0, \ldots, 0)$ and

$$\nabla u(x_0) = -\frac{\partial u}{\partial \theta}(x_0)e_N,$$

with $e_N = (0, \ldots, 0, 1)$. For $x$ close to $x_0$ and for some functions $u_{\varphi_i}$,

$$\nabla u = \frac{1}{r} \frac{\partial u}{\partial \theta} e_\theta + \frac{\partial u}{\partial r} e_r + \sum_{i=1}^{N-2} u_{\varphi_i} e_{\varphi_i}.$$

Since by hypothesis $\frac{\partial u}{\partial r} = 0$ on $\partial B$, $\frac{\partial^2 u}{\partial r \partial \theta} = \frac{\partial^2 u}{\partial \theta \partial r} = 0$ on $\partial B$. Also, $\frac{\partial e_\theta}{\partial r} = \frac{\partial e_r}{\partial r} = 0$. Therefore,

$$\nabla u \cdot \frac{\partial}{\partial v} \nabla u \bigg|_{x = x_0} = \left( -\frac{\partial u}{\partial \theta}(x_0)e_N \right) \cdot \left( -1 \frac{\partial u}{\partial \theta} e_\theta \right) \bigg|_{x = x_0} = -\left( \frac{\partial u}{\partial \theta}(x_0) \right)^2 = -|\nabla u(x_0)|^2,$$

as $e_\theta(x_0) = -e_N$. ☐

Next we reformulate the minimization problem (1.2) on the unit ball $B$ by introducing a non-homogeneous auxiliary functional. It is convenient to endow the space $H_{za} = \{ u \in H^1(B): \int_B u = 0 \}$ with the inner product $(u, v)_{H^1} = \int_B \nabla u \nabla v$. We fix $p \in (2, 2^*)$ for $N \geq 3$, $p > 2$ for $N = 2$. We consider the $C^2$-functional

$$G: H_{za} \to \mathbb{R}, \quad G(u) := \frac{1}{2} \|\nabla u\|_2^2 - \frac{1}{p} \|u\|_p^p.$$

Note that

$$G'(u)v = \int_B \nabla u \nabla v - \int_B |u|^{p-2} uv \quad \text{and} \quad G''(u)(v, w) = \int_B \nabla v \nabla w - (p - 1) \int_B |u|^{p-2} vw$$
for \( u, v, w \in H_{za} \). Thus, a critical point \( u \in H_{za} \) of \( G \) is a weak (and therefore \( C^{3,\alpha} \)) solution of the problem

\[
-\Delta u = |u|^{p-2}u + \mu \quad \text{in } B, \quad \frac{\partial u}{\partial \nu} = 0 \quad \text{on } \partial B
\]

with \( \mu = - \left( \frac{1}{|B|} \right) \int_B |u|^{p-2}u \). We consider the Nehari manifold

\[
\mathcal{N} = \left\{ u \in H_{za} \setminus \{0\} : \|\nabla u\|_2^2 = \|u\|^p \right\} = \left\{ u \in H_{za} \setminus \{0\} : G'(u)u = 0 \right\}.
\]

We recall that \( \mathcal{N} \) is a \( C^2 \)-manifold of codimension one in \( H_{za} \) whose tangent space at a point \( u \in \mathcal{N} \) is given by

\[
T_u \mathcal{N} = \left\{ v \in H_{za} : 2(u, v)_{H^1} - p \int_B |u|^{p-2}uv = 0 \right\}.
\]

The following lemma is proved by direct computation.

**Lemma 5.2.** \( u \in H_{za} \setminus \{0\} \) is a minimizer of (1.2) on \( B \) if and only if \( \left( \|\nabla u\|^2_2 / \|u\|^p \right)^{1/(p-2)}u \in \mathcal{N} \) is a minimizer of the restriction \( G|_\mathcal{N} \) of \( G \) to \( \mathcal{N} \).

So in order to prove parts (b) and (c) of Theorem 1.3, in the case that \( p > 2 \), it suffices to consider minimizers of \( G|_\mathcal{N} \).

**Lemma 5.3.** Let \( u \in \mathcal{N} \) be a minimizer of \( G|_\mathcal{N} \). Then:

(a) \( T_u \mathcal{N} = \{ v \in H_{za} : (u, v)_{H^1} = 0 \} \). Moreover, \( u \) is a critical point of \( G \) and hence a solution of (5.1).

(b) \( G''(u)(v, v) \geq 0 \) for \( v \in T_u \mathcal{N} \).

(c) If \( v \in T_u \mathcal{N} \setminus \{0\} \) satisfies \( G''(u)(v, v) = 0 \), then \( v \) is a solution of

\[
-\Delta v = (p - 1)(|u|^{p-2}v + \hat{\mu}) \quad \text{in } B, \quad \frac{\partial v}{\partial \nu} = 0 \quad \text{on } \partial B,
\]

with \( \hat{\mu} = \hat{\mu}(u, v) = - \left( \frac{1}{|B|} \right) \int_B |u|^{p-2}v \).

If, in addition, \( \int_B |u|^{p-2}v = 0 \), then \( v \) has at most three nodal domains.

**Proof.** (a) Since \( u \) is a critical point of \( G|_\mathcal{N} \), we have for \( v \in T_u \mathcal{N} \)

\[
0 = pG'(u)v = p(u, v)_{H^1} - p \int_B |u|^{p-2}uv = (p - 2)(u, v)_{H^1}.
\]

Hence \( T_u \mathcal{N} = \{ v \in H_{za} : (u, v)_{H^1} = 0 \} \). Since furthermore \( G'(u)u = 0 \) by the definition of \( \mathcal{N} \), we conclude that \( G'(u)v = 0 \) for all \( v \in H_{za} \), and thus \( u \) is a critical point of \( G \).

(b) Let \( v \in T_u \mathcal{N} \), and let \( \rho : (-\varepsilon, \varepsilon) \to \mathcal{N} \) be a \( C^2 \)-curve with \( \rho(0) = u \) and \( \rho'(0) = v \). Then

\[
\frac{\partial}{\partial s} G(\rho(s)) \bigg|_{s=0} = G'(\rho(s))\rho'(s) \bigg|_{s=0} = G'(u)v = 0
\]
and

\[
0 \leq \frac{\partial^2}{\partial s^2} G(\rho(s)) \bigg|_{s=0} = \left( G''(\rho(s))(\rho'(s), \rho'(s)) + G'(\rho(s))\rho''(s) \right) \bigg|_{s=0}
\]

\[
= G''(u)(v, v) + G'(u)\rho''(0) = G''(u)(v, v),
\]

since \( G'(u) = 0 \) by (a).

(c) Consider the quadratic functional \( \varphi : T_u\mathcal{N} \to \mathbb{R} \), \( \varphi(v) = \frac{1}{2} G''(u)(v, v) \), and consider \( v \in T_u\mathcal{N} \) with \( G''(u)(v, v) = 0 \). By (b), \( v \) is a minimizer of \( \varphi \), so that for all \( w \in T_u\mathcal{N} \)

\[
0 = \varphi'(v)w = G''(u)(v, w).
\]

Moreover,

\[
G''(u)(v, u) = (u, v)_{H^1} - (p - 1) \int_B |u|^{p-2}uv
\]

\[
= (2 - p)(u, v)_{H^1} + (p - 1)G'(u)v = (2 - p)(u, v)_{H^1} = 0.
\]

We conclude that \( G''(u)(v, w) = 0 \) for all \( w \in H_{za} \), hence \( v \) is a weak solution of (5.2). By elliptic regularity, \( v \in C^{3,\alpha}(\overline{B}) \) for some \( \alpha > 0 \). It remains to show that, if \( \hat{\mu}(u, v) = 0 \), then \( v \) has at most three nodal domains. Suppose by contradiction that \( v \) has three nodal domains \( \Omega_1, \Omega_2, \Omega_3 \) such that \( \{ x \in B : v(x) \neq 0 \} \setminus (\Omega_1 \cup \Omega_2 \cup \Omega_3) \) is a nonempty open set. Let \( v_i := v\chi_{\Omega_i}, i = 1, 2, 3 \). Then \( v_i \in H^1(B) \) by [27, Lemma 1]. Since \( v_1, v_2, v_3 \) are linearly independent functions, a suitable nontrivial linear combination \( \tilde{v} = \sum_{i=1}^{3} \alpha_i v_i \) satisfies \( \int_B \tilde{v} = 0 \) and \( (\tilde{v}, u)_{H^1} = 0 \), that is, \( \tilde{v} \in T_u\mathcal{N} \). Hence \( G''(u)(\tilde{v}, \tilde{v}) \geq 0 \) by (b). On the other hand, by the disjointness of supports

\[
G''(u)(\tilde{v}, \tilde{v}) = \int_B |\nabla \tilde{v}|^2 - (p - 1) \int_B |u|^{p-2}\tilde{v}^2
\]

\[
= \sum_{i=1}^{3} \alpha_i^2 \left( \int_B |\nabla v_i|^2 - (p - 1) \int_B |u|^{p-2}v_i^2 \right)
\]

\[
= \sum_{i=1}^{3} \alpha_i^2 \left( \int_B \nabla v_i \nabla v_i - (p - 1) \int_B |u|^{p-2}v_i \right)
\]

\[
= (p - 1)\hat{\mu}(u, v) \sum_{i=1}^{3} \alpha_i^2 \int_B v_i = 0,
\]

so that \( \tilde{v} \) is also a minimizer of \( \varphi \) and hence a solution of (5.2). Since \( \tilde{v} \equiv 0 \) on the nonempty open set \( \{ x \in B : v(x) \neq 0 \} \setminus (\Omega_1 \cup \Omega_2 \cup \Omega_3) \), we conclude that \( \tilde{v} \) solves (5.2) with \( \hat{\mu}(u, \tilde{v}) = 0 \). We now have come to a contradiction to the fact that solutions of (5.2) with \( \hat{\mu} = 0 \) have the weak unique continuation property (see e.g. [32, p. 519]). \( \square \)

**Proposition 5.4.** Let \( u \in \mathcal{N} \) be a minimizer of \( G|_{\mathcal{N}} \). Then
There exists a unit vector \( e \in \mathbb{R}^N \), \( |e| = 1 \) such that \( u(x) \) only depends on \( r = |x| \) and \( \theta := \arccos(\frac{\langle x, e \rangle}{|x|} \cdot e) \), and \( \partial u/\partial \theta(r, \theta) < 0 \) for \( 0 < r \leq 1, 0 < \theta < \pi \).

(b) If \( \partial_e \) denotes the directional derivative in the direction of \( e \), then \( \partial_e u > 0 \) on \( \mathbb{B} \setminus \{ \pm e \} \).

(c) If \( \tau \) is another unit vector in \( \mathbb{R}^N \) orthogonal to \( e \), then \( \partial \tau u \) has precisely four nodal domains.

Proof. (a) Applying Proposition 4.1 and rotating the coordinate system if necessary, we may assume that \( u \) is axially symmetric about the \( x_N \)-axis and \( u(e) \geq u(-e) \), where \( e := e_N = (0, \ldots, 0, 1) \). Moreover, either \( u \) is radially symmetric, or \( \partial u/\partial \theta(r, \theta) < 0 \) for \( 0 < r \leq 1, 0 < \theta < \pi \), where \( r = |x| \) and \( \theta \) is the angle formed by \( x/|x| \) and \( e \). We consider the partial derivatives \( u_{x_i} \in C^2_{a} \mathbb{B} \), \( i = 1, \ldots, N \). By differentiating (5.1) we observe that

\[-\Delta u_{x_i} = (p-1)|u|^{p-2}u_{x_i} \quad \text{in } \mathbb{B}, \quad i = 1, \ldots, N. \tag{5.3}\]

Moreover, \( u_{x_i} \in H_{za} \) and \( (u_{x_i}, u)_{H^1} = 0 = \int_{\mathbb{B}} |u|^{p-2}u_{x_i} \) for \( i = 1, \ldots, N - 1 \), since \( u_{x_i} \) is antisymmetric with respect to the hyperplane \( \{ x \in \mathbb{R}^N : x_i = 0 \} \). Hence \( u_{x_i} \in T_u \mathbb{N} \) and \( G''(u)(u_{x_i}, u_{x_i}) \geq 0 \) for \( i = 1, \ldots, N - 1 \) by Lemma 5.3(a), (b). We claim that, for \( i = 1, \ldots, N - 1 \),

either \( u_{x_i} \equiv 0 \) on \( \mathbb{B} \) or \( G''(u)(u_{x_i}, u_{x_i}) > 0 \). \tag{5.4}\]

Indeed, suppose by contradiction that \( u_{x_i} \neq 0 \) and \( G''(u)(u_{x_i}, u_{x_i}) = 0 \) for some \( i \in \{ 1, \ldots, N - 1 \} \). Then, since \( \int_{\mathbb{B}} |u|^{p-2}u_{x_i} = 0 \), Lemma 5.3(c) implies that \( u_{x_i} \) satisfies (5.3) together with the boundary condition

\[ \frac{\partial u_{x_i}}{\partial \nu} = 0 \quad \text{on } \partial \mathbb{B}, \tag{5.5}\]

and that \( u_{x_i} \) has at most three nodal domains. It has precisely two nodal domains because it is antisymmetric with respect to the hyperplane \( \{ x \in \mathbb{R}^N : x_i = 0 \} \). We may assume that \( u_{x_i} > 0 \) in the open half-ball \( B^i_+ := \{ x \in \mathbb{B} : x_i > 0 \} \). The homogeneous Neumann boundary condition for \( u \) implies that \( u_{x_i}(e_i) = 0 \), where \( e_i \) is the \( i \)th coordinate vector. Since

\[-\Delta u_{x_i} = (p-1)|u|^{p-2}u_{x_i} > 0 \quad \text{in } B^i_+,\]

the Hopf boundary lemma (cf. Lemma A.1) forces \( \partial u_{x_i}/\partial \nu(e_i) < 0 \). This contradicts (5.5), and thus (5.4) is proved. Next we claim that \( u \) is nonradial. Indeed, multiplying the equations (5.3) by \( u_{x_i} \), respectively, and integrating over \( \mathbb{B} \), we find

\[ G''(u)(u_{x_i}, u_{x_i}) = \int_{\partial \mathbb{B}} \frac{\partial u_{x_i}}{\partial \nu} u_{x_i}, \tag{5.6}\]

If we suppose by contradiction that \( u \) is radial, then \( u \) is constant on the boundary \( \partial \mathbb{B} \). Together with the boundary condition \( \partial u/\partial \nu = 0 \) on \( \partial \mathbb{B} \) this gives \( \nabla u = 0 \) on \( \partial \mathbb{B} \), hence \( u_{x_i} \equiv 0 \) on \( \mathbb{B}, i = 1, \ldots, N - 1 \), by (5.4) and (5.6). Then the radial symmetry of \( u \) implies that \( u \) is constant,
which is a contradiction since \( u \in H_{za} \setminus \{0\} \). Now since \( u \) is nonradial, Proposition 4.1 implies that
\[
\frac{\partial u}{\partial \theta}(r, \theta) < 0 \quad \text{for} \quad 0 < r \leq 1, \quad 0 < \theta < \pi.
\] (5.7)

We thus have proved (a).

(b) The axial symmetry of \( u \) and the Neumann boundary conditions imply
\[
\nabla u(x) = \frac{\partial u}{\partial \theta}(\cos \theta x - (x \cdot e_N)e_N - \sin \theta e_N) \quad \text{for} \quad x \in \partial B \setminus \{\pm e_N\},
\] (5.8)
hence
\[
u_{xN} = -\sin \theta \frac{\partial u}{\partial \theta} > 0 \quad \text{on} \quad \partial B \setminus \{\pm e_N\}.\] (5.9)

By (5.6) and Lemma 5.1 we also have
\[
\sum_{i=1}^{N-1} G''(u)(u_x, u_x) + \int_{\partial B} \frac{\partial u_{x_N}}{\partial v} u_{x_N} = \int_{\partial B} \frac{\partial (\nabla u)}{\partial v} \cdot \nabla u = -\int_{\partial B} |\nabla u|^2 < 0.
\] (5.10)

Together with (5.4) this implies
\[
\int_{\partial B} \frac{\partial u_{x_N}}{\partial v} u_{x_N} < 0.
\] (5.11)

We now consider
\[
\Omega_+ := \{x \in \overline{B}: u_{x_N} > 0\}, \quad \Omega_- := \{x \in \overline{B}: u_{x_N} < 0\}.
\]
Then \( \partial B \setminus \{\pm e_N\} \subset \Omega_+ \) by (5.9). We claim that \( \Omega_- \) is connected. Indeed, suppose by contradiction that \( \Omega_- \) has at least two different connected components \( \Omega_1 \) and \( \Omega_2 \). Let \( v_1 := u_{x_N} \chi_{\Omega_1} \) and \( v_2 := u_{x_N} \chi_{\Omega_2} \). Then \( v_i \in H_0^1(B) \) for \( i = 1, 2 \), by [27, Lemma 1] and the fact that \( \Omega_- \cap \partial B = \emptyset \).

We also consider \( v_3 := u_{x_N}^+ = u_{x_N} \chi_{\Omega_+} \in H^1(B) \). Since the functions \( v_1, v_2, v_3 \) are linearly independent, a nontrivial linear combination \( v = \alpha_1 v_1 + \alpha_2 v_2 + \alpha_3 v_3 \) satisfies \( \int_B v = 0 \) and \( (v, u)_{H^1} = 0 \), so that \( v \in T_{u,N} \). By Lemma 5.3(b) this implies \( G''(u)(v, v) \geq 0 \). On the other hand, by the disjointness of supports,
\[
G''(u)(v, v) = \int_B |\nabla v|^2 - (p - 1) \int_B |u|^{p-2} v^2
\]
\[
= \sum_{i=1}^3 \alpha_i^2 \left( \int_B \nabla u_{x_N} \nabla v_i - (p - 1) \int_B |u|^{p-2} u_{x_N} v_i \right)
\]
\[
= \sum_{i=1}^3 \alpha_i^2 \int_{\partial B} \frac{\partial u_{x_N}}{\partial v} v_i = \alpha_3^2 \int_{\partial B} \frac{\partial u_{x_N}}{\partial v} u_{x_N}.
\]
Now (5.11) forces $\alpha_3 = 0$ and $G''(u)(v, v) = 0$. Then, by Lemma 5.3(c), $v = \alpha_1 v_1 + \alpha_2 v_2 \in T_u N$ is a solution of (5.2). But $v \equiv 0$ on the nonempty open set $\Omega_+ \cap B$. This forces $\hat{\mu} = \hat{\mu}(u, v) = 0$, which contradicts the fact that solutions of (5.2) with $\hat{\mu} = 0$ have the weak unique continuation property (see e.g. [32, p. 519]). We conclude that $\Omega_+$ is connected. Since

$$\{ x \in \mathbb{R}^N : x_N = 0 \} \cap \Omega_- = \emptyset$$

by (5.7) applied to the angle $\theta = \pi/2$, we either have $\Omega_- \subset B_+ := \{ x \in B : x_N > 0 \}$ or $\Omega_- \subset B_- := \{ x \in B : x_N < 0 \}$. We assume $\Omega_- \subset B_+$ from now on, the other case can be treated similarly. So we already know that $u_{x_N} > 0$ on $B_-$, and by a moving plane argument we now show that $u_{x_N} > 0$ on $B_+$. For $\lambda \geq 0$ we consider the set

$$B_\lambda = \{ x \in \overline{B} : x_N > \lambda \},$$

whose boundary consists of the sets

$$S_\lambda := \{ x \in \partial B : x_N > \lambda \} \subset B_\lambda$$

and

$$T_\lambda := \{ x \in \overline{B} : x_N = \lambda \}.$$

We let $v_\lambda \in C^2(\overline{B_\lambda})$ be defined by

$$v_\lambda(x', x_N) := u(x', 2\lambda - x_N).$$

Here $x' = (x_1, \ldots, x_{N-1})$. Then the function $w_\lambda : \overline{B_\lambda} \to \mathbb{R}$, defined by $w_\lambda := u - v_\lambda$, satisfies

$$-\Delta w_\lambda = (|u|^{p-2}u - |v_\lambda|^{p-2}v_\lambda) = V_\lambda(x) w_\lambda$$

where

$$V_\lambda(x) := (p - 1) \int_0^1 |s u(x) + (1 - s)v_\lambda(x)|^{p-2} ds \geq 0, \quad x \in B_\lambda.$$

We examine the behavior of $w_\lambda$ on $T_\lambda$. Let $T_\lambda^0 := \{ x \in \partial B : x_N = \lambda \} \subset T_\lambda$. For $x_0 \in T_\lambda^0$ we define

$$\frac{\partial w_\lambda}{\partial x_N}(x_0) := \lim_{x \to x_0} \frac{\partial w_\lambda}{\partial x_N}(x).$$

Then on $T_\lambda$ we have $w_\lambda = 0$ and $\partial w_\lambda / \partial x_N = 2u_{x_N}$. So, (5.9) implies

$$\frac{\partial w_\lambda}{\partial x_N} > 0 \quad \text{on } T_\lambda^0,$$

for every $\lambda \in [0, 1)$. Next we note that $w_0 > 0$ in $B_0$ by virtue of (5.7). We denote by $\Lambda$ the biggest interval contained in $[0, 1)$ and containing 0, such that $w_\lambda > 0$ in $B_\lambda$ for each $\lambda \in \Lambda$. Then

$$\lambda \in \Lambda \implies \frac{\partial w_\lambda}{\partial x_N} > 0 \quad \text{on } T_\lambda.$$

(5.13)
Indeed, on $T_\lambda \setminus T_0^0$ this follows from the Hopf boundary lemma (see Lemma A.1), while it is a priori true on $T_0^0$ by (5.12). A standard argument based on (5.13) shows that $\Lambda \subset [0,1)$ is relatively open. We claim that $\Lambda = [0,1)$. Suppose by contradiction that there is $0 < \lambda < 1$ such that $[0,\lambda) \subset \Lambda$ and $\lambda \notin \Lambda$. Then

$$w_\lambda(x) = \lim_{\kappa \nearrow \lambda} w_\kappa(x) \geq 0 \quad \text{for } x \in B_\lambda.$$  

Moreover, $u_{x_N} > 0$ on $\{x \in B : x_N < \lambda\}$ by (5.13) and the preceding arguments. In particular this implies $\partial w_\lambda / \partial x_N < 0$ on $S_\lambda$, whereas $u_{x_N} \geq 0$ on $S_\lambda$ by (5.9). Hence

$$\frac{\partial w_\lambda}{\partial x_N} > 0 \quad \text{on } S_\lambda.$$  

(5.14)

We claim that $w_\lambda > 0$ on $\text{int}(B_\lambda) = B_\lambda \setminus S_\lambda$. Indeed, if $w_\lambda$ had an interior minimum point $x_0 \in \text{int}(B_\lambda)$ with $w_\lambda(x_0) = 0$, then $w_\lambda \equiv 0$ on $B_\lambda$ by the maximum principle. However, by continuity up to the boundary this would yield $\nabla w_\lambda = 0$ on $B_\lambda$, contrary to (5.14). Now suppose by contradiction that $w_\lambda(x) = 0$ for some $x \in S_\lambda$. Then $\partial w_\lambda / \partial x_N(x) \leq 0$, and this contradicts (5.14) again. We conclude that $w_\lambda > 0$ on $B_\lambda$, and hence $\lambda \in \Lambda$. We arrived at a contradiction.

We have thus proved $\Lambda = [0,1)$, and therefore $u_{x_N} > 0$ on $B_+ \setminus \{0\}$ by (5.13).

(c) To establish the last part of the proposition we assume, without loss of generality, that $\tau = e_1 = (1,0,\ldots,0)$. By (5.8),

$$u_{x_1} = \frac{x_1}{|x - (x \cdot e_N)e_N|} \cos \theta \frac{\partial u}{\partial \theta} \quad \text{on } \partial B \setminus \{e_N\}.$$  

Using (5.7), we see $u_{x_1}$ is negative on $\{x \in \partial B : x_1 > 0 \text{ and } x_N > 0\}$ and on the reflection of this set at the origin, and we see $u_{x_1}$ is positive on $\{x \in \partial B : x_1 > 0 \text{ and } x_N < 0\}$ and on the reflection of this set at the origin. Also, $u_{x_1} = 0$ on $x_1 = 0$. So, the function $u_{x_1}$ has exactly four nodal domains touching $\partial B$. Suppose $u_{x_1}$ has more than four nodal domains. Then we can choose $\Omega_1$, a nodal domain for $u_{x_1}$ not intersecting $\partial B$, with say $x_{x_1} > 0$ on $\Omega_1$. Because $u_{x_1}$ is antisymmetric with respect to the hyperplane $H_{e_1} := \{x \in \mathbb{R}^N : x_1 = 0\}$, the reflection, $\Omega_2$, of $\Omega_1$ at $H_{e_1}$ is also a nodal domain for $u_{x_1}$, but with $u_{x_1} < 0$ on $\Omega_2$. Let $v_0 := u_{x_1} \chi_{\Omega_1} + u_{x_1} \chi_{\Omega_2}$. Again, $v_0 \in H_0^1(B)$ by [27, Lemma 1]. Moreover, $v_0 \in H_\tau$ and $(v_0, u)_{H^1} = 0$, due to the antisymmetry of $v_0$ and the symmetry of $u$, with respect to $H_{e_1}$. By Lemma 5.3(a), $v_0 \in T_u \mathcal{N}$. Multiplying Eq. (5.3), for $i = 1$, by $v_0$ and integrating over $B$ yields

$$G''(u)(v_0, v_0) = 0.$$  

Lemma 5.3(c) implies that $v_0$ is a solution of (5.2). Here we note that $\hat{\mu} = \hat{\mu}(u, v_0) = 0$, once more because of the symmetry properties of $u$ and $v_0$. Applying the unique continuation principle, we arrive at a contradiction. Therefore, all nodal domains of $u_{x_1}$ intersect $\partial B$, and $u_{x_1}$ has precisely four nodal domains. The proof of Proposition 5.4 is complete. $\Box$
6. Antisymmetry and uniqueness for $p$ close to 2

In this section we prove part (d) of Theorem 1.3. We also prove that, unlike for the case $p = 2$, for $p > 2$ close to 2 there do not exist functions $R : [0, 1] \to \mathbb{R}$ and $\Theta : [0, \pi] \to \mathbb{R}$ such that $u(r, \theta) = R(r)\Theta(\theta)$. We define the space

$$H_z := \{ u \in H_{za} : u(Ax', x_N) = u(x', x_N) \text{ for all } A \in O(N - 1) \},$$

where $x' \in \mathbb{R}^{N-1}$, $x_N \in \mathbb{R}$ and $(x', x_N) \in B$. We proved in Section 4 that, modulo a rotation, every minimizer of (1.2) in $H_{za}$ belongs to $Hz$, so that

$$\Lambda_p = \inf_{Hz \setminus \{0\}} \| \nabla u \|_2^2 = \inf_{Hz \setminus \{0\}} \| \nabla u \|_2^p.$$  \hspace{1cm} (6.1)

We also consider the subspace $H_{as} \subset Hz$ of the functions in $Hz$ which are antisymmetric with respect to the plane $\{ x \in \mathbb{R}^N : x_N = 0 \}$,

$$H_{as} := \{ u \in Hz : u(x', -x_N) = -u(x', x_N) \}.$$  \hspace{1cm} (6.2)

Then

$$\Lambda_p \leq \Lambda'_p := \inf_{H_{as} \setminus \{0\}} \| \nabla u \|_2^p.$$  \hspace{1cm} (6.3)

It is easy to see that the values $\Lambda_p$ and $\Lambda'_p$ depend continuously on $p \in [2, 2^*]$. Moreover, $\Lambda_2 = \Lambda'_2$. Indeed, by the discussion in Section 3, the intersection of the eigenspace corresponding to $\Lambda_2$ with $Hz$ is a one-dimensional subspace of $Hz$, and the minimum $\Lambda_2$ is achieved by an (up to a constant factor) unique eigenfunction $u_2$ which belongs to $H_{as}$. Hence $\Lambda_2 = \| \nabla u_2 \|_2^2 / \| u_2 \|_2^2 = \Lambda'_2$. Now Theorem 1.3(d) can be rephrased in the following way.

**Proposition 6.1.** For $p > 2$ close to 2, $\Lambda_p = \Lambda'_p$, the minimizer $u \in Hz$ of (6.1) is unique (up to multiplication by a constant), and it belongs to $H_{as}$.

**Proof.** For $2 \leq p < 2^*$, let $u_p \in Hz$ be such that $\| \nabla u_p \|_2 = 1$ and $\| u_p \|_p^{-2} = \Lambda_p$. Let $v_p \in Hz$ be defined by $v_p(x', x_N) = -u_p(x', -x_N)$ for $(x', x_N) \in B$. Then also $\| \nabla v_p \|_2 = 1$ and $\| v_p \|_p^{-2} = \Lambda_p$. Hence both $u_p$ and $v_p$ are solutions of (1.4) with $\lambda_p = \Lambda_p^{p/2}$ and $\mu_p = \mu_p(u_p) = \mu_p(v_p)$. By the remarks above, $u_2 = v_2$ is an eigenfunction of the Neumann Laplacian on $B$ corresponding to the first nontrivial eigenvalue $\lambda_2$. We claim that

$$u_p = v_p \quad \text{for } p > 2 \text{ close to 2}.$$  \hspace{1cm} (6.3)

Arguing by contradiction, we suppose there exists a sequence of numbers $p_n > 2$, $p_n \to 2$ as $n \to \infty$ such that $u_{p_n} \neq v_{p_n}$. For ease of notation we will omit the index $n$. From standard elliptic estimates, we deduce that the sequences $(u_p)$ and $(v_p)$ are uniformly bounded in $C^2, \alpha(B)$...
for some positive \( \alpha \). Hence, by compactness of the embedding \( C^{2,\alpha}(\overline{B}) \subset C^2(\overline{B}) \), we may pass to subsequences of \( (u_p) \) and \( (v_p) \) which converge in \( C^2(\overline{B}) \), respectively. In fact, since

\[
\frac{\| \nabla u_p \|_2^2}{\| u_p \|_p^2} = \frac{\| \nabla v_p \|_2^2}{\| v_p \|_p^2} \to \Lambda_2 \quad \text{as } p \to 2,
\]

the remarks before Proposition 6.1 imply that, after changing signs if necessary, \( u_p \to u_2 \) and \( v_p \to u_2 \) in \( C^2(\overline{B}) \), where \( u_2 \in H_{as} \) is as above. We now put \( w_p := u_p - v_p \in H_z \) and

\[
\tilde{w}_p := \frac{w_p}{\| \nabla w_p \|_2}.
\]

We can assume that, as \( p \to 2 \), \( \tilde{w}_p \) converges weakly to some \( \tilde{w} \) in \( H_z \), hence

\[
\tilde{w}_p \to \tilde{w} \quad \text{strongly in } L^q(B) \text{ for } q < 2^*.
\]

We want to derive an equation for \( \tilde{w} \). The functions \( w_p \) satisfy

\[
-\Delta w_p = \lambda_p (|u_p|^{p-2}u_p - |v_p|^{p-2}v_p) = \lambda_p V_p w_p \quad \text{in } B, \quad \frac{\partial w_p}{\partial \nu} = 0 \quad \text{on } \partial B, \tag{6.5}
\]

where \( V_p : B \to \mathbb{R} \) is defined by

\[
V_p(x) := (p - 1) \int_0^1 |su_p(x) + (1 - s)v_p(x)|^{p-2} ds.
\]

Also, the functions \( \tilde{w}_p \) satisfy

\[
-\Delta \tilde{w}_p = \lambda_p V_p \tilde{w}_p \quad \text{in } B, \quad \frac{\partial \tilde{w}_p}{\partial \nu} = 0 \quad \text{on } \partial B. \tag{6.6}
\]

We claim that

\[
\lim_{p \to 2} \| 1 - V_p \|_q \to 0 \quad \text{for every } q < \infty. \tag{6.7}
\]

Indeed, note that \( u_2(x) \neq 0 \) for \( x \in B \) with \( x_N \neq 0 \), and for these \( x \) we have

\[
V_p(x) = (p - 1) \int_0^1 |su_p(x) + (1 - s)v_p(x)|^{p-2} ds \to 1 \quad \text{as } p \to 2,
\]

since \( \lim_{p \to 2} |su_p(x) + (1 - s)v_p(x)| = |u_2(x)| > 0 \) uniformly in \( s \in [0, 1] \). Moreover, using \( V_p \geq 0 \),
\[1 - V_p(x)^q \leq 1 + |V_p(x)|^q \leq 1 + \left[(p - 1) \int_0^1 (s|u_p(x)| + (1 - s)|v_p(x)|)^{p-2}ds\right]^q\]
\[\leq 1 + [(p - 1)(|u_p(x)| + |v_p(x)|)^{p-2}]^q\]
\[\leq c\]

in \(B\) with a constant \(c > 0\), since \(u_p\) and \(v_p\) are uniformly bounded on \(B\). Hence (6.7) follows from Lebesgue’s theorem.

Taking the limit as \(p \to 2\) in (6.6) and using (6.7), we find that \(\tilde{w}\) is a weak solution of the problem

\[-\Delta \tilde{w} = \lambda_2 \tilde{w} \quad \text{in} \ B, \quad \frac{\partial \tilde{w}}{\partial \nu} = 0 \quad \text{on} \ \partial B.\]

Using (6.4), (6.6) and (6.7) we now get

\[\|\nabla \tilde{w}\|^2 = \lambda_2 \|\tilde{w}\|^2 = \lim_{p \to 2} \frac{\lambda_p}{p-2} \int_B V_p \tilde{w}_p^2 = \lim_{p \to 2} \frac{\|\nabla \tilde{w}_p\|^2}{\|\nabla (u_p - v_p)\|^2} = 1,\]

so that \(\tilde{w}_p \to \tilde{w}\) strongly in \(H_\varepsilon\). Hence \(\tilde{w} \in H_\varepsilon\) is a normalized eigenfunction of the Neumann Laplacian on \(B\) corresponding to the eigenvalue \(\lambda_2\). By the remarks before Proposition 6.1, we conclude that \(\tilde{w} = \pm u_2\). However, since \(\tilde{w}_p \to \tilde{w}, u_p \to u_2\) and \(v_p \to v_2\) in \(H_\varepsilon\), we also get

\[\int_B \nabla \tilde{w} \nabla u_2 = \lim_{p \to 2} \int_B \nabla \tilde{w}_p \nabla u_p = \lim_{p \to 2} \frac{\|\nabla u_p\|^2 - \int_B \nabla v_p \nabla u_p}{\|\nabla (u_p - v_p)\|^2} = \frac{1}{2} \lim_{p \to 2} \left(1 - \int_B \nabla v_p \nabla u_p\right)^{1/2} = 0.\]

This contradiction shows (6.3), which means that \(u_p \in H_{as}\) for \(p > 2\) close to 2. In particular, this shows \(\Lambda_p = \Lambda_p'\) for \(p > 2\) close to 2.

It remains to prove uniqueness (up to a constant) of minimizers in \(H_{as}\) for \(p > 2\) close to 2. So now suppose by contradiction that, for a sequence of numbers \(p_n > 2\), \(p_n \to 2\) as \(n \to \infty\) there exists \(u_{p_n}, v_{p_n} \in H_{as}\) such that \(\|\nabla u_{p_n}\|^2 = \|\nabla v_{p_n}\|^2 = 1, \|u_{p_n}\|^2 = \|v_{p_n}\|^2 = \Lambda_p\) and \(u_{p_n} \neq \pm v_{p_n}\) for all \(n\). Passing to a subsequence and changing signs if necessary, we may assume that \(u_{p_n} \neq v_{p_n}\) for all \(n\), and that \(u_{p_n}, v_{p_n} \to u_2\) in \(C^2(B)\) as \(n \to \infty\). Omitting again the index \(n\), we note that, by antisymmetry,

\[-\Delta u_p = \lambda_p |u_p|^{p-2} u_p \quad \text{in} \ B, \quad \frac{\partial u_p}{\partial \nu} = 0 \quad \text{on} \ \partial B,\]

and

\[-\Delta v_p = \lambda_p |v_p|^{p-2} v_p \quad \text{in} \ B, \quad \frac{\partial v_p}{\partial \nu} = 0 \quad \text{on} \ \partial B,\]
with $\lambda_p = A_p^{p/2}$. To reach a contradiction one argues precisely as before, considering the normalized difference

$$\tilde{w}_p := \frac{u_p - v_p}{\|\nabla(u_p - v_p)\|_2}.$$ 

The proof of Proposition 6.1 is complete. □

A variant of the argument in the proof of Proposition 6.1 shows the following result. We omit the details.

**Theorem 6.2.** Let $\Omega \subset \mathbb{R}^N$ be a smooth, bounded domain which is symmetric with respect to some hyperplane $H$, and such that the first nontrivial eigenvalue $\lambda_2(\Omega)$ of the Neumann Laplacian on $\Omega$ is simple. Then

(a) If the (up to a constant) unique eigenfunction $u_2$ of $-\Delta$ corresponding to $\lambda_2(\Omega)$ is symmetric with respect to the reflection at $H$, then, for $p > 2$ close to 2, the minimizer $u_p$ of (1.2) is unique (up to a constant) and symmetric with respect to the reflection at $H$.

(b) If the (up to a constant) unique eigenfunction $u_2$ of $-\Delta$ corresponding to $\lambda_2(\Omega)$ is antisymmetric with respect to the reflection at $H$, then, for $p > 2$ close to 2, the minimizer $u_p$ of (1.2) is unique (up to a constant) and antisymmetric with respect to the reflection at $H$.

For $N = 2$, the assumption that $\lambda_2(\Omega)$ is simple can often be deduced from geometrical properties of $\Omega$, see [6, Section 2] and the references therein.

We end this section with two remarks.

**Remark 6.3.** Suppose $u$ is as in Theorem 1.3, with $u$ antisymmetric. There do not exist functions $R : [0, 1] \rightarrow \mathbb{R}$ and $\Theta : [0, \pi] \rightarrow \mathbb{R}$ such that $u(r, \theta) = R(r)\Theta(\theta)$.

**Proof.** Without loss of generality we may assume $\|\nabla u\|_2 = 1$. Since $u$ depends only on $r$ and $\theta$, the Laplacian of $u$ in polar coordinates writes as

$$\Delta u = \frac{1}{r^{N-1}} \frac{\partial}{\partial r} (u_r r^{N-1}) + \frac{1}{r^2 \sin^{N-2} \theta} \frac{\partial}{\partial \theta} (u_\theta \sin^{N-2} \theta). \quad (6.8)$$

Now, the function $u$ satisfies (1.4) with $\mu_p = 0$. Let us assume, by contradiction, that there exist functions $R : [0, 1] \rightarrow \mathbb{R}$ and $\Theta : [0, \pi] \rightarrow \mathbb{R}$ such that $u(r, \theta) = R(r)\Theta(\theta)$. Then, since $u \in C^{3, \alpha}(\overline{B})$, $R$ and $\Theta$ are $C^2$-functions. Substituting this ansatz for $u$ into (1.4) and using (6.8), we obtain

$$-\frac{1}{r^{N-1}} \frac{\partial}{\partial r} (R_r r^{N-1}) \Theta - \frac{1}{r \sin^{N-2} \theta} \frac{\partial}{\partial \theta} (\Theta_\theta \sin^{N-2} \theta) R = \lambda_p |R|^{p-2} |\Theta|^{p-2} R \Theta$$

for $r \neq 0$, or

$$\lambda_p |R|^{p-2} |\Theta|^{p-2} = -\frac{1}{R r^{N-3}} \frac{\partial}{\partial r} (R_r r^{N-1}) - \frac{1}{\Theta \sin^{N-2} \theta} \frac{\partial}{\partial \theta} (\Theta_\theta \sin^{N-2} \theta)$$

$$=: a(r) + b(\theta) \quad (6.9)$$
for \( r, R(r) \) and \( \Theta(\theta) \neq 0 \). Fix two values \( 0 \leq \theta_1 < \theta_2 \leq \pi \), such that \( 0 \neq |\Theta(\theta_1)| \neq |\Theta(\theta_2)| \neq 0 \). This is possible by (5.7). Subtracting (6.9) evaluated at \( \theta_1 \) and (6.9) evaluated at \( \theta_2 \),

\[
\lambda_p |R(r)|^{p-2} r^2 \left( |\Theta(\theta_1)|^{p-2} - |\Theta(\theta_2)|^{p-2} \right) = b(\theta_1) - b(\theta_2),
\]

for \( r \neq 0 \) such that \( R(r) \neq 0 \). For every such \( r \) we read out from (6.10) that

\[
|R(r)|^{p-2} r^2 = c^{p-2},
\]

with \( c \) a fixed constant, or

\[
R(r) = \frac{c}{r^{2/(p-2)}},
\]

Now, there must exist some \( r \in (0, 1] \) such that \( R(r) \neq 0 \), otherwise \( u \equiv 0 \). Pick such an \( r \). If we use (6.11) and the continuity of \( u \) on \( \bar{B} \), and thus of \( R \) on \( [0, 1] \), we conclude the function \( R \) never vanishes for \( r \neq 0 \) and \( \lim_{r \to 0} R(r) = \infty \). This is impossible so we have reached a contradiction. Hence, it is not true that there exist functions \( R: [0, 1] \to \mathbb{R} \) and \( \Theta: [0, \pi] \to \mathbb{R} \) such that \( u(r, \theta) = R(r) \Theta(\theta) \). Remark 6.3 is proved.

\[\square\]

**Remark 6.4.** Suppose \( u \) is as in Theorem 1.3, with \( u \) antisymmetric. There do not exist functions \( R: [0, 1] \to \mathbb{R} \) and \( Z: [-1, 1] \to \mathbb{R} \) such that \( u(x) = R(\rho) Z(x \cdot e) \), with \( \rho = |x - (x \cdot e)e| \).

The proof is similar. We omit the details.

### 7. Antisymmetry breaking for large \( p \) in the two-dimensional case

In this section, we consider a situation where antisymmetry fails for the extremal functions. Recall the definitions

\[
\Lambda_p = \inf_{u \in H_{za}\{0\}} \frac{\|\nabla u\|_2^2}{\|u\|_p^2}, \quad \Lambda'_p = \inf_{u \in H_{za}\{0\}} \frac{\|\nabla u\|_2^2}{\|u\|_p^2},
\]

where \( H_{za} \) was introduced in (6.2). We restrict our attention to the case \( N = 2 \), since the following arguments only apply in this case. We wish to prove the following.

**Proposition 7.1.** There exists \( p_0 > 2 \) such that \( \Lambda_p < \Lambda'_p \) for \( p > p_0 \). Hence the minimizers of (1.2) on \( B \) are not antisymmetric for \( p > p_0 \).

We start the proof of this proposition by considering an arbitrary domain \( \Omega \subset \mathbb{R}^2 \), and we put

\[
\hat{\Lambda}_p(\Omega) := \inf_{u \in H_{0}^1(\Omega)\{0\}} \frac{\|\nabla u\|_2^2}{\|u\|_p^2}.
\]

We quote the following from [31, Lemma 2.2].
Lemma 7.2. For any smooth bounded domain $\Omega \subset \mathbb{R}^2$, $\lim_{p \to \infty} p \hat{\Lambda}_p(\Omega) = 8\pi e$. In particular, $\hat{\Lambda}_p(\Omega) \to 0$ as $p \to \infty$.

Corollary 7.3. $\Lambda'_p \to 0$ as $p \to \infty$.

Proof. Let $B_+ = \{x \in B : x_N > 0\}$, and let $u \in H^1_0(B_+) \setminus \{0\}$ be a function with $\|\nabla u\|_2^2/c_{1/2} = \hat{\Lambda}_p(B_+)$. Then the function $w \in H_{\text{div}}$ defined by

$$w(x) = \begin{cases} u(x), & x \in B_+, \\ -u(x_1, \ldots, x_{N-1}, -x_N), & x \in B \setminus B_+, \end{cases}$$

satisfies

$$\frac{\|\nabla w\|_2^2}{\|w\|_p^2} = 2^{1-2/p} \frac{\|\nabla u\|_2^2}{\|u\|_p^2} = 2^{1-2/p} \hat{\Lambda}_p(B_+).$$

By Lemma 7.2 we conclude that $\Lambda'_p \leq 2^{1-2/p} \hat{\Lambda}_p(B_+) \to 0$ as $p \to \infty$, as claimed. $\square$

Proof of Proposition 7.1 (completed). For every $p$, let $v_p \in H_{\text{div}}$, with $\|\nabla v_p\|_2 = 1$, be such that $\Lambda'_p = \|v_p\|_p^{-2}$. Since $v_p = 0$ on $\{x \in \mathbb{R}^N : x_N = 0\} \cap B$, we can define $\bar{u}_p \in H^1(B)$ by setting $\bar{u}_p(x) = v_p(x)$ for $x \in B_+$ and $\bar{u}_p(x) = 0$ for $x \in B \setminus B_+$. Note that

$$\|
abla \bar{u}_p\|_2^2 = \frac{1}{2} \|
abla v_p\|_2^2 = \frac{1}{2} \text{ and } \|ar{u}_p\|_p = \left(\frac{1}{2}\right)^{1/p} \|v_p\|_p = \left(\frac{1}{2}\right)^{1/p} (\Lambda'_p)^{-1/2}.$$

From Poincaré’s inequality and the Sobolev embedding, there exists a constant $C > 0$, independent of $p$, such that

$$\|ar{u}_p\|_1 \leq C.$$

Consider $\bar{u}_p \in H_{\text{za}} \setminus \{0\}$ defined by $\bar{u}_p = \bar{u}_p - (1/|B|) \int_B \bar{u}_p$. Then

$$\Lambda_p \leq \frac{\|
abla \bar{u}_p\|_2^2}{\|ar{u}_p\|_p^2} = \frac{\|
abla \bar{u}_p\|_2^2}{\|ar{u}_p - (1/|B|) \int_B \bar{u}_p\|_p^2} \leq \frac{1}{2} \left(\|ar{u}_p\|_p - \left|\frac{1}{|B|} \int_B \bar{u}_p\right|\right)^{-2} \leq \frac{1}{2} \left(\left(\frac{1}{2}\right)^{1/p} (\Lambda'_p)^{-1/2} - \frac{C}{|B|^{1-1/p}}\right)^{-2} = \frac{1}{2^{1-2/p}} \left[1 - (\Lambda'_p)^{1/2} \frac{2^{1/p} C}{|B|^{1-1/p}}\right]^{-2} \Lambda'_p < \Lambda'_p$$

for $p$ sufficiently large, since $\Lambda'_p \to 0$ as $p \to +\infty$ by Corollary 7.3. We have completed the proof of Proposition 7.1. $\square$

Theorem 1.3(e) is proved. We remark that a variant of the argument given above yields the following result. We omit the details.

Theorem 7.4. Let $\Omega \subset \mathbb{R}^2$ be a smooth, bounded domain which is symmetric with respect to some hyperplane $H$. Then, for large $p$, the minimizers of (1.2) are not antisymmetric with respect to the reflection at $H$. 

8. The case of an annulus

In this section we briefly discuss the case where \( \Omega = A = \{ x \in \mathbb{R}^N : \rho < |x| < 1 \} \), for some fixed \( 0 < \rho < 1 \). Suppose \( 2 \leq p \leq 2^* \) if \( N \geq 3 \), or \( 2 \leq p < \infty \) if \( N = 2 \). Let \( u \) be a minimizer for (1.2) on \( A \). Then there exists a unit vector \( e \in \mathbb{R}^N, |e| = 1 \) such that \( u(x) \) only depends on \( r = |x| \) and \( \theta = \arccos(\frac{x}{|x|} \cdot e) \), and

\[ \frac{\partial u}{\partial \theta}(r, \theta) < 0 \text{ for } \rho \leq r < 1, \ 0 < \theta < \pi. \] (8.1)

This follows by similar arguments as in the case of the ball, see Section 4, Lemmas 5.1–5.3 and Proposition 5.4(a). One just has to use Remark A.3 instead of Lemma A.2.

If \( p \geq 2 \) is close to 2, then \( u \) is antisymmetric with respect to reflection at \( \{ x \in \mathbb{R}^N : x \cdot e = 0 \} \), and all other minimizers of (1.2) on \( A \) having the same symmetry axis as \( u \) are multiples of \( u \). This is proved as in the case of the ball, see Proposition 6.1.

Henceforth we suppose \( e = e_N \), and we discuss the sign of the derivative \( \partial_e u = \partial u/\partial x_N \). The Neumann boundary conditions and (8.1) imply

\[ \nabla u(x) = \frac{\partial u}{\partial \theta} \left( \cos \theta \frac{x - (x \cdot e_N)e_N}{|x - (x \cdot e_N)e_N|} - \sin \theta e_N \right) \text{ for } x \in \partial A \setminus \{ \pm \rho e_N, \pm e_N \}, \]

so that

\[ (u_p)_{x_N} = -\sin \theta \frac{\partial u}{\partial \theta} > 0 \text{ on } \partial A \setminus \{ \pm \rho e_N, \pm e_N \}. \] (8.2)

The method we used to show that \( \partial u/\partial x_N > 0 \) for the ball (see the proof of Proposition 5.4(b)) does not carry over to the annulus. However, in the special case \( p = 2 \), this property can be verified by a direct computation similar as in Section 3. We now consider the set of values \( q \) such that for each \( p \in [2, q) \) the minimizer of (1.2) on \( A \) with \( e = e_N \) is unique (up to multiplication by a constant). Let \( p_N \) be supremum of this set. From the above remarks, we know \( p_N > 2 \). Moreover, in dimension \( N = 2 \), Theorem 7.4 yields \( p_2 < \infty \).

**Proposition 8.1.** Suppose \( p_N \) is as above. For \( 2 \leq p < p_N \) denote by \( u_p \) the unique minimizer for (1.2) on \( A \), axially symmetric with respect to the axis passing through zero and \( e \), with \( \| \nabla u \|_2 = 1 \) and \( u(e) > u(-e) \). Then \( \partial_e u_p > 0 \) on \( A \setminus \{ \pm \rho e_N, \pm e_N \} \).

**Open Problem.** Is \( \partial_e u > 0 \) on \( A \setminus \{ \pm \rho e_N, \pm e_N \} \) for \( p \geq p_N \)?

**Proof of Proposition 8.1.** Consider the assertion

\[ \partial_e u_p \geq 0 \text{ on } A. \] (8.3)

By the above remarks, (8.3) is true for \( p = 2 \). Let \( p_0 \geq 2 \). First we show

\[ \begin{cases} p_0 < p_N, \\ (8.3) \text{ is true in } [2, p_0] \end{cases} \Rightarrow \text{ there exists } \delta > 0 \text{ such that (8.3) is true in } [2, p_0 + \delta]. \] (8.4)
Then we show

\[
\begin{cases}
p_0 < p_N, \\
(8.3) \text{ is true in } [2, p_0)
\end{cases} \Rightarrow (8.3) \text{ is true in } [2, p_0].
\]  

(8.5)

Statements (8.4) and (8.5) together imply (8.3) is true in \([2, p_N)\).

(a) Suppose \(2 \leq p_0 < p_N\) and (8.3) is true in \([2, p_0)\). We define

\[\Omega_{u_p} := \{ x \in \overline{A} : (u_p)_{xN} < 0 \} .\]

By assumption \((\Omega_{u_{p_0}})_-\) is empty. We will now show that \((\Omega_{u_p})_- = \emptyset\) for \(p > p_0\) close to \(p_0\).

Suppose, by contradiction, that \((\Omega_{u_{p_n}})_- \neq \emptyset\) for a sequence \(p_n \downarrow p_0\). As before, we omit the index \(n\). Then we may choose \(z_p \in (\Omega_{u_p})_-\). Modulo a subsequence, \(z_p \to z_0\) and the sequence \((u_p)\) converges to \(u_{p_0}\) in \(C^2(\overline{A})\). We know \((u_{p_0})_{xN} \geq 0\) by assumption and we have \((u_{p_0})_{xN}(z_0) = 0\). We consider three cases:

(i) \(z_0 \in \partial A \setminus \{ \pm \rho e_N, \pm e_N \}\). Then \((u_{p_0})_{xN}(z_0) = 0\) contradicts (8.2).

(ii) \(z_0 \in A\). The function \((u_{p_0})_{xN}\) satisfies

\[-\Delta (u_{p_0})_{xN} = (p_0 - 1)\lambda_{p_0} |u_{p_0}|^{p_0-2}(u_{p_0})_{xN} \geq 0 \quad \text{in } A,\]  

with \(\lambda_{p_0} = [\Lambda_{p_0}(A)]^{p_0/2}\). Then \((u_{p_0})_{xN}(z_0) = 0\) contradicts the strong maximum principle.

(iii) \(z_0 \in \{ \pm \rho e_N, \pm e_N \}\). We suppose that \(z_0 = e_N\), the other cases being treated similarly. Applying the Mean Value theorem to \((u_p)_{xN}\), there exists \(\tilde{z}_p \in \mathbb{R}^N\) in the line through \(z_p\) parallel to the \(x_N\)-axis, with the \(N\)th coordinate \((\tilde{z}_p)_N > (z_p)_N\), such that \((u_p)_{xN,xN}(\tilde{z}_p) > 0\). The \(C^2\) convergence of \(u_p\) to \(u_{p_0}\) implies \((u_{p_0})_{xN,xN}(z_0) \geq 0\). Recalling that \((u_{p_0})_{xN}\) satisfies (8.6), \((u_{p_0})_{xN} \neq 0\) and \((u_{p_0})_{xN}(z_0) = 0\), Hopf’s lemma implies \((u_{p_0})_{xN,xN}(z_0) < 0\). This is a contradiction.

Since all three cases are impossible, we conclude that \((\Omega_{u_p})_- = \emptyset\) for \(p \) close to \(p_0\). This establishes (8.4).

(\text{b}) Suppose \(p_0 < p_N\) and (8.3) is true in \([2, p_0)\). Taking an increasing sequence \(p \to p_0\), \((u_p)\) converges to \(u_{p_0}\) in \(C^2(\overline{A})\), which can easily be deduced from the uniqueness of \(u_{p_0}\). Thus (8.3) is true for \(p = p_0\). This establishes (8.5).

So we know (8.3) is true in \([2, p_N)\). This, (8.2) and the strong maximum principle imply the assertion. \(\square\)
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Appendix A

We recall the classical Hopf boundary lemma, see e.g. [19, Lemma 3.4].
Lemma A.1. Let $\Omega \subset \mathbb{R}^N$ be a domain and $x_0 \in \partial \Omega$ be a boundary point where the interior sphere condition is satisfied. Let $w \in C^2(\Omega) \cap C(\overline{\Omega})$ satisfy

$-\Delta w \geq 0 \quad \text{in} \; \Omega$, \quad w \geq w(x_0) \quad \text{in} \; \Omega$.

If $w$ is not constant in $\Omega$, then $\partial w/\partial \eta(x_0) < 0$ for any outward directional derivative at $x_0$ when it exists.

The following proposition is a variant of the Hopf boundary lemma for a half-ball which also yields information on a “tangential” derivative at the corner points.

Lemma A.2. Let $B_+ := \{x \in \mathbb{R}^N: |x| \leq 1, \; x_N > 0\}$. Suppose that $w \in C^2(\overline{B_+})$ satisfies

$-\Delta w \geq 0 \quad \text{on} \; B_+,$ \quad w = 0 \quad \text{on} \; \Sigma_1,$ \quad $\frac{\partial w}{\partial \nu} = 0 \quad \text{on} \; \Sigma_2,$

where $\Sigma_1 = \{x \in \partial B_+: x_N = 0\}$, $\Sigma_2 = \{x \in \partial B_+: x_N > 0\}$, and $\nu$ is the outward normal on $\Sigma_2$.

If $w \not\equiv 0$ in $B_+$, then

$w > 0 \quad \text{in} \; B_+ \quad \text{and} \quad \frac{\partial w}{\partial x_N} > 0 \quad \text{on} \; \Sigma_1.$

Proof. In the following, we write $B_r(y)$ for the closed ball of radius $r$ centered at $y \in \mathbb{R}^N$. Since $w \not\equiv 0$, the maximum principle implies that $w$ cannot achieve its minimum in $\text{int}(B_+)$. Moreover, by Lemma A.1 and the boundary condition $\partial w/\partial \nu = 0$ on $\Sigma_2$, $w$ cannot achieve its minimum on $\Sigma_2$. Hence $w > 0$ in $B_+$, and Lemma A.1 yields $\partial w/\partial x_N > 0$ for $x \in \Sigma_1$, $|x| < 1$, since at these boundary points the interior sphere condition is satisfied. It remains to prove $\partial w/\partial x_N > 0$ for $x \in \Sigma_1$ with $|x| = 1$. Without loss of generality, we only consider $x = e_1 = (1, 0, \ldots, 0)$. Let $\bar{x} = (1, 0, \ldots, 0, 1)$. We consider the functions $\varphi, \psi: \mathbb{R}^N \setminus \{0\} \to \mathbb{R}$ defined by

$\varphi(x) = \exp(-\alpha|x - \bar{x}|^2) - e^{-\alpha}, \quad \psi(x) = \varphi\left(\frac{x}{|x|^2}\right),$

where $\alpha > 0$ will be fixed later. Then $\varphi \equiv 0$ on $\partial B_1(\bar{x})$. Moreover, $\partial B_1(\bar{x})$ is invariant under the reflection $x \mapsto x/|x|^2$. Indeed, $|x - \bar{x}|^2 = 1$ implies

$$\left|\frac{x}{|x|^2} - \bar{x}\right|^2 = \frac{1}{|x|^2} - \frac{2x \cdot \bar{x}}{|x|^2} + 2 = \frac{|x|^2 - 2x \cdot \bar{x} + |ar{x}|^2 - 1}{|x|^2} + 1 = \frac{|x - \bar{x}|^2 - 1}{|x|^2} + 1 = 1.$$

As a consequence, $\psi$ also vanishes on $\partial B_1(\bar{x})$. We note that

$$\frac{\partial \varphi}{\partial x_N}(e_1) = \frac{d\varphi}{ds}(\bar{x} + se_N)\bigg|_{s=-1} = \frac{d}{ds}(e^{-\alpha s^2} - e^{-\alpha})\bigg|_{s=-1} = 2\alpha e^{-\alpha} > 0$$

and
Next we compute $\Delta \varphi(e_1)$. For this we use spherical coordinates $(r, \eta)$ with center at $\bar{x}$: $r = |x - \bar{x}| \in (0, \infty)$ and $\eta = (x - \bar{x})/|x - \bar{x}| \in \partial B_1(0)$. Let $\bar{\varphi}(r, \eta) := \varphi(x)$ and $\bar{\psi}(r, \eta) := \psi(x)$. The Laplacian of a function $u(x) = \bar{u}(r, \eta)$ is given by

$$\Delta u = \frac{\partial^2 \bar{u}}{\partial r^2} + \frac{N - 1}{r} \frac{\partial \bar{u}}{\partial r} + \Delta_\eta \bar{u},$$

where $\Delta_\eta$ stands for Laplace–Beltrami operator on the sphere \{ $x \in \mathbb{R}^N$: $|x - \bar{x}| = 1$ \}. Since $\varphi$ vanishes on this sphere,

$$\Delta \varphi(e_1) = \left[ \frac{\partial^2 \bar{\varphi}}{\partial r^2} + \frac{N - 1}{r} \frac{\partial \bar{\varphi}}{\partial r} \right] (1, -e_N)
= \left[ \frac{d^2}{dr^2}(e^{-ar^2} - e^{-\alpha}) + \frac{N - 1}{r} \frac{d}{dr}(e^{-ar^2} - e^{-\alpha}) \right]_{r=1}
= 2ae^{-\alpha}(2\alpha - N) > 0,$$

for $\alpha > N/2$. In order to compute $\Delta \psi(e_1)$, we observe that by (A.1),

$$\frac{\partial \bar{\psi}}{\partial r}(1, -e_N) = -\frac{\partial \bar{\psi}}{\partial x_N}(e_1) = -\frac{\partial \bar{\varphi}}{\partial x_N}(e_1) = \frac{\partial \bar{\varphi}}{\partial r}(1, -e_N).$$

As, by a short calculation,

$$\frac{\partial^2 \bar{\psi}}{\partial r^2}(1, -e_N) = \frac{d^2}{d\theta^2}\bar{\psi}(\cos \theta, 0, \ldots, 0, \sin \theta) \bigg|_{\theta=0} = \frac{d^2}{d\theta^2}\bar{\varphi}(\cos \theta, 0, \ldots, 0, \sin \theta) \bigg|_{\theta=0}
= \frac{\partial^2 \bar{\varphi}}{\partial r^2}(1, -e_N)$$

and $\psi$ also vanishes on the sphere \{ $x \in \mathbb{R}^N$: $|x - \bar{x}| = 1$ \}, it follows from (A.2) that

$$\Delta \psi(e_1) = \Delta \varphi(e_1).$$

Now put $z = \varphi + \psi$. Then, by construction, $\partial z/\partial \nu = 0$ on $\partial B_1(0)$. Let $\delta > 0$ be such that

$$\Delta z > 0 \quad \text{on } B_\delta(e_1).$$

Since $w > 0$ on $B_+$, there is $\epsilon > 0$ such that $w \geq \epsilon z$ on $\partial B_\delta(e_1) \cap B_1(\bar{x}) \cap B_+$. We now consider the set $D := B_\delta(e_1) \cap B_1(\bar{x}) \cap B_+$. The function $\bar{w} : \overline{B_+} \setminus \{0\} \to \mathbb{R}$ defined by $\bar{w} := w - \epsilon z$ satisfies
\[ \Delta \tilde{w} < 0 \quad \text{in } D, \]
\[ \tilde{w} \geq 0 \quad \text{on } \left[ \partial B_\delta(e_1) \cap B_1(\bar{x}) \cap B_+ \right] \cup \left[ B_\delta(e_1) \cap \partial B_1(\bar{x}) \cap B_+ \right], \]
\[ \frac{\partial \tilde{w}}{\partial \nu} = 0 \quad \text{on } B_\delta(e_1) \cap B_1(\bar{x}) \cap \partial B_+. \]

By similar arguments as above, \( \tilde{w} \) can neither achieve its minimum on \( \text{int}(D) \) nor on \( \Sigma_2 \). Since \( \tilde{w} \geq 0 \) on the remaining parts of \( \partial D \), we conclude \( \tilde{w} \geq 0 \) on \( D \). Since \( \tilde{w}(e_1) = 0 \), this implies \( \frac{\partial \tilde{w}}{\partial x_N}(e_1) \geq 0 \). Hence

\[ \frac{\partial w}{\partial x_N}(e_1) \geq \varepsilon \frac{\partial z}{\partial x_N}(e_1) > 0 \]

by (A.1), as claimed. \( \square \)

**Remark A.3.** An analogue of Lemma A.2 holds for a half annulus.

**References**