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#### Abstract

Two improved algorithms for string matching with $k$ mismatches are presented. One algorithm is based on fast integer multiplication algorithms whereas the other follows more closely classic string-matching techniques.


## Introduction

Given a text string $t_{0} t_{1} \ldots t_{n-1}$, a pattern string $p_{0} p_{1} \ldots p_{m-1}$ and an integer $k, k \leqslant m \leqslant n$, we are interested in finding all occurrences of the pattern in the text with at most $k$ mismatches, i.e., with at most $k$ locations in which the pattern and the text have different symbols. We refer to this problem as string matching with $k$ mismatches.

Recently, an efficient sequential algorithm for this problem was devised by [6,7] and an improvement of it was presented in [2]. Moreover, Landau and Vishkin have also considered both sequential and parallel algorithms for the more general problem of string matching with $\boldsymbol{k}$ differences [8]; that is, a total of at most $k$ mismatches between symbols, insertions and/or deletions of symbols are allowed in order to obtain an occurrence of the pattern in any position of the text. Obviously, the parallei algorithm for string matching with $k$ differences, refcrred to as LV algorithm, can also handle the special case of string matching with $k$ mismatches, but no substantial improvement in its time bound of $\mathrm{O}(k+\log m)$ would result. This time bound is optimal if $k=\mathrm{O}(\log m)$. But for larger values of $k$ the advantage of using parallelism is lost.

Here we present two efficient parallel algorithms for string matching with $k$ mismatches. One algorithm, referred to as A1, is a parallel impiementation of

[^0]Schönhage and Strassen integer-multiplication algorithm adapted to compute the Hamming distances between a binary pattern and its potential occurrences in a binary text. Such an algorithm uses $O(n q \log m \log \log n)$ processors and it takes $O(\log n)$ time, where $q=\min (\sigma, m)$ and $\sigma$ denotes the size of the alphabet. We remark that the use of fast integer-multiplication algorithms to solve efficiently a wide class of string matching problems is not new [1] (see also [4]), and we discuss A1 for the sake of completeness.

The other algorithm, referred to as A2, assigns $2 k$ processors to each position of the text and then locates (up to) $k+1$ mismatches between the pattern and such a substring of the text. it consists of two major steps:
(a) preprocessing of the pattern and the text and
(b) finding all occurrences of the pattern in the text with at most $k$ mismatches. Step (b) can be implemented in time $O(\log (m / k) \log k /(\log \log m+\log \log k))$ by using $O(n k)$ processors. The preprocessing step can be implemented by means of two different algorithms. One algorithm, due to [8], takes $\mathbf{O}(\log m)$ time by using $O\left(m^{2}+n\right)$ processors. The other algorithm, due to [11], takes $O(\log n)$ time by using $O(n+m)$ processors. Thus, A2 performs in time $O(\log (m / k) \log k /(\log \log m+$ $\log \log k)+\log m)$ with $O\left(m^{2}+n k\right)$ processors or in time $O(\log (m / k) \log k /$ $(\log \log m+\log \log k)+\log n)$ with $\mathrm{O}(m+n k)$ processors depending on which implementation of the preprocessing is adopted.

An informal discussion of the main features ef algorithms LV, A1 and A2 is in order. As it was pointed out earlier, LV is efficient only when $\boldsymbol{k}=\mathbf{O}(\log m)$. Algorithm Al guarantees a good time performance irrespective of the order of magnitude of $k$. However, it has two major drawbacks: the number of processors depends linearly on $q$, and thus on the alphabet size, and the constant hidden in the big-O notation is quite large. Moreover, its worst-case time bound is achieved by any instance of the problem. This is also true for LV. As far as A2 is concerned, its worst-case time bound is $O(\log m)$ whenever $k=O\left(\log ^{c} m\right)$ or $k \geqslant m / \log ^{c} m, c$ constant, and is never worse than $\mathrm{O}\left(\log ^{2} m / \log \log m\right)$. Moreover, its time performance depends on the input strings; thus, A2 may behave better than its worst-case time bound. The major drawback of $A 2$ is that if $k \approx m$, it uses essentiaily the same number of processors as the naive algorithm achioving the same time performance.

The model of somputation that we assume is the exclusive-read/exclusive-write (EREW) parallel random-access machine (PRAM) [3]. An EREW PRAM is composed of $t$ synchronous processors all having access to a common memory. However, processors are not allowed to read simultaneously or to write from the same memory location.

## 1. Algorithm A 1

Let text $=t_{0} t_{1} \ldots t_{n-1}$ be a binary text, and let pat $=p_{0} p_{1} \ldots p_{m-1}$ be a binary pattern. The occurrences of pat in text with at most $k$ mismatches can be found by
computing the Hamming distance $H$ between pat and $t_{i} \ldots t_{i+m-1}, 0 \leqslant i \leqslant n-m$. If $H\left(\right.$ pat, $\left.t_{i} \ldots t_{i+m-1}\right) \leqslant k$, then $i$ is an occurrence of the pattern in the text.

The Hamming distance between two strings $a$ and $b$ of length $m$ is given by $H(a, b)=\sum_{j=0}^{m-1} a_{j} \oplus b_{j}$.

Let $\operatorname{rev}(b)=b_{m-1} \ldots b_{0}$. Since $a_{j} \oplus b_{j}=\left(a_{j} \overline{b_{j}}\right)+\left(\overline{a_{j}} b_{j}\right), H(a, b)$ can be rewritten as

$$
H(a, b)=\sum_{j=0}^{m-1}\left(a_{j} r \overline{r e v}(b)_{m-j}\right)+\sum_{j=0}^{m-1}\left(\overline{a_{j}} r e v(b)_{m-j}\right) .
$$

$H(a, b)$ can be computed by first inserting $\log m 0$ 's between each bit of $a$ and each bit of $b$, thus obtaining two strings $a^{\prime}$ and $b^{\prime}$ of length $m(\log m+1)$ each. Then, the products $c=a^{\prime} \overline{r e v}\left(b^{\prime}\right)$ and $d=\overline{a^{\prime}} r e v\left(b^{\prime}\right)$ are computed. Finally, $H(a, b)$ is given by the sum of the two binary numbers
$c_{(m-1)(\log m+1)+\log m} \ldots c_{(m-1)(\log m+1)} \quad$ and $\quad d_{(m-1)(\log m+1)+\log m} \ldots d_{(m-1)(\log m+1)}$
extracted from $c$ and $d$ respectively. The role of the biocks of 0 's is to separate the result from the other carries.

The above method can be easily extended to compute concurrently $H\left(p a t, t_{i} \ldots t_{i+m-1}\right)$ for all $i, 0 \leqslant i \leqslant n-m$. Indeed, both the text and the pattern are transformed into strings text' of length $n(\log m+1)$ and pat' of length $m(\log m+1)$. Then, the products

$$
c=\left(t e x t^{\prime}\right)\left(\overline{\operatorname{rev}\left(p a t^{\prime}\right)}\right) \quad \text { and } \quad d=(\overline{\operatorname{text}})\left(\operatorname{rev}\left(p a t^{\prime}\right)\right)
$$

are computed. Now, $H\left(p a t, t_{i} \ldots t_{i+m-1}\right)=c_{i}+d_{i}$, where

$$
c_{i}=c_{(m-1+i+1)(\log m+1)-1} \ldots c_{(m-1+i)(\log m+1)}
$$

and

$$
d_{i}=d_{(m-i+i+1)(\log m+1)-1} \ldots d_{(m-i+i)(\log m+1)}
$$

It has been shown in [3] that a parallel integer multiplication of two $s$-bit numbers can be performed in time $\mathrm{O}(\log s)$ with $\mathrm{O}(s \log s)$ processors. Thus, parallel string matching with $k$ mismatches can be performed in time $O(\log (n \log m))$ with $O(n \log m \log \log n \log m)$ processors provided that the input alphabet is binary. If the size $\sigma$ of the input alphabet is greater than two, then each character can be represented by $q=\min (\sigma, m)$ bits, i.e., the $i$ th character is represented by a bit vector with the ith bit set to 1 and the remaining ones set to 0 . Thus, parallel string matching with $k$ mismatches can be solved in $O(\log n q)$ time by $O(n q \log m \log \log n)$ processors.

## 2. Algorithm A2

Algorithm A2 is composed of two major steps:
(1) preprocessing of the pattem and the text;
(2) detection of all occurrences of the pattern in the text with at most $\boldsymbol{k}$ mismatches.

The first step is devoted to the characterization of all substrings of the text in terms of substrings of the pattern. This goal can be accomplished by means of two different algorithms. One algorithm [8] constructs some tables, whereas the other one [11] uses the suffix tree of the pattern and the text [9, 12]. In what follows we briefly describe the two algorithms omitting the details of their implementation. Then we present the string matching algorithm.

The preprocessing step in [8] computes two arrays: MAX-LENGTH[0, .., m-1; $0, \ldots, m-1]$ and BEST-FIT $[0, \ldots, n-1]$. They are defined as follows. MAXLENGTH $[i, j]=l$ if $p_{i} \ldots p_{i+l-1}=p_{j} \ldots p_{j+l-1}$ and $p_{i+l} \neq p_{j+l}$, i.e., suffixes $p_{i} \ldots p_{m}$ and $p_{j} . . . p_{m}$ of the pattern have a maximal common prefix of length $l$. Best-fir $[i]=(j, l)$ if $t_{i} \ldots t_{i+l-1}=p_{j} \ldots p_{j+l-1}$ and $j$ is the position in the pattern for which $l$ is maximal. That is, $p_{j} \ldots p_{j+l-1}$ is the longest substring of the pattern starting at position $i$ of the text.

Table max-Length can be easily computed in $O(\log m)$ tine by $m^{2} / \log m$ processors, whereas Best-fit can be computed in $O(\log m)$ time by $m^{2}+n / \log m$ processors. The interested reader can find the details of such a construction in [8].

A basic operation in the pattern-matching algorithm is the detection of the leftmost mismatch between a suffix of the text and one of the pattern. This operation can be performed in constant time by making use of MAX-LENGTH and BEST-FIT. Indeed, let find-mismatch $(i, j)$ be a function that gives the text position of the leftmost mismatch between suffixes $t_{i} \ldots t_{n-1}$ and $p_{j} \ldots p_{m-1}$. Now, FIND-MISMATCH $(i, j)=$ $i+\min (q, l)$ if $\operatorname{best}-$ fit $[i]=(s, q)$ and max-Length $[s, j]=l$. This result easily follows by observing that BEST-FIT $[i]=(s, q)$ implies that $t_{i} \ldots t_{i+q-1}=p_{s} \ldots p_{s+q-1}$ with $t_{i+q} \neq p_{s+q}$ and MAX-LENGTH $[s, j]=l$ implies that $p_{s} \ldots p_{s+l-1}=p_{j} \ldots p_{j+l-1}$ and $p_{s+l} \neq p_{j+l}$. Thus, $t_{i+\min (q, l)} \neq \boldsymbol{p}_{j+\min (q, l)}$ and such a mismatch must be the first one between the given suffixes.

The function find-mismatch $(i, j)$ can also be computed as follows. Assume that $T$ is the suffix tree of the string $t_{0} \ldots t_{n-1} \$ p_{0} \ldots p_{m-1}[9,12]$. Then, FINDMISMATCh $(i, j)=i+q$, where $q$ is the depth of the Lowest Common Ancestor (LCA) between leaves $i$ and $n+j+1$ of $T$. Recently, Schieber [11] showed how to construct suffix tree $T$ in $O(\log n)$ time by using $O(n)$ processors. He also presented parallel algorithms that set up data structures as in [5] allowing each LCA query on $T$ to be answered in $O(1)$ time. These data structures can be obtained in $O(\log n)$ time with $O(n)$ processors. Thus, FIND-mismatch $(i, j)$ can be computed in constant time provided that the preprocessing step consists of the algorithms in [11].

In order to test whether an occurrence of the pattern starts at position $i$ of the text (Procedure Occurrence) (see Appendix) $2 k$ processors are used to detect (up to $k+1$ ) mismatches between $t_{i} \ldots t_{i+m-1}$ and $p_{0} \ldots p_{m-1}$. Processors may be active or idle depending on whether or not they are assigned to a substring of $t_{i} \ldots t_{i+n-1}$. Each active processor is assigned to a substring $t_{i+j} \ldots t_{i+s}, 0 \leqslant j \leqslant s \leqslant m-1$ of the text and its task is to find up to the first $\log k$ (w.l.o.g., $k=2^{l}$ ) mismatches between
such a substring and $p_{j} \ldots p_{s}$ (Procedure Mismatch) (see Appendix). We remark that the strings assigned to the active processors need not be contiguous. As soon as an active processor completes its task, it can be in one of two states: busy or free.

A processor, assigned to $t_{i+j} \ldots t_{i+s}$, is in the busy state if in detects the $(\log k)$ th mismatch in a position $q-1<i+s$. That is, substring $t_{q} \ldots t_{i+s}$ has not been processed yet and it must be tested for possible mismatches. Otherwise, a processor is in the free state. A busy processor reports the endpoints ( $q, s$ ) of the substring that remains to be tested.

As soon as active processors finish their task, the $2 k$ processors are again assigned to substrings of $t_{i} \ldots t_{i+m-1}$ that have not been processed yet and then each processor performs its task on the given substring. We remark that, at this stage, some processors may turn out to be idle. When such an assignment takes place, we say that a new iteration is started. Initially, $t_{i} \ldots t_{i+m-1}$ is divided into $k$ contiguous substrings of length at least $\lfloor m / k\rfloor$ and at most $\lceil m / k\rceil$. Then, $k$ processor are assigned to each one of such strings. Subsequently, processors are assigned to strings of almost the same length as follows.

Assume that, at the end of iteration $j, c$ processors report that substrings $x_{1}, x_{2}, \ldots, x_{c}$, with endpoints $\left(q_{1}, s_{1}\right), \ldots,\left(q_{c}, s_{c}\right)$, of $t_{i} \ldots t_{i+m-1}$ remain to be tested. Notice that $c<k / \log k$ since each of these processors found $\log k$ mismatches. Let $z=\sum_{i=1}^{c} z_{i}, z_{i}=s_{i}-q_{i}+1$. We assign $p_{i}=\left\lceil k z_{i} / z\right\rceil$ processors to substrings $x_{i}$. The $p_{i}$ processors can be assigned to substrings $x_{i}$, for all $i, 1 \leqslant i \leqslant c \leqslant k$, by sorting the triples $\left(q_{i}, s_{i}, p_{i}\right)$. Thus, at the beginning of iteration $j+1, k \leqslant 2 k$ processors are active and each active processor is assigned to a substring of length at most $\left\lceil z_{i} / p_{i}\right\rceil \leqslant z / k$. It is worth to point out that whenever $z<2 k$, the string matching process for position $i$ of the text is concluded as soon as active processors complete their task.

Procedures Occurrence( $i$ ) and Mismatch implement the algorithm outlined above for the detection of an occurrence of the pattern in the text at position $i$.

## Complexity of Procedure Occurrence(i).

Each iteration of the while loop in Procedure Occurrence $(i)$ takes $O(\log k)$ time. Indeed, a cali to Procedure Mismatch takes $\mathrm{O}(\log k)$ time since it finds up to $\log k$ mismatches by using function Find-Mismatch. The operation update $v$ is a parallel addition of all the mismatches found during the current iteration and thus it can be performed in $\mathrm{O}(\log k)$ time by $2 k$ processors. Finally, the assignment of processors to substrings takes $O(\log k)$ since it essentially reduces to sorting at most $k / \log k$ triples [10].

The number of iterations sufficient to test whether $t_{i} \ldots t_{i+m-1}$ is an occurrence of the pattern with at most $k$ mismatches can be derived as follows.

Let $k_{i}$ and $l_{i}$ be the total number of mismatches found and the total length of the substrings that remain to be processed repectively, wher iteration $i$ is started. Initially, $l_{0}=m$ and $k_{0}=0$. Let $\alpha_{i} \bar{k}$ be the number of busy processors after iteraticia
$i$. Then, at the completion of such iteration, $k_{i+1} \geqslant k_{i}+\alpha_{i} k \log k$ since at least $\alpha_{i} k \log k$ mismatches have been found and $l_{i+1} \leqslant \alpha_{i} l_{i} / k=\alpha_{i} l_{i}$. The algorithm halts when either $l_{i} \leqslant 2 k$ or $k_{i} \geqslant k$. Thus, the maximum number of iterations is given by the maximal $s$ such that

$$
m \prod_{j=1}^{s} \alpha_{j} \geqslant k_{;} \quad \sum_{j=1}^{s} \alpha_{j} k \log k \leqslant k .
$$

Now, the maximal $s$ is achieved when all the $\alpha_{j}$ 's are equal, that is $\alpha_{j}=1 /(s \log k)$. Thus, we obtain that

$$
s \approx \frac{\log (m / k)}{\log \log (m / k)+\log \log k}
$$

Hence, Procedure Occurrence takes $O(\log (m / k) \log k /(\log \log (m / k)+$ $\log \log k)$ ).

It follows from the analysis of Procedure Occurrence that the overall time complexity of the algorithm presented in this section is

$$
\mathrm{O}\left(\frac{\log (m / k) \log k}{\log \log m+\log \log k}+\text { time preprocessing }\right)
$$

where time preprocessing can be either $\mathbf{O}(\log m)$ ([8] preprocessing algorithm) or $O(\log n)$ ([11] preprocessing algorithm). The number of processors needed is $\mathrm{O}\left(m^{2}+n k\right)$ or $\mathrm{O}(n k)$ respectively.

## Complexity for a random string

Consider the following restricted version of the algorithm. We define a processor to be free iff it finds at most 1 mismatch in the string assigned to it. Obviously, at any stage, there cannot be more than $\frac{1}{2} k$ busy processors.

Letting $q \leqslant \frac{1}{2}$ be the probability of a mismatch we find that the probability of a processor being free after the first step is $q^{(m / k)-1}$. Thus, the average number of free processors after the first step is $k q^{(m / k)-1}$ which is less than $\frac{1}{2} k$ for $k \leqslant \frac{1}{2} m$. Hence, after the first step, the number of busy processors is larger than $\frac{1}{2} k$ on the average. This immediately establishes an $O(\log k)$ time bound for the algorithm.

## Concluding remarks

The main advantage of A2 compared to LV is that its time complexity does not depend linearly on $k$. Moreover, the constants involved in the time bound do not depend on the alphabet size, so $\mathrm{A}^{2}$ compares favorably also with respect to A1.

## Appendix

## Procedure Occurrence( $i$ ) <br> begin <br> $v:=0$

(* $v$ is equal to the number of mismatches found so far *)
partition $t_{i} \ldots t_{i+m-1}$ into $k$ contiguous strings of roughly the same length and
assign them to $k$ processors
while $v \leqslant k$ and (number of active processors) $>0$ do
begin
for each active processor $q$ pardo Mismatch $(q)$;
update $v$
if $v \leqslant k$ then assign substrings not processed to processors
else stop
end
if $v \leqslant k$ then print "position $i$ is an occurrence of the pattern in the text" end.

## Procedure Mismatch(q)

(* Assume that string $t_{i+j} \ldots t_{i+s}$ has been assigned to processor $q *$ )
begin
$\mathrm{vv}:=0 ;$ free $:=$ false; $\mathrm{tp}:=i+j ; \mathrm{pp}:=j ; \mathrm{mp}:=0 ;$
( $*$ tp and pp denote current text and pattern positions respectively $*$ )
( $* \mathrm{mp}$ denotes a mismatching position in the text $*$ )
while $\mathrm{vv}<\log k$ or free $=$ false do
begin
mp:= FIND-MISMATCH(tp, pp)
begin-case
$\mathrm{mp}<i+s: \mathrm{vv}:=\mathrm{vv}+1$;
$\mathrm{mp}=i+s: \mathrm{vv}:=+1 ;$ free: $=$ true;
$m p>i+s:$ free $:=$ true;
end-case
$\mathrm{tp}:=\mathrm{tp}+\mathrm{mp}+1 ; \mathrm{pp}:=+\mathrm{mp}+1$
end
end.
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