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a b s t r a c t

In this paper, by the generating functionmethod,we establish various identities concerning
the (higher order) Bernoulli polynomials, the (higher order) Euler polynomials, the
Genocchi polynomials and the degenerate higher order Bernoulli polynomials. Particularly,
some of these identities are also related to the power sums and alternate power sums. It
can be found that, many well known results, especially the multiplication theorems, and
some symmetric identities demonstrated recently, are special cases of our results.

© 2008 Elsevier B.V. All rights reserved.

1. Introduction

For a real or complex parameter α, the higher order Bernoulli polynomials B(α)n (x) and the higher order Euler polynomials
E(α)n (x), each of degree n in x as well as in α, are defined by the following generating functions (for details, see [11, Section
2.8] and [13, Section 1.6]):(

t
et − 1

)α
ext =

∞∑
n=0

B(α)n (x)
tn

n!
, (|t| < 2π), (1.1)

(
2

et + 1

)α
ext =

∞∑
n=0

E(α)n (x)
tn

n!
, (|t| < π). (1.2)

(In fact, the order α in Eqs. (1.1) and (1.2) can also be p-adic or indeterminate, as occurs in the paper of Adelberg [2], and the
only necessary condition is that α should lie in a commutative ring with unity.) Clearly, for all nonnegative integers n, the
classical Bernoulli polynomials Bn(x) and the classical Euler polynomials En(x) are given by

Bn(x) := B(1)n (x) and En(x) := E(1)n (x), (1.3)

respectively. Moreover, the classical Bernoulli numbers Bn and the classical Euler numbers En are given by

Bn := Bn(0) and En := 2nEn

(
1
2

)
, (1.4)
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respectively. These polynomials and numbers have numerous important applications in combinatorics, number theory and
numerical analysis. Therefore they have been studied extensively over the last two centuries.
From definition (1.3) and generating functions (1.1) and (1.2), it is easily observed that

Bn(x+ y) =
n∑
k=0

(n
k

)
Bk(x)yn−k, (1.5)

En(x+ y) =
n∑
k=0

(n
k

)
Ek(x)yn−k. (1.6)

These two identities will be frequently made use of in the next two sections. Additionally, we have B(0)n (x) = E
(0)
n (x) = xn.

The power sums and the alternate power sums are respectively defined by

Sk(n) =
n∑
i=0

ik, Tk(n) =
n∑
i=0

(−1)iik, (1.7)

and their exponential generating functions are
∞∑
k=0

Sk(n)
tk

k!
=
e(n+1)t − 1
et − 1

,

∞∑
k=0

Tk(n)
tk

k!
=
1− (−et)n+1

1+ et
. (1.8)

The following are some special values:

Sk(0) = Tk(0) = δ0,k,

Sk(1) = 0k + 1k = δ0,k + 1, Tk(1) = 0k − 1k = δ0,k − 1, (1.9)

where δi,j is the Kronecker delta defined by δi,i = 1 and δi,j = 0 for i 6= j.
It is well known that the power sums and the alternate power sums are closely related to the Bernoulli polynomials and

the Euler polynomials, respectively, as follows (see [1, Eq. (23.1.4)]):

Sk(n) =
n∑
i=0

ik =
Bk+1(n+ 1)− Bk+1

k+ 1
,

(−1)nTk(n) =
n∑
i=0

(−1)n−iik =
Ek(n+ 1)+ (−1)nEk(0)

2
,

where n and k are nonnegative integers. Therefore, it will be instructive and interesting to do some further research on the
relations between these famous combinatorial sequences. Now, let us briefly introduce some results of this subject.
In [12], Namias derived the following two recurrence relations for the Bernoulli numbers Bk:

Bm =
1

2(1− 2m)

m−1∑
k=0

2k
(m
k

)
Bk,

Bm =
1

3(1− 3m)

m−1∑
k=0

3k
(m
k

)
Bk(1+ 2m−k).

He conjectured that an infinite number of such recurrence relations can be obtained.
Subsequently, the formula

Bm =
1

a(1− am)

m−1∑
k=0

ak
(m
k

)
Bk
a−1∑
i=1

im−k (1.10)

wherem and a are positive integers with a > 1, was proved by Deeba and Rodriguez [7], Gessel [8] and Howard [9]. Howard
also established similar recurrences for the Genocchi numbers [9] and the degenerate Bernoulli numbers [10]. Recently,
Howard and Cenkci further extended the study to the higher order degenerate Bernoulli numbers [4].
Recurrence (1.10) can be rewritten as the identity below:

Bn =
n∑
k=0

(n
k

)
ak−1BkSn−k(a− 1).

Tuenter [15] found that this identity is a special case of the following symmetric one
n∑
k=0

(n
k

)
ak−1Bkbn−kSn−k(a− 1) =

n∑
k=0

(n
k

)
bk−1Bkan−kSn−k(b− 1), (1.11)
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where a and b are positive integers and n is a nonnegative integer. Most recently, Tuenter’s result was generalized to the
higher order Bernoulli polynomials by Yang [17] and to the degenerate Bernoulli polynomials by Young [18].
From the results referred to above, we can see that most of them are related to the Bernoulli numbers and their various

generalizations. Thus, it is natural to consider the problem of whether the Euler numbers and their generalizations satisfy
similar identities. In Section 2, wewill discuss this problem in detail, bymeans of the expansions of the hyperbolic cotangent
and of the hyperbolic tangent. In Section 3,we present somemixed type identities, i.e., identities involving both the Bernoulli
polynomials and the Euler polynomials. Additionally, we list explicitly there the well known multiplication formulas and
several similar ones. For completeness, we demonstrate the corresponding identities for the Genocchi polynomials in
Section 4. Finally, in Section 5, we study briefly the higher order degenerate Bernoulli polynomials.

2. Identities related to the Euler polynomials

The study of Section 2 is based on the generating function

g(t) =
eabxt(1− (−ebt)a)eabyt

(eat + 1)m(ebt + 1)m
.

2.1. The first part for the Euler polynomials

In this subsection, we focus on some identities containing the (higher order) Euler polynomials and the alternate power
sums.

Theorem 2.1. For integers n ≥ 0, a ≥ 1 and b ≥ 1, if a and b have the same parity, then we have

n∑
k=0

(n
k

)
an−kbkE(m)n−k(bx)

k∑
i=0

(
k
i

)
Ti(a− 1)E

(m−1)
k−i (ay) =

n∑
k=0

(n
k

)
bn−kakE(m)n−k(ax)

k∑
i=0

(
k
i

)
Ti(b− 1)E

(m−1)
k−i (by). (2.1)

Proof. We first use (1.2) and (1.8) to expand g(t) as

g(t) =
1

22m−1

(
2

eat + 1

)m
eabxt

(
1− (−ebt)a

1+ ebt

)(
2

ebt + 1

)m−1
eabyt

=
1

22m−1

(
∞∑
n=0

E(m)n (bx)
(at)n

n!

)(
∞∑
n=0

Tn(a− 1)
(bt)n

n!

)(
∞∑
n=0

E(m−1)n (ay)
(bt)n

n!

)

=
1

22m−1

∞∑
n=0

(
n∑
k=0

(n
k

)
an−kbkE(m)n−k(bx)

k∑
i=0

(
k
i

)
Ti(a− 1)E

(m−1)
k−i (ay)

)
tn

n!
. (2.2)

Note that if a and b have the same parity, then g(t) is symmetric in a and b. Thus, we may also expand g(t) as

g(t) =
1

22m−1

∞∑
n=0

(
n∑
k=0

(n
k

)
bn−kakE(m)n−k(ax)

k∑
i=0

(
k
i

)
Ti(b− 1)E

(m−1)
k−i (by)

)
tn

n!
.

Equating coefficients of tn/n! in the right-hand sides of the last two equations gives the identity of the theorem. �

Remark. It should benoticed that the variables x and y in the right-hand side of identity (2.1) can be exchanged, and similarly
for many results in the current paper. However, for simplicity, we will not discuss this case further.

Puttingm = 1 and y = 0 in Theorem 2.1 yields the corollary below.

Corollary 2.2. For integers n ≥ 0, a ≥ 1 and b ≥ 1, if a and b have the same parity, then we have

n∑
k=0

(n
k

)
akbn−kEk(bx)Tn−k(a− 1) =

n∑
k=0

(n
k

)
bkan−kEk(ax)Tn−k(b− 1). (2.3)

Corollary 2.3. For any nonnegative integer n and any positive odd integer a, we have

En(ax) =
n∑
k=0

(n
k

)
akEk(x)Tn−k(a− 1). (2.4)
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For any nonnegative integer n and any positive even integer a, we have

En(ax)− En
(
ax+

a
2

)
=

n∑
k=0

(n
k

) ( a
2

)k
Ek(2x)Tn−k(a− 1). (2.5)

Proof. (2.4) can be derived from (2.3) by putting b = 1. To prove (2.5), note that when b = 2, the right-hand side of identity
(2.3) turns into

n∑
k=0

(n
k

)
2kan−kEk(ax)Tn−k(1) = 2n

n∑
k=0

(n
k

) ( a
2

)n−k
Ek(ax)(0n−k − 1n−k)

= 2n
n∑
k=0

(n
k

)
Ek(ax)

(
0n−k −

( a
2

)n−k)
.

Making use of identity (1.6) and combining with the left-hand side of (2.3), one can obtain the desired result
immediately. �

According to [16], the hyperbolic cotangent satisfies

coth z =
e2z + 1
e2z − 1

=

∞∑
n=−1

2n(Bn+1 + Bn+1(1))
(n+ 1)!

zn =
∞∑
n=0

2n−1(Bn + Bn(1))
n!

zn−1, (2.6)

from which we can obtain the following theorem.

Theorem 2.4. For integers n ≥ 0, a ≥ 1 and b ≥ 1, if a is odd and b is even, then we have
n∑
k=0

(n
k

)
an−kbkE(m)n−k(bx)

k∑
i=0

(
k
i

)
Ti(a− 1)E

(m−1)
k−i (ay)

= −2
n+1∑
l=0,l6=n

(
n+ 1
l

)
Bn+1−l
n+ 1

an−l
l∑
k=0

(
l
k

)
bn−kakE(m)l−k (ax)

k∑
i=0

(
k
i

)
Ti(b− 1)E

(m−1)
k−i (by).

Proof. When a and b have different parity, g(t) is not symmetric in a and b, so we have

g(t) =
1

22m−1

(
2

ebt + 1

)m
eabxt

(
1− (−eat)b

1+ eat

)(
1− (−ebt)a

1− (−eat)b

)(
2

eat + 1

)m−1
eabyt

=
1

22m−1

(
∞∑
n=0

E(m)n (ax)
(bt)n

n!

)(
∞∑
n=0

Tn(b− 1)
(at)n

n!

)(
−

∞∑
n=0

Bn + Bn(1)
n!

(abt)n−1
)

×

(
∞∑
n=0

E(m−1)n (by)
(at)n

n!

)
.

Equating coefficients of tn/n! in the last equation and Eq. (2.2), and making use of the identity Bn(1)− Bn = δn,1 for n ≥ 0,
we can obtain the final result. �

Settingm = 1 and y = 0 in Theorem 2.4 gives the following corollary.

Corollary 2.5. For integers n ≥ 0, a ≥ 1 and b ≥ 1, if a is odd and b is even, then we have
n∑
k=0

(n
k

)
an−kbkEn−k(bx)Tk(a− 1) = −2

n+1∑
l=0,l6=n

(
n+ 1
l

)
Bn+1−l
n+ 1

an−l
l∑
k=0

(
l
k

)
bn−kakEl−k(ax)Tk(b− 1).

Corollary 2.6. For any nonnegative integer n and any positive even integer b, we have

En(bx) = −2
n+1∑
l=0,l6=n

(
n+ 1
l

)
Bn+1−l
n+ 1

l∑
k=0

(
l
k

)
bn−kEl−k(x)Tk(b− 1), (2.7)

En(2x) = 2n+1
n+1∑
l=0,l6=n

(
n+ 1
l

)
Bn+1−l
n+ 1

(
El

(
x+

1
2

)
− El(x)

)
, (2.8)

En(0) = 2
n+1∑
l=0,l6=n

(
n+ 1
l

)
Bn+1−l
n+ 1

(2n−lEl − 2nEl(0)). (2.9)
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Proof. The substitution a = 1 in Corollary 2.5 gives identity (2.7). By putting b = 2 in (2.7) and taking into account Eq. (1.6),
one has (2.8) as an immediate consequence. Finally, it can be found that the x = 0 case of (2.8) is identity (2.9). �

According to [16], the hyperbolic tangent satisfies

tanh z =
e2z − 1
e2z + 1

=

∞∑
n=1

2n+1(2n+1 − 1)Bn+1
(n+ 1)!

zn. (2.10)

Since En(0) = 2(1−2n+1)
n+1 Bn+1 for n ≥ 0 (see [1, Eq. (23.1.20)] and [14, Eq. (41)]), then

tanh z = −
∞∑
n=1

En(0)
(2z)n

n!
.

Similarly to Theorem 2.4, the following result can be established.

Theorem 2.7. For integers n ≥ 1, a ≥ 1 and b ≥ 1, if a is even and b is odd, then we have

n∑
k=0

(n
k

)
an−kbkE(m)n−k(bx)

k∑
i=0

(
k
i

)
Ti(a− 1)E

(m−1)
k−i (ay)

=

n−1∑
l=0

(n
l

)
En−l(0)an−l

l∑
k=0

(
l
k

)
bn−kakE(m)l−k (ax)

k∑
i=0

(
k
i

)
Ti(b− 1)E

(m−1)
k−i (by). (2.11)

The following are special cases of Theorem 2.7.

Corollary 2.8. For integers n ≥ 1, a ≥ 1 and b ≥ 1, if a is even and b is odd, then we have

n∑
k=0

(n
k

)
akbn−kEk(bx)Tn−k(a− 1) =

n−1∑
k=0

(n
k

)
bkan−kEk(ax)(En−k(0)− Tn−k(b− 1)). (2.12)

Proof. Puttingm = 1 and y = 0 in Theorem 2.7 gives

n∑
k=0

(n
k

)
akbn−kEk(bx)Tn−k(a− 1) =

n−1∑
l=0

(n
l

)
En−l(0)an−l

l∑
k=0

(
l
k

)
bn−l+kal−kEk(ax)Tl−k(b− 1)

=

n−1∑
k=0

(n
k

)
bkan−kEk(ax)

n−1∑
l=k

(
n− k
l− k

)
bn−lEn−l(0)Tl−k(b− 1).

Making use of (2.4), one has identity (2.12) finally. �

Corollary 2.9. For any positive integer n and any positive odd integer b, we have

En(bx)− En

(
bx+

b
2

)
=

n−1∑
k=0

(n
k

)(b
2

)k
Ek(2x)(En−k(0)− Tn−k(b− 1)), (2.13)

En(x)− En

(
x+

1
2

)
=

n−1∑
k=0

(n
k

)
2−kEk(2x)En−k(0), (2.14)

En = −
n−1∑
k=1

(n
k

)
2kEk(0)En−k(0). (2.15)

Proof. When a = 2, identity (2.12) reduces to (2.13). Putting b = 1 in (2.13) yields identity (2.14). The further substitution
x = 0 in (2.14) gives identity (2.15). �
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2.2. The second part for the Euler polynomials

The identities demonstrated in this subsection do not contain the alternate power sums, but the readers can find that
they are associated with the multiplication theorem for the Euler polynomials.

Theorem 2.10. For integers n ≥ 0, a ≥ 1 and b ≥ 1, if a and b have the same parity, then we have
n∑
k=0

(n
k

)
akbn−k

a−1∑
i=0

(−1)iE(m)k

(
bx+

b
a
i
)
E(m−1)n−k (ay) =

n∑
k=0

(n
k

)
bkan−k

b−1∑
i=0

(−1)iE(m)k
(
ax+

a
b
i
)
E(m−1)n−k (by).

Proof. We expand g(t) as follows:

g(t) =
1

22m−1

(
2

eat + 1

)m
eabxt

(
1− (−ebt)a

1+ ebt

)(
2

ebt + 1

)m−1
eabyt

=
1

22m−1

(
2

eat + 1

)m
eabxt

(
a−1∑
i=0

(−1)iebti
)(

2
ebt + 1

)m−1
eabyt

=
1

22m−1

(
a−1∑
i=0

(−1)i
(

2
eat + 1

)m
e
(
bx+ ba i

)
at

)(
2

ebt + 1

)m−1
eabyt

=
1

22m−1

(
a−1∑
i=0

(−1)i
∞∑
n=0

E(m)n

(
bx+

b
a
i
)
(at)n

n!

)(
∞∑
n=0

E(m−1)n (ay)
(bt)n

n!

)

=
1

22m−1

∞∑
n=0

(
n∑
k=0

(n
k

)
akbn−k

a−1∑
i=0

(−1)iE(m)k

(
bx+

b
a
i
)
E(m−1)n−k (ay)

)
tn

n!
. (2.16)

According to the conditions of the theorem, g(t) is symmetric in a and b, so we also have

g(t) =
1

22m−1

∞∑
n=0

(
n∑
k=0

(n
k

)
bkan−k

b−1∑
i=0

(−1)iE(m)k
(
ax+

a
b
i
)
E(m−1)n−k (by)

)
tn

n!
.

By equating coefficients of tn/n! in the right-hand sides of the last two equations, the identity can be obtained. �

Whenm = 1 and y = 0, Theorem 2.10 yields the following corollary.

Corollary 2.11. For integers n ≥ 0, a ≥ 1 and b ≥ 1, if a and b have the same parity, then we have

an
a−1∑
i=0

(−1)iEn

(
bx+

b
a
i
)
= bn

b−1∑
i=0

(−1)iEn
(
ax+

a
b
i
)
.

Corollary 2.12. For any nonnegative integer n and any positive odd integer a, we have

En(ax) = an
a−1∑
i=0

(−1)iEn

(
x+

1
a
i
)
. (2.17)

For any nonnegative integer n and any positive even integer a, we have

En(ax)− En
(
ax+

a
2

)
=

( a
2

)n a−1∑
i=0

(−1)iEn

(
2x+

2
a
i
)
. (2.18)

Proof. Putting b = 1 and b = 2 in Corollary 2.11 will give (2.17) and (2.18), respectively. It should be noticed that (2.17) is
one of the two formulas of the multiplication theorem for the Euler polynomials [1, Eq. (23.1.10)]. �

Theorem 2.13. For integers n ≥ 0, a ≥ 1 and b ≥ 1, if a is odd and b is even, then we have
n∑
k=0

(n
k

)
akbn−k

a−1∑
i=0

(−1)iE(m)k

(
bx+

b
a
i
)
E(m−1)n−k (ay)

= −2
n+1∑
l=0,l6=n

(
n+ 1
l

)
Bn+1−l
n+ 1

bn−l
l∑
k=0

(
l
k

)
bkan−k

b−1∑
i=0

(−1)iE(m)k
(
ax+

a
b
i
)
E(m−1)l−k (by).
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Proof. By means of (2.6), g(t) has the following expansion:

g(t) =
1

22m−1

(
2

ebt + 1

)m
eabxt

(
1− (−eat)b

1+ eat

)(
1− (−ebt)a

1− (−eat)b

)(
2

eat + 1

)m−1
eabyt

=
1

22m−1

(
−

∞∑
n=0

Bn + Bn(1)
n!

(abt)n−1
)(

b−1∑
i=0

(−1)i
∞∑
n=0

E(m)n
(
ax+

a
b
i
) (bt)n
n!

)(
∞∑
n=0

E(m−1)n (by)
(at)n

n!

)
.

Thus, it suffices to identify coefficients of tn/n! in the last equation and Eq. (2.16) and make use of the identity Bn(1)− Bn =
δn,1. �

To obtain the corollary below, we should substitutem = 1 and y = 0 into Theorem 2.13, just as what we have done for
the theorems above.

Corollary 2.14. For integers n ≥ 0, a ≥ 1 and b ≥ 1, if a is odd and b is even, then we have

a−1∑
i=0

(−1)iEn

(
bx+

b
a
i
)
= −2

n+1∑
l=0,l6=n

(
n+ 1
l

)
Bn+1−l
n+ 1

bna−l
b−1∑
i=0

(−1)iEl
(
ax+

a
b
i
)
.

Putting a = 1 in Corollary 2.14 yields Corollary 2.15, which will further reduce to (2.8) by the substitution b = 2.

Corollary 2.15. For any nonnegative integer n and any positive even integer b, we have

En(bx) = −2
n+1∑
l=0,l6=n

(
n+ 1
l

)
Bn+1−l
n+ 1

bn
b−1∑
i=0

(−1)iEl

(
x+

1
b
i
)
. (2.19)

Similarly to Theorem 2.13, the next theorem holds.

Theorem 2.16. For integers n ≥ 1, a ≥ 1 and b ≥ 1, if a is even and b is odd, then we have

n∑
k=0

(n
k

)
akbn−k

a−1∑
i=0

(−1)iE(m)k

(
bx+

b
a
i
)
E(m−1)n−k (ay)

=

n−1∑
l=0

(n
l

)
En−l(0)bn−l

l∑
k=0

(
l
k

)
bkan−k

b−1∑
i=0

(−1)iE(m)k
(
ax+

a
b
i
)
E(m−1)l−k (by).

The substitutionsm = 1 and y = 0 in Theorem 2.16 give us the corollary below.

Corollary 2.17. For integers n ≥ 1, a ≥ 1 and b ≥ 1, if a is even and b is odd, then we have

a−1∑
i=0

(−1)iEn

(
bx+

b
a
i
)
=

n−1∑
l=0

(n
l

)
En−l(0)bna−l

b−1∑
i=0

(−1)iEl
(
ax+

a
b
i
)
.

3. Mixed type identities

Now, let us turn to the study of some mixed type identities, i.e., identities which contain both the Bernoulli polynomials
and the Euler polynomials. It can be found that some elegant relations between the Bernoulli polynomials and the Euler
polynomials are special cases of the results obtained here.

3.1. The first part for mixed type identities

In this subsection, we will establish some identities from the following generating function:

h(t) =
tmeabxt(1− (−ebt)a)eabyt

(eat − 1)m(ebt + 1)m
.
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Theorem 3.1. For integers n ≥ 1, a ≥ 1 and b ≥ 1, if a is even, then we have

n∑
k=0

(n
k

)
an−kbkB(m)n−k(bx)

k∑
i=0

(
k
i

)
Ti(a− 1)E

(m−1)
k−i (ay)

= −
n
2

n−1∑
k=0

(
n− 1
k

)
bn−1−kak+1E(m)n−1−k(ax)

k∑
i=0

(
k
i

)
Si(b− 1)B

(m−1)
k−i (by)

and
n∑
k=0

(n
k

)
akbn−k

a−1∑
i=0

(−1)iB(m)k

(
bx+

b
a
i
)
E(m−1)n−k (ay) = −

n
2

n−1∑
k=0

(
n− 1
k

)
bkan−k

b−1∑
i=0

E(m)k
(
ax+

a
b
i
)
B(m−1)n−1−k(by).

Proof. On the one hand,

h(t) =
1

2m−1am

(
at

eat − 1

)m
eabxt

(
1− (−ebt)a

1+ ebt

)(
2

ebt + 1

)m−1
eabyt (3.1)

=
1

2m−1am

(
∞∑
n=0

B(m)n (bx)
(at)n

n!

)(
∞∑
n=0

Tn(a− 1)
(bt)n

n!

)(
∞∑
n=0

E(m−1)n (ay)
(bt)n

n!

)
. (3.2)

On the other hand, since a is even, we also have

h(t) = −
t

2mam−1

(
2

ebt + 1

)m
eabxt

(
eabt − 1
eat − 1

)(
at

eat − 1

)m−1
eabyt

= −
t

2mam−1

(
∞∑
n=0

E(m)n (ax)
(bt)n

n!

)(
∞∑
n=0

Sn(b− 1)
(at)n

n!

)(
∞∑
n=0

B(m−1)n (by)
(at)n

n!

)
. (3.3)

Equating coefficients of tn/n! gives the first identity.
Now, following (3.1), we expand h(t) as

h(t) =
1

2m−1am

(
a−1∑
i=0

(−1)i
(

at
eat − 1

)m
e
(
bx+ ba i

)
at

)(
2

ebt + 1

)m−1
eabyt

=
1

2m−1am

(
a−1∑
i=0

(−1)i
∞∑
n=0

B(m)n

(
bx+

b
a
i
)
(at)n

n!

)(
∞∑
n=0

E(m−1)n (ay)
(bt)n

n!

)
. (3.4)

When a is even, in view of (3.3), h(t) can also be expanded as

h(t) = −
t

2mam−1

(
b−1∑
i=0

(
2

ebt + 1

)m
e(ax+

a
b i)bt

)(
at

eat − 1

)m−1
eabyt

= −
t

2mam−1

(
b−1∑
i=0

∞∑
n=0

E(m)n
(
ax+

a
b
i
) (bt)n
n!

)(
∞∑
n=0

B(m−1)n (by)
(at)n

n!

)
.

Thus identifying coefficients of tn/n! yields the second identity. �

Whenm = 1 and y = 0, Theorem 3.1 reduces to the corollary below.

Corollary 3.2. For integers n ≥ 1, a ≥ 1 and b ≥ 1, if a is even, then we have

n∑
k=0

(n
k

)
an−kbkBn−k(bx)Tk(a− 1) = −

n
2

n−1∑
k=0

(
n− 1
k

)
bn−1−kak+1En−1−k(ax)Sk(b− 1),

a−1∑
i=0

(−1)iBn

(
bx+

b
a
i
)
= −

n
2

(
b
a

)n−1 b−1∑
i=0

En−1
(
ax+

a
b
i
)
.
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Corollary 3.3. For any positive integer n and any positive even integer a, we have

En−1(ax) = −
2
n

n∑
k=0

(n
k

)
an−k−1Bn−k(x)Tk(a− 1) (3.5)

= −
2
n
an−1

a−1∑
i=0

(−1)iBn

(
x+

1
a
i
)
, (3.6)

En−1(x) =
2n

n

(
Bn

(
x+ 1
2

)
− Bn

( x
2

))
. (3.7)

Proof. Putting b = 1 in Corollary 3.2 gives identities (3.5) and (3.6). Putting a = 2 in (3.5), making use of Eqs. (1.5) and (1.9)
and replacing x by x/2, one can further obtain identity (3.7).
Note that (3.6) is another formula of themultiplication theorem for the Euler polynomials (see Eq. (2.17) of Corollary 2.12

and [1, Eq. (23.1.10)]). Additionally, (3.7) is a special case of (3.6) also and is one of the well known relations between the
Bernoulli polynomials and the Euler polynomials [1, Eq. (23.1.27)]. �

Corollary 3.4. For any positive integer n and any positive even integer a, we have

En−1(ax)+ En−1
(
ax+

a
2

)
= −

2
n

n∑
k=0

(n
k

) ( a
2

)n−k−1
Bn−k(2x)Tk(a− 1) (3.8)

= −
2
n

( a
2

)n−1 a−1∑
i=0

(−1)iBn

(
2x+

2
a
i
)
, (3.9)

Bn(2x+ 1)− Bn(2x) =
n
2
(En−1(2x)+ En−1(2x+ 1)). (3.10)

Proof. (3.8) and (3.9) can be obtained from Corollary 3.2 by the substitution b = 2. (3.10) is the a = 2 case of (3.8) and
(3.9). �

Putting x = 0 in (3.10), one has the relation Bn(1) − Bn(0) = n
2 (En−1(0) + En−1(1)). Since Bn(1) − Bn(0) = δn,1, then

En−1(0)+ En−1(1) = 2δn,1, and vice versa.

Corollary 3.5. For any positive integers n and b, we have

Bn(bx)− Bn

(
bx+

b
2

)
= −

n
2

n−1∑
k=0

(
n− 1
k

)(
b
2

)k
Ek(2x)Sn−1−k(b− 1) (3.11)

= −
n
2

(
b
2

)n−1 b−1∑
i=0

En−1

(
2x+

2
b
i
)
. (3.12)

Proof. These two identities come from Corollary 3.2 by putting a = 2. (3.7) and (3.10) can also be obtained from this
corollary by further putting b = 1 and b = 2 respectively. �

Similarly to Theorem 3.1, we have the next result.

Theorem 3.6. For integers n ≥ 0, a ≥ 1 and b ≥ 1, if a is odd, then we have
n∑
k=0

(n
k

)
an−kbkB(m)n−k(bx)

k∑
i=0

(
k
i

)
Ti(a− 1)E

(m−1)
k−i (ay)

=

n∑
l=0,l6=n−1

(n
l

)
Bn−lan−l

l∑
k=0

(
l
k

)
bn−k−1akE(m)l−k (ax)

k∑
i=0

(
k
i

)
Si(b− 1)B

(m−1)
k−i (by)

and
n∑
k=0

(n
k

)
akbn−k

a−1∑
i=0

(−1)iB(m)k

(
bx+

b
a
i
)
E(m−1)n−k (ay)

=

n∑
l=0,l6=n−1

(n
l

)
Bn−lbn−l−1

l∑
k=0

(
l
k

)
bkan−k

b−1∑
i=0

E(m)k
(
ax+

a
b
i
)
B(m−1)l−k (by).
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Proof. When a is odd, we can expand h(t) into two other forms:

h(t) =
t

2mam−1

(
2

ebt + 1

)m
eabxt

(
eabt − 1
eat − 1

)(
1− (−ebt)a

eabt − 1

)(
at

eat − 1

)m−1
eabyt

=
t

2mam−1

(
∞∑
n=0

Bn + Bn(1)
n!

(abt)n−1
)(

∞∑
n=0

E(m)n (ax)
(bt)n

n!

)(
∞∑
n=0

Sn(b− 1)
(at)n

n!

)

×

(
∞∑
n=0

B(m−1)n (by)
(at)n

n!

)
(3.13)

=
t

2mam−1

(
∞∑
n=0

Bn + Bn(1)
n!

(abt)n−1
)(

b−1∑
i=0

∞∑
n=0

E(m)n
(
ax+

a
b
i
) (bt)n
n!

)

×

(
∞∑
n=0

B(m−1)n (by)
(at)n

n!

)
. (3.14)

Thus, the theorem can be established by comparing coefficients of tn/n! in the right sides of Eqs. (3.2) and (3.13) and
Eqs. (3.4) and (3.14), respectively. �

Puttingm = 1 and y = 0 in Theorem 3.6 gives the following corollary.

Corollary 3.7. For integers n ≥ 0, a ≥ 1 and b ≥ 1, if a is odd, then we have

n∑
k=0

(n
k

)
an−kbkBn−k(bx)Tk(a− 1) =

n∑
l=0,l6=n−1

(n
l

)
Bn−lan−l

l∑
k=0

(
l
k

)
bn−k−1akEl−k(ax)Sk(b− 1)

and

a−1∑
i=0

(−1)iBn

(
bx+

b
a
i
)
=

n∑
l=0,l6=n−1

(n
l

)
Bn−lbn−1a−l

b−1∑
i=0

El
(
ax+

a
b
i
)
.

The next corollary contains some further results.

Corollary 3.8. For any nonnegative integer n and positive integer b, we have

Bn(bx) =
n∑

l=0,l6=n−1

(n
l

)
Bn−l

l∑
k=0

(
l
k

)
bn−k−1El−k(x)Sk(b− 1) (3.15)

=

n∑
l=0,l6=n−1

(n
l

)
Bn−lbn−1

b−1∑
i=0

El

(
x+

1
b
i
)
, (3.16)

Bn(x) =
n∑

l=0,l6=n−1

(n
l

)
Bn−lEl(x), (3.17)

Bn(2x) = 2n−1
(
Bn(x)+ Bn

(
x+

1
2

))
, (3.18)

Bn =
n∑

l=0,l6=n−1

(n
l

)
Bn−lEl(0) = 2n−1Bn + 2n−1Bn

(
1
2

)
. (3.19)

Proof. Identities (3.15) and (3.16) can be derived from Corollary 3.7 by the substitution a = 1. The b = 1 case of (3.15) is
(3.17). Putting b = 2 in (3.15) and making use of (3.17) yield (3.18). By setting x = 0 in (3.17) and (3.18), one can finally
obtain (3.19).
Note that (3.17) is the main result of [5] and has been discussed again in [14]. Additionally, the last three identities can

also be obtained from (3.16). �
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3.2. The second part for mixed type identities

From the discussions in Sections 2.1, 2.2 and 3.1, it can be found that many results are derived from the same generating
functionwith same conditions, such as Theorems 2.1 and 2.10, Theorems 2.4 and 2.13 and Theorems 2.7 and 2.16. Thus, they
can be combined to form new identities, and as a consequence, links can also be established between the corresponding
corollaries.
For example, from the proof of Theorem 3.1, the following result holds.

Theorem 3.9. For integers n ≥ 0, a ≥ 1 and b ≥ 1, we have
n∑
k=0

(n
k

)
an−kbkB(m)n−k(bx)

k∑
i=0

(
k
i

)
Ti(a− 1)E

(m−1)
k−i (ay) =

n∑
k=0

(n
k

)
akbn−k

a−1∑
i=0

(−1)iB(m)k

(
bx+

b
a
i
)
E(m−1)n−k (ay).

Whenm = 1 and y = 0, Theorem 3.9 reduces to the corollary below.

Corollary 3.10. For integers n ≥ 0, a ≥ 1 and b ≥ 1, we have
n∑
k=0

(n
k

)(b
a

)k
Bn−k(bx)Tk(a− 1) =

a−1∑
i=0

(−1)iBn

(
bx+

b
a
i
)
.

The next theorem can be viewed as a ‘‘dual’’ result of Theorem 3.9.

Theorem 3.11. For integers n ≥ 0, a ≥ 1 and b ≥ 1, we have
n∑
k=0

(n
k

)
an−kbkE(m)n−k(bx)

k∑
i=0

(
k
i

)
Si(a− 1)B

(m−1)
k−i (ay) =

n∑
k=0

(n
k

)
akbn−k

a−1∑
i=0

E(m)k

(
bx+

b
a
i
)
B(m−1)n−k (ay).

Proof. Let

f (t) =
tm−1eabxt(eabt − 1)eabyt

(eat + 1)m(ebt − 1)m

=
1

2mbm−1

(
2

eat + 1

)m
eabxt

(
eabt − 1
ebt − 1

)(
bt

ebt − 1

)m−1
eabyt .

Then f (t) can be expanded in two ways:

f (t) =
1

2mbm−1

(
∞∑
n=0

E(m)n (bx)
(at)n

n!

)(
∞∑
n=0

Sn(a− 1)
(bt)n

n!

)(
∞∑
n=0

B(m−1)n (ay)
(bt)n

n!

)

=
1

2mbm−1

(
a−1∑
i=0

∞∑
n=0

E(m)n

(
bx+

b
a
i
)
(at)n

n!

)(
∞∑
n=0

B(m−1)n (ay)
(bt)n

n!

)
.

Equating coefficients of tn/n! gives the desired result. �

Puttingm = 1 and x = 0 in Theorem 3.11 yields Corollary 3.12.

Corollary 3.12. For integers n ≥ 0, a ≥ 1 and b ≥ 1, we have
n∑
k=0

(n
k

)(b
a

)k
En−k(bx)Sk(a− 1) =

a−1∑
i=0

En

(
bx+

b
a
i
)
.

At the end of this subsection, we would like to present explicitly the multiplication theorems for both the Euler
polynomials and the Bernoulli polynomials, in a symmetric way.

Theorem 3.13. For any nonnegative integer n and any positive odd integer a, we have

En(ax) =
n∑
k=0

(n
k

)
an−kEn−k(x)Tk(a− 1) =

a−1∑
i=0

(−1)ianEn

(
x+

i
a

)
. (3.20)
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For any positive integer n and any positive even integer a, we have

−
an
2
En−1(ax) =

n∑
k=0

(n
k

)
an−kBn−k(x)Tk(a− 1) =

a−1∑
i=0

(−1)ianBn

(
x+

i
a

)
. (3.21)

This is the multiplication theorem for the Euler polynomials. Identity (3.20) comes from Eqs. (2.4) and (2.17); while
identity (3.21) comes from Eqs. (3.5) and (3.6).

Theorem 3.14. For any nonnegative integer n and any positive integer a, we have

aBn(ax) =
n∑
k=0

(n
k

)
an−kBn−k(x)Sk(a− 1) =

a−1∑
i=0

anBn

(
x+

i
a

)
. (3.22)

The above is the multiplication theorem for the Bernoulli polynomials and can be obtained from the two main theorems
of Yang [17].
Besides these familiar equations, we demonstrate here some other results.

Theorem 3.15. For any nonnegative integer n and any positive integer a, we have

−2
n∑
k=0

(n
k

) ak+1
k+ 1

Ek+1(0)Bn−k(ax) =
n∑
k=0

(n
k

)
an−kEn−k(x)Sk(a− 1) =

a−1∑
i=0

anEn

(
x+

i
a

)
.

Proof. It can be verified that the generating functions of these three members are

eat − 1
et − 1

2
eat + 1

eaxt .

Note that Corollary 3.12 has already indicated the equivalence of the last two members. �

Theorem 3.16. For any positive integer n and any positive even integer a, we have
n∑
k=1

(n
k

)
akEk(0)En−k(ax) =

n∑
k=0

(n
k

)
an−kEn−k(x)Tk(a− 1) =

a−1∑
i=0

(−1)ianEn

(
x+

i
a

)
.

For any nonnegative integer n and any positive odd integer a, we have

n∑
k=0,k6=1

(n
k

)
akBkEn−k(ax) =

n∑
k=0

(n
k

)
an−kBn−k(x)Tk(a− 1) =

a−1∑
i=0

(−1)ianBn

(
x+

i
a

)
.

Theorem 3.16 follows from Corollaries 2.8, 2.17 and 3.7. It can also be verified by the generating function method. The
readers may compare it with Theorem 3.13.

4. Identities related to the Genocchi polynomials

The Genocchi polynomials Gn(x) are defined by means of the generating function

∞∑
n=0

Gn(x)
tn

n!
=

2t
et + 1

ext , (|t| < π). (4.1)

For x = 0, we have the Genocchi numbers Gn, i.e., Gn := Gn(0). The readers can find in [6, p. 49] some special values of Gn.
The generating function of the Genocchi polynomials is similar to those of the Bernoulli polynomials and the Euler

polynomials, so it may be expected that the Genocchi polynomials satisfy similar identities as those established in Sections 2
and 3.
To establish the corresponding identities for the Genocchi polynomials, let us take

p(t) =
2abteabxt(1− (−ebt)a)
(eat + 1)(ebt + 1)

.

Then the following theorem holds.
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Theorem 4.1. For integers n ≥ 0, a ≥ 1 and b ≥ 1, if a and b have the same parity, then we have
n∑
k=0

(n
k

)
akbn−k+1Gk(bx)Tn−k(a− 1) =

n∑
k=0

(n
k

)
bkan−k+1Gk(ax)Tn−k(b− 1), (4.2)

b
a−1∑
i=0

(−1)ianGn

(
bx+

b
a
i
)
= a

b−1∑
i=0

(−1)ibnGn
(
ax+

a
b
i
)
. (4.3)

Proof. We expand p(t) in two ways:

p(t) = b
(
2at
eat + 1

)
eabxt

(
1− (−ebt)a

ebt + 1

)
= b

(
∞∑
n=0

Gn(bx)
(at)n

n!

)(
∞∑
n=0

Tn(a− 1)
(bt)n

n!

)

=

∞∑
n=0

(
n∑
k=0

(n
k

)
akbn−k+1Gk(bx)Tn−k(a− 1)

)
tn

n!
(4.4)

= b
a−1∑
i=0

(−1)i
(
2at
eat + 1

)
e
(
bx+ ba i

)
at
=

∞∑
n=0

(
b
a−1∑
i=0

(−1)iGn

(
bx+

b
a
i
)
an
)
tn

n!
. (4.5)

If a and b have the same parity, then p(t) is symmetric in a and b. From this fact we can obtain the theorem. �

Theorem 4.1 can reduce to the next two corollaries.

Corollary 4.2. For any nonnegative integer n and any positive odd integer a, we have

aGn(ax) =
n∑
k=0

(n
k

)
akGk(x)Tn−k(a− 1) =

a−1∑
i=0

(−1)ianGn

(
x+

i
a

)
, (4.6)

Gn =
n∑
k=0

(n
k

)
ak−1GkTn−k(a− 1). (4.7)

Proof. Putting b = 1 in Theorem 4.1 yields (4.6). Putting further x = 0 in (4.6) yields (4.7). It should be noticed that, from
identity (4.7), we can obtain the following recurrence for the Genocchi numbers:

(a− an)Gn =
n−1∑
k=1

(n
k

)
akGkTn−k(a− 1),

which was first given by Howard [9, Theorem 6].

Corollary 4.3. For any nonnegative integer n and any positive even integer a, we have

Gn(ax)− Gn
(
ax+

a
2

)
=

n∑
k=0

(n
k

) ( a
2

)k−1
Gk(2x)Tn−k(a− 1)

=

a−1∑
i=0

(−1)i
( a
2

)n−1
Gn

(
2x+

2
a
i
)
.

Proof. By computing the generating function, one can verify that

Gn(x+ y) =
n∑
k=0

(n
k

)
Gk(x)yn−k. (4.8)

Thus, the first equation can be obtained by putting b = 2 in (4.2) and thenmaking use of identity (4.8).With the substitution
b = 2 in (4.3), the second identity of the corollary can also be established. �

Theorem 4.4. For integers n ≥ 0, a ≥ 1 and b ≥ 1, if a is odd and b is even, then we have
n∑
k=0

(n
k

)
akbn−k+1Gk(bx)Tn−k(a− 1) = −2

n+1∑
l=0,l6=n

(
n+ 1
l

)
Bn+1−l
n+ 1

bn−l
l∑
k=0

(
l
k

)
bkan−k+1Gk(ax)Tl−k(b− 1),

b
a−1∑
i=0

(−1)ianGn

(
bx+

b
a
i
)
= −2

n+1∑
l=0,l6=n

(
n+ 1
l

)
Bn+1−l
n+ 1

an+1−l
b−1∑
i=0

(−1)ibnGl
(
ax+

a
b
i
)
.



H. Liu, W. Wang / Discrete Mathematics 309 (2009) 3346–3363 3359

Proof. When a is odd and b is even, p(t) can be expanded as

p(t) = a
(
2bt
ebt + 1

)
eabxt

(
1− (−ebt)a

1− (−eat)b

)(
1− (−eat)b

eat + 1

)

= a

(
−

∞∑
n=0

Bn + Bn(1)
n!

(abt)n−1
)(

∞∑
n=0

Gn(ax)
(bt)n

n!

)(
∞∑
n=0

Tn(b− 1)
(at)n

n!

)
(4.9)

= a

(
−

∞∑
n=0

Bn + Bn(1)
n!

(abt)n−1
)(

b−1∑
i=0

(−1)i
∞∑
n=0

Gn
(
ax+

a
b
i
) (bt)n
n!

)
. (4.10)

Equating coefficients of tn/n! in (4.4), (4.5), (4.9) and (4.10) gives us the desired identities. �

Corollary 4.5. For any nonnegative integer n and any positive even integer b, we have

Gn(bx) = −2
n+1∑
l=0,l6=n

(
n+ 1
l

)
Bn+1−l
n+ 1

bn−l
l∑
k=0

(
l
k

)
bk−1Gk(x)Tl−k(b− 1) (4.11)

= −2
n+1∑
l=0,l6=n

(
n+ 1
l

)
Bn+1−l
n+ 1

b−1∑
i=0

(−1)ibn−1Gl

(
x+

i
b

)
, (4.12)

Gn(2x) =
n+1∑
l=0,l6=n

(
n+ 1
l

)
Bn+1−l
n+ 1

2n
(
Gl

(
x+

1
2

)
− Gl(x)

)
. (4.13)

Proof. The substitution a = 1 in Theorem 4.4 gives identities (4.11) and (4.12), and these two identities have (4.13) as a
common special case. �

Similarly to Theorem 4.4, we have the next result.

Theorem 4.6. For integers n ≥ 1, a ≥ 1 and b ≥ 1, if a is even and b is odd, then we have
n∑
k=0

(n
k

)
akbn−k+1Gk(bx)Tn−k(a− 1) =

n−1∑
k=0

(n
k

)
bkan−k+1Gk(ax)(En−k(0)− Tn−k(b− 1)),

b
a−1∑
i=0

(−1)ianGn

(
bx+

b
a
i
)
=

n−1∑
l=0

(n
l

)
En−l(0)an−l+1

b−1∑
i=0

(−1)ibnGl
(
ax+

a
b
i
)
.

Proof. When a is even and b is odd, we can expand p(t) as

p(t) = a
(
2bt
ebt + 1

)
eabxt

(
1− (−ebt)a

1− (−eat)b

)(
1− (−eat)b

eat + 1

)

= a

(
∞∑
n=1

En(0)
(abt)n

n!

)(
∞∑
n=0

Gn(ax)
(bt)n

n!

)(
∞∑
n=0

Tn(b− 1)
(at)n

n!

)
. (4.14)

Comparing coefficients of tn/n! in (4.4) and (4.14), we have

n∑
k=0

(n
k

)
akbn−k+1Gk(bx)Tn−k(a− 1) =

n−1∑
l=0

(n
l

)
En−l(0)bn−l

l∑
k=0

(
l
k

)
bkan−k+1Gk(ax)Tl−k(b− 1)

=

n−1∑
k=0

(n
k

)
bkan−k+1Gk(ax)

n−1∑
l=k

(
n− k
l− k

)
En−l(0)bn−lTl−k(b− 1).

Using (2.4), the first identity of the theorem can be obtained. For the second one, it suffices to note that

p(t) = a

(
∞∑
n=1

En(0)
(abt)n

n!

)(
∞∑
n=0

b−1∑
i=0

(−1)ibnGn
(
ax+

a
b
i
) tn
n!

)
and extract coefficients as before. �
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Corollary 4.7. For any positive integer n and any positive even integer a, we have

n∑
k=0

(n
k

)
akGk(x)Tn−k(a− 1) =

n−1∑
k=0

(n
k

)
an−k+1En−k(0)Gk(ax) (4.15)

=

a−1∑
i=0

(−1)ianGn

(
x+

i
a

)
, (4.16)

Gn(x)− Gn

(
x+

1
2

)
=

n−1∑
k=0

(n
k

)
2−k+1En−k(0)Gk(2x). (4.17)

Proof. Putting b = 1 in Theorem 4.6 and in view of (1.9), one has (4.15) and (4.16). The a = 2 case of (4.15) is identity
(4.17).

Corollary 4.8. For any positive integer n and any positive odd integer b, we have

Gn(bx)− Gn

(
bx+

b
2

)
=

n−1∑
k=0

(n
k

)(b
2

)k−1
Gk(2x)(En−k(0)− Tn−k(b− 1)). (4.18)

Proof. Identity (4.18) can be derived by setting a = 2 in the first identity of Theorem 4.6. (4.17) is a special case of (4.18)
also. Additionally, the readers may compare this corollary with Corollary 4.3. �

Analogous to (4.6), (4.15) and (4.16), we can obtain the following result.

Theorem 4.9. For any positive integer n and any positive integer a, we have

−2a
n∑
k=1

(n
k

)
akEk(0)Bn−k(ax) =

n∑
k=0

(n
k

)
akGk(x)Sn−k(a− 1) =

a−1∑
i=0

anGn

(
x+

i
a

)
.

It can be found that there are few references on the higher order Genocchi polynomials, and we do not intend to study
them either. The readers can do this as an exercise.

5. Identities related to the higher order degenerate Bernoulli polynomials

In [3] Carlitz defined the higher order degenerate Bernoulli polynomials β(k)n (λ, x) by means of the generating function

∞∑
n=0

β(k)n (λ, x)
tn

n!
=

(
t

(1+ λt)µ − 1

)k
(1+ λt)µx (5.1)

for each integer k, where λ 6= 0 and λµ = 1. We often write β(k)n (λ) for β
(k)
n (λ, 0), and refer to β

(k)
n (λ) as the higher order

degenerate Bernoulli numbers; we further call βn(λ) := β
(1)
n (λ) the degenerate Bernoulli numbers. Since (1 + λt)µ → et

as λ→ 0 it is evident that β(k)n (0, x) = B
(k)
n (x), i.e., the higher order Bernoulli polynomials.

The generalized falling factorial (x|λ)n with increment λ is defined by (x|λ)n =
∏n−1
j=0 (x− jλ) for positive integer n, with

the convention (x|λ)0 = 1; we may also write

σk(λ, n) =
n∑
i=0

(i|λ)k

and call σk(λ, n) a generalized falling factorial sum. From [18, Eq. (2.2)], we know that

(x|λ)n =
n∑
k=0

s(n, k)xkλn−k

where the integers s(n, k) are the Stirling numbers of the first kind. Therefore, (x|λ)n is a polynomial in λ and x of degree
n, and since λ 6= 0, then (x|λ)n = λn(λ−1x|1)n = λn(λ−1x)n, where (x)n is the usual falling factorial. Moreover, we have
(x|0)n = xn and

σk(0, n) =
n∑
i=0

(i|0)k =
n∑
i=0

ik = Sk(n).
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By some computation, the generating function of σk(λ, n) can be obtained, i.e.,

∞∑
k=0

σk(λ, n)
tk

k!
=
(1+ λt)(n+1)µ − 1
(1+ λt)µ − 1

.

Now, let

q(t) =
t2m−1(1+ λt)abµx((1+ λt)abµ − 1)(1+ λt)abµy

((1+ λt)aµ − 1)m((1+ λt)bµ − 1)m
.

Similarly to Theorems 2.1 and 2.10, we can establish the following results.

Theorem 5.1. For integers n ≥ 0, a ≥ 1 and b ≥ 1, we have

n∑
k=0

(n
k

)
an−kbk+1β(m)n−k(bλ, bx)

k∑
i=0

(
k
i

)
σi(aλ, a− 1)β

(m−1)
k−i (aλ, ay)

=

n∑
k=0

(n
k

)
bn−kak+1β(m)n−k(aλ, ax)

k∑
i=0

(
k
i

)
σi(bλ, b− 1)β

(m−1)
k−i (bλ, by).

Proof. As before, q(t) can be expanded as

q(t) =
1

ambm−1

(
at

(1+ λt)aµ − 1

)m
(1+ λt)abµx

(
(1+ λt)abµ − 1
(1+ λt)bµ − 1

)(
bt

(1+ λt)bµ − 1

)m−1
(1+ λt)abµy

=
1

ambm−1

(
∞∑
n=0

β(m)n

(
1
a
λ, bx

)
(at)n

n!

)(
∞∑
n=0

σn

(
1
b
λ, a− 1

)
(bt)n

n!

)(
∞∑
n=0

β(m−1)n

(
1
b
λ, ay

)
(bt)n

n!

)
. (5.2)

Since q(t) is symmetric in a and b, then we can obtain an identity, from which the desired identity can be established by
further replacing λwith abλ. �

Corollary 5.2. For integers n ≥ 0, a ≥ 1 and b ≥ 1, we have
n∑
k=0

(n
k

)
an−kbk+1βn−k(bλ, bx)σk(aλ, a− 1) =

n∑
k=0

(n
k

)
bn−kak+1βn−k(aλ, ax)σk(bλ, b− 1),

n∑
k=0

(n
k

)
an−kbk+1B(m)n−k(bx)

k∑
i=0

(
k
i

)
Si(a− 1)B

(m−1)
k−i (ay) =

n∑
k=0

(n
k

)
bn−kak+1B(m)n−k(ax)

k∑
i=0

(
k
i

)
Si(b− 1)B

(m−1)
k−i (by).

Proof. Putting m = 1 and y = 0 in Theorem 5.1 gives the first identity, which is a main result of Young [18, Theorem 3.1].
Putting λ = 0 in Theorem 5.1 gives the second identity, which is a main result of Yang [17, Theorem 1]. Note that Tuenter’s
result (1.11) is a common special case of these two identities. �

Theorem 5.3. For integers n ≥ 0, a ≥ 1 and b ≥ 1, we have

n∑
k=0

(n
k

)
akbn−k+1

a−1∑
i=0

β
(m)
k

(
bλ, bx+

b
a
i
)
β
(m−1)
n−k (aλ, ay)

=

n∑
k=0

(n
k

)
bkan−k+1

b−1∑
i=0

β
(m)
k

(
aλ, ax+

a
b
i
)
β
(m−1)
n−k (bλ, by).

Proof. From (5.2), q(t) can also be expanded as

q(t) =
1

ambm−1

(
a−1∑
i=0

∞∑
n=0

β(m)n

(
1
a
λ, bx+

b
a
i
)
(at)n

n!

)(
∞∑
n=0

β(m−1)n

(
1
b
λ, ay

)
(bt)n

n!

)
.

Thus the theorem can be obtained by the symmetry of q(t) and the substitution abλ for λ. �
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This theorem has the following special cases.

Corollary 5.4. For integers n ≥ 0, a ≥ 1 and b ≥ 1, we have

anb
a−1∑
i=0

βn

(
bλ, bx+

b
a
i
)
= bna

b−1∑
i=0

βn

(
aλ, ax+

a
b
i
)
, (5.3)

a1−nβn(aλ, ax) =
a−1∑
i=0

βn

(
λ, x+

i
a

)
, (5.4)

n∑
k=0

(n
k

)
akbn−k+1

a−1∑
i=0

B(m)k

(
bx+

b
a
i
)
B(m−1)n−k (ay) =

n∑
k=0

(n
k

)
bkan−k+1

b−1∑
i=0

B(m)k
(
ax+

a
b
i
)
B(m−1)n−k (by). (5.5)

Proof. Puttingm = 1 and y = 0 in Theorem 5.3 yields identity (5.3). The b = 1 case of (5.3) is (5.4). Finally, putting instead
λ = 0 in Theorem 5.3 yields (5.5).
It should be noticed that (5.4) is the multiplication formula for the degenerate Bernoulli polynomials (see [3, Eq. (5.5)]

and [18, Eq. (3.11)]) and (5.5) is another main theorem of Yang [17, Theorem 2]. �

The higher order degenerate Euler polynomials ε(k)n (λ, x) are defined by means of the generating function

∞∑
n=0

ε(k)n (λ, x)
tn

n!
=

(
2

(1+ λt)µ + 1

)k
(1+ λt)µx, (5.6)

where λµ = 1. When λ→ 0, ε(k)n (λ, x)will reduce to the higher order Euler polynomials, i.e., ε
(k)
n (0, x) = E

(k)
n (x).

Now, let us define the generalized alternate falling factorial sums by

τk(λ, n) =
n∑
i=0

(−1)i(i|λ)k.

Then

τk(0, n) =
n∑
i=0

(−1)i(i|0)k =
n∑
i=0

(−1)iik = Tk(n).

By some computation, we can also determine the generating function of τk(λ, n), as follows:
∞∑
k=0

τk(λ, n)
tk

k!
=
1− (−(1+ λt)µ)n+1

1+ (1+ λt)µ
.

From the generating functions (5.1) and (5.6), we have
∞∑
n=0

βn(λ)+ βn(λ, 1)
n!

(2z)n−1 =
(1+ λ · 2z)µ + 1
(1+ λ · 2z)µ − 1

,

−

∞∑
n=1

εn(λ, 0)
(2z)n

n!
=
(1+ λ · 2z)µ − 1
(1+ λ · 2z)µ + 1

,

which are analogues of the hyperbolic cotangent and the hyperbolic tangent, respectively. See Eqs. (2.6) and (2.10).
Based on the definitions and generating functions above, we can establish various identities concerning the higher order

degenerate Euler polynomials, just as what we have done in Sections 2 and 3 for the higher order Euler polynomials.
However, we chose not to present them, and they are left to the interested readers.
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