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SUMMARY

Hippocampal place cells undergo remapping when
the environment is changed. The mechanism of hip-
pocampal remapping remains elusive but spatially
modulated cells in the medial entorhinal cortex
(MEC) have been identified as a possible contrib-
utor. Using pharmacogenetic and optogenetic ap-
proaches, we tested the role of MEC cells by exam-
ining in mice whether partial inactivation in MEC
shifts hippocampal activity to a different subset of
place cells with different receptive fields. The phar-
macologically selective designer Gi-protein-coupled
muscarinic receptor hM4D or the light-responsive
microbial proton pump archaerhodopsin (ArchT)
was expressed in MEC, and place cells were re-
corded after application of the inert ligand cloza-
pine-N-oxide (CNO) or light at appropriate wave-
lengths. CNO or light caused partial inactivation of
the MEC. The inactivation was followed by substan-
tial remapping in the hippocampus, without disrup-
tion of the spatial firing properties of individual neu-
rons. The results point to MEC input as an element
of the mechanism for remapping in place cells.

INTRODUCTION

The neuroscience of memory entered the modern era when

Scoville and Milner reported, more than 50 years ago, that surgi-

cal removal of the hippocampi caused a severe disruption of

memory for daily-life events (Scoville and Milner, 1957). Studies

in animals and human subjects during the subsequent decades

showed that the hippocampus is necessary for long-term mem-

ory of experience and facts, collectively referred to as declarative

memory (Squire, 1992; Eichenbaum, 2000; Nadel et al., 2000).

It is only more recently, however, that experiments have started

to uncover the neural mechanisms of hippocampal memory

formation.

A major advance in the search for hippocampal memory

mechanisms was the discovery of place cells (O’Keefe and Dos-
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trovsky, 1971). Place cells are cells that fire specifically when

an animal is at a certain position in the environment. Different

place cells fire at different positions, such that, collectively,

the cells form a map-like dynamic representation of the moving

animal’s position (O’Keefe, 1976; O’Keefe and Nadel, 1978).

However, place cells do not only represent the animal’s current

location. They may also reflect memory of a location, expressed

as position-correlated firing patterns in the absence of the sen-

sory inputs that originally elicited the firing (O’Keefe and Speak-

man, 1987; Jarosiewicz and Skaggs, 2004; Leutgeb et al.,

2005a), or as an influence of past or future trajectories on the

firing rates of place cells within their place fields (Wood et al.,

2000; Frank et al., 2000; Ferbinteanu and Shapiro, 2003; Ito

et al., 2015). Expression ofmemory in place cells is also apparent

when place cells develop associations with reward-predictive

stimuli (Komorowski et al., 2009; Igarashi et al., 2014) or when

spatial firing patterns during foraging are subsequently replayed

when the animal is resting (Pavlides and Winson, 1989; Wilson

and McNaughton, 1994). The ability of place cells to express

locations experienced in the past points to place cells as

part of the mechanism for representation of experience in the

hippocampus.

One indication of a link between place cells and memory is

the existence of large numbers of apparently independent

spatial representations, or maps, in the hippocampus (Colgin

et al., 2008; Alme et al., 2014). Transitions between such repre-

sentations are referred to as ‘‘remapping’’ (Muller and Kubie,

1987; Muller et al., 1991). Under some conditions, place cells

completely change their firing patterns in response to relatively

minor alterations in sensory or motivational inputs (Muller and

Kubie, 1987; Markus et al., 1995). Following changes in the

configuration or location of an environment, place fields may

appear, disappear, or move to new locations. Under these cir-

cumstances, the new pattern of activity may be no more similar

to the original pattern than expected by chance (Leutgeb et al.,

2004). This nearly complete orthogonalization of hippocampal

place maps for different environments (‘‘global remapping’’) is

thought to enable storage of discrete representations, with min-

imal risk of interference (Battaglia and Treves, 1998; Colgin et al.,

2008).

The mechanism of hippocampal remapping has not been

determined. Activity changes in the hippocampus can be elicited

by a number of cortical and subcortical inputs. One of these is
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the projection from medial entorhinal cortex (MEC), which com-

prises axons from a variety of spatially modulated cell types,

including grid cells and border cells (Hafting et al., 2005; Solstad

et al., 2008; Zhang et al., 2013). Remapping in hippocampal

place cells could reflect changes in the firing pattern of these

entorhinal cell types, such as a relative displacement of the firing

locations of grid cells from different grid modules when the ani-

mal moves from one environment to another (Fyhn et al., 2007;

Stensola et al., 2012). In agreement with this hypothesis, inacti-

vation of the MEC appears to cause substantial change in the

firing locations of hippocampal place cells in two studies (Or-

mond and McNaughton, 2015, their Figure S8; Rueckemann

et al., 2015), although it is not clear whether this change reflects

a switch to a newmap or mere instability in the firing locations of

the place cells. In the one study in which time course was esti-

mated (Rueckemann et al., 2015), the change was slow and

gradual, with a developmental trajectory very different from the

sharp transition usually observed in response to salient changes

in the environment (Muller and Kubie, 1987; Leutgeb et al., 2006).

To determine the nature of the remapping, we recorded, on a

lap-by-lap basis, the firing locations of place cells in hippocam-

pal area CA3 after partial but specific inactivation of the MEC,

using virus-assisted optogenetic or pharmacogenetic tech-

niques for local neuronal silencing. If remapping is caused by

changes in the pattern of simultaneously active MEC cells, re-

mapping should be seen with both approaches after partial

MEC inactivation. The study also gave us the opportunity to

determine, with more specific interventions, the impact of MEC

input on the formation of place fields in the hippocampus.

RESULTS

Strategy for Partial Inactivation of the MEC
To determine whether changes in MEC firing patterns cause re-

mapping in hippocampal place cells, we silenced MEC cells in

mice with tetrodes implanted at dorsal-to-intermediate levels

of the CA3 area of the hippocampus (Figure 1). MEC neurons

were silenced by local injection of an adeno-associated virus

(AAV) expressing either the pharmacologically selective designer

Gi-coupled muscarinic receptor hM4D (Armbruster et al., 2007)

or the optogenetic silencer archaerhodopsin (ArchT) (Chow

et al., 2010; Han et al., 2011). hM4D was fused with the fluores-

cent protein mCitrine; ArchT was fused with GFP. In 14 mice,

AAV was injected in both dorsal and ventral MEC in order to

cover the entire dorso-ventral length of the MEC (‘‘global MEC

infection,’’ 8 mice with hM4D and 6 mice with ArchT). In 6

mice, AAV was injected in dorsal MEC only (4 mice with hM4D

and 2 mice with ArchT). In 3 mice, AAV was injected only in

ventral MEC (hM4D). In addition, 3 mice received control injec-

tions of AAV-mCitrine (n = 2) or AAV-GFP (n = 1) at dorsal and

ventral MEC locations.

To verify that MEC cells can be inactivated following expres-

sion of hM4D or ArchT, we implanted tetrodes within the infected

area. Three weeks post-infection, we recorded entorhinal spike

activity while the mice foraged randomly in a 1-m-wide square

box (Figure 1A). Grid cells, border cells, and head direction cells

were identified based on firing patterns in the box. We then re-

corded the same cells in a smaller box (303 30 cm) to maximize
coverage and to reduce recording time. In AAV-hM4D-infected

animals, after 5 min baseline recording, the infected cells were

hyperpolarized by i.p. injections of the hM4D-specific ligand

clozapine-N-oxide (CNO) (Figure 1B). Thirty minutes later, activ-

ity in the small box was reduced to less than 50% of the baseline

rate in 29 out of 35MEC neurons. Mean firing rates were reduced

from 2.36 ± 0.34 Hz before CNO to 0.71 ± 0.24 Hz 30 min

after CNO (35 cells from 2 mice, Wilcoxon signed rank test,

Z = 4.82, p = 3.0 3 10�5 < 0.0001, Figure 1C). The activity re-

covered toward baseline levels after 12 hr (mean firing rate,

2.02 ± 0.39 Hz, Wilcoxon signed rank test, Z = 1.95, p = 0.52).

In AAV-ArchT-infected animals, the MEC cells were inactivated

by continuous laser application at a wavelength of 532 nm. Firing

rates were reduced to less than 50% of the baseline rate in

22 out of 24 MEC neurons. Mean rates were reduced from

1.30 ± 0.26 Hz before light application to 0.28 ± 0.11 Hz

30 min after light (24 cells from 3 mice, Wilcoxon signed rank

test, Z = 3.86, p = 1.03 10�4, Figure 1F). All functional cell types

were inhibited in both experiments (all 6 grid cells; 2 out of 3

border cells; 3 out of 4 and 4 out of 5 head direction cells, respec-

tively; Figures 1A and 1D). mCitrine-hM4D expression was not

observed in hippocampal cell bodies, only in bypassing axons

(10 mice; 6–16 sections per animal; Figures S3A–S3C), suggest-

ing that the effect of CNO was largely restricted to the injection

area in the MEC. GFP-ArchT was seen in CA2 in 2 out of 8

mice with ArchT expression; in the remaining mice, no expres-

sion was detected in cells with cell bodies in the hippocampus

(Figures S3D–S3F).

To estimate the extent of MEC inactivation with a different

method, we compared the number of c-Fos-positive cells after

CNO injection on the injection sidewith the number on the contra-

lateral side in animals with unilateral AAV-hM4D injections. Cells

were counted within randomly selected frames in MEC (Fig-

ure S5). The density of c-Fos-positive cells on the AAV-hM4D-in-

fected side ofMECwas significantly lower than on the uninfected

contralateral side (19.2% ± 4.0% versus 43.8% ± 11.9% of MEC

cells, Mann-Whitney U test, Z = 2.19, p = 0.028). The reduction of

MEC activity after local silencing validates the hM4D intervention

as a strategy for partial silencing of the MEC.

Spatially Selective Firing Is Maintained in the
Hippocampus after Partial MEC Inactivation
We first examined how individual place cells respond to changes

in the pattern of simultaneously active cells in the MEC.

AAV-hM4D-mCitrine was injected across multiple dorso-ventral

levels of MEC in 15mice with tetrodes in hippocampal area CA3.

In animals with both dorsal and ventral injections, mCitrine-ex-

pressing cells could be observed across the entire dorso-

ventral range of MEC (Figure 2). In dorsally injected animals,

expression was limited to the dorsal half, whereas after ventral

injections, it was limited to the ventral part. On average,

mCitrine was expressed across 49.0% ± 17.8% of the MEC

(mean ± SEM.; individual estimates range between 23.1% and

78.3%; Figure S1 and Table S1). On average, 18.7% ± 6.6%

of the infection volume was in neighboring regions, including

lateral entorhinal cortex (4.3% ± 4.0% of the part of lateral ento-

rhinal cortex that was present in sections containing MEC; see

Experimental Procedures), presubiculum (7.0% ± 6.8% of this
Neuron 88, 590–603, November 4, 2015 ª2015 Elsevier Inc. 591



Figure 1. Inhibition of MEC Activity with hM4D and ArchT

(A) Spatial map of MEC cells recorded during foraging in a 1m square box (grid cell, head direction cell, and interneuron). Left: color-coded rate maps; color scale

to the right. Right: trajectory (gray) with spike positions superimposed (black). The cells were from mice with hM4D expression in MEC.

(B) Same cells as in (A) recorded before CNO, 30min after CNO, and 12 hr after CNO in a 30 cm square box (note scale change from A). Spikes are superimposed

on the trajectory as in (A).

(C) Cumulative frequency diagrams showing percentage change in firing rate 30min and 12 hr after CNO compared to baseline (n = 37). Stippled line indicates no

change (100% of baseline level).

(D) Spatial map of a different set of MEC cells in the 1 m square box. The cells were recorded in mice with ArchT expression in MEC.

(E) Spike activity of MEC cells in (D) before, during, and after laser illumination in the 30 cm square box (5 min each session).

(F) Cumulative frequency diagrams showing change in firing rate during and after laser stimulation compared to baseline (n = 24). Symbols are as in (C).
area), and parasubiculum (12.2% ± 8.1%), postrhinal cortex

(13.0% ± 11.8%), subiculum (2.0% ± 2.9%), and dentate gyrus

(0.2% ± 0.1%). Within the infected area, the large majority of

the cells, probablymore than 90%,were hM4D-mCitrine positive

(Figures S2A–S2D).

Place cells were recorded from CA3 while the mice ran a mini-

mumof ten lapsona1-m-long linear track.Runningwas rewarded

by chocolate crumbs at the ends of the track. We restricted our

analysis to cells with stable location-selective activity on the base-

line sessions (spatial correlation of first and second halves of the

session > 0.5). 41 out of 139 cells (30%) expressed stable loca-
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tion-selective activity at least in one running direction on the track.

34of them (24%) expressed firing fields in both runningdirections.

Because most of these cells fired at different locations on left and

right runs (spatial correlation: 0.252 ± 0.028; peak position differ-

ence: 15.3 ± 2.2 cm, peak rate difference [low/high]: 0.48 ± 0.04;

mean ± SEM), as reported previously (McNaughton et al., 1983),

we treated run directions as distinct datasets (Table S2). The total

number of datasets was 109.

Inactivation of MEC with the hM4D ligand CNO had minimal

impact on the spatial firing properties of individual place cells

in hM4D-expressing animals (Figures 3 and S6). There was a



Figure 2. Distribution of MEC Infection

(A) Expression of hM4D-GFP in MEC after AAV-

hM4D infection across large parts of theMEC (left),

in dorsal MEC only (middle), or in ventral MEC only

(right). Dorsal and ventral borders of MEC are

indicated by white lines. NeuN stains of adjacent

sections are shown to indicate distribution of cell

bodies in all regions. Scale bar, 1,000 mm.

(B) Percentage of MEC area with mCitrine

expression for mice with widespread AAV-

hM4D injections or injections only in dorsal or

ventral MEC.

(C) Unfolded ‘‘flat’’ maps of MEC showing the

outline of the transfected area in example mice

with global transfection (both dorsal and ventral

MEC) or only dorsal or ventral MEC.
significant reduction of the mean firing rate of the place cells

(before CNO, 3.83 ± 0.42 Hz; 30 min after CNO, 2.81 ± 0.33; Wil-

coxon signed rank test Z = 4.06, p = 4.93 10�5) (Figure 3C), but

there were no significant changes in spatial firing properties such

as spatial information content (before CNO: 0.85 ± 0.06 bits/

spike; 30 min after CNO, 0.83 ± 0.07 bits/spike, Wilcoxon signed

rank test Z = 0.697, p = 0.49; Figure 3D) or the number of firing

fields per cell (before CNO: 1.12 ± 0.03; 30 min after CNO:

1.02 ± 0.057; Wilcoxon signed rank test, Z = 1.52, p = 0.127).

The size of the place fields was estimated by constructing, for

all cells in the experimental group, a cross-correlation matrix of

pairs of population vectors for firing rates along successive

bins of the track (20 bins in total; 4 cm each; Figures 3E–3H).

The mean distance from the diagonal of the matrix to population

vectors with a mean correlation of 0.2 was considered as the

effective size of the place fields (Ormond and McNaughton,

2015). Place field size was not significantly changed after CNO

(r = 0.2 threshold before CNO: 4.65 ± 0.49 bins; 30 min after

CNO: 4.80 ± 0.65 bins, p = 0.85; p value was estimated from

bootstrap distributions) (Figures 3E–3H). The lack of effect on

size of place fields was threshold independent (Figure 3H). There

was no significant change in the running speed of the animal af-

ter CNO (before: 24.2 ± 0.66 cm/s, 30min after: 23.3 ± 0.85 cm/s,

Wilcoxon signed rank test, Z = 1.465, p = 0.143).

There was only minimal difference in place field properties of

mice with hM4D expression limited to either dorsal or ventral

MEC. Mean firing rates were reduced significantly after CNO in

the ventral injection group (before CNO, 5.70 ± 0.99 Hz; 30 min

after CNO, 3.36 ± 0.62 Hz; Wilcoxon signed rank test Z = 3.80,

p = 1.43 3 10�4) but not in mice with dorsal injections (before

CNO, 3.41 ± 0.88 Hz; 30min after CNO, 3.23 ± 0.67 Hz;Wilcoxon

signed rank test Z = 0.315, p = 0.75). There was no change in the

spatial firing properties of place fields in either group. Spatial in-

formation was unaltered (dorsal group before CNO: 1.02 ± 0.15

bits/spike; 30 min after CNO, 0.87 ± 0.13 bits/spike, Wilcoxon
Neuron 88, 590–603,
signed rank test Z = 0.545, p = 0.586;

ventral group before CNO: 0.64 ± 0.07

bits/spike; 30 min after CNO, 0.77 ± 0.10

bits/spike, Wilcoxon signed rank test Z =

0.898, p = 0.339). There was no change

in the population vector cross-correlation
matrices used to determine field size (distance from diagonal in

the dorsal group: before CNO: 5.14 ± 0.39 bins; 30 min after

CNO: 4.90 ± 0.45 bins, p = 0.82; distance from the diagonal in

the ventral group before CNO: 6.25 ± 0.75 bins; 30 min after

CNO: 5.07 ± 0.57 bins, p = 0.19; p values were estimated from

bootstrap distributions) (Figures 5E and 5J).

Hippocampal Remapping after Partial MEC Inactivation
CNO caused substantial remapping in the place-cell population

(Figures 4 and S6; Tables S2–S5). Remapping was expressed in

individual place cells as a drop in spatial correlation between rate

maps for baseline trials and trials conducted with the same cells

in the same environment 30 min after CNO (first versus second

half of the baseline: r = 0.76 ± 0.013; 30 min after CNO versus

baseline: r = 0.41 ± 0.045, paired sample t test after Fisher

z-transformation, t(108) = 6.41, p = 4.083 10�9). The spatial cor-

relation was still reduced 12 hr after CNO (12 hr after versus

baseline: 0.46 ± 0.038, paired sample t test t(108) = 7.17, p =

9.84 3 10�11), although the firing fields at 12 hr correlated

more strongly with the baseline pattern than with the pattern

30 min after CNO (r = 0.36 ± 0.038; paired sample t test after

Fisher z-transformation, t(108) = 2.41, p = 0.018). For cells ex-

pressing place fields in both running directions, the amount of re-

mapping, measured by spatial correation between baseline and

the CNO trial, was positively correlated between inbound and

outbound place fields (R = 0.616, p = 0.002). A similar drop in

correlation during CNO was not present in AAV-GFP-infected

control mice, despite widespread GFP expression (mean corre-

lation: 0.77 ± 0.03, n = 18; two-sample t test t(125) = 2.88, p =

0.005, Figure 4B). The drop in spatial correlations after CNO in-

jection in the hM4Dgroupwas accompanied by a significant shift

of the center of mass of the place fields compared to the first

versus second half of the baseline session (mean ± SEM:

12.8 ± 1.4 cm versus 5.5 ± 0.72 cm; Wilcoxon signed rank test,

Z = 4.869, p = 1.0 3 10�6).
November 4, 2015 ª2015 Elsevier Inc. 593



Figure 3. Partial Inactivation ofMECDidNotChange the Firing Prop-

erties of Place Cells

(A) Left: sagittal brain section showing expression of hM4D-mCitrine(Green)

across a substantial part of the dorsoventral MEC axis. Dorsal and ventral

borders of MEC are indicated by white lines. Expression is also seen in axonal

projections into the hippocampus to the left of the MEC. Scale bar, 800 mm.

Right: Nissl-stained sagittal brain section showing position of tetrode (arrow) in

the same animal.

(B) Color-coded rate maps showing firing locations of a representative CA3

place cell on the linear track before CNO, 30 min after CNO, and 12 hr after

CNO. Color scale is to the right.

(C and D) Cumulative frequency diagrams showing no change in mean firing

rate (C) or spatial information (D) of place fields after CNO in hM4D-expressing

animals.

(E–G) Population vector cross-correlation matrices for the baseline trial (E),

30 min after CNO (F), and 12 hr after CNO (G). Analyses include all place cells

from all animals in the experimental group.

(H) Overlaid decorrelation curves showing mean correlation (solid lines) ± 95%

confidence intervals (shaded color) for each possible population vector pair

distance between 0 and 10 bins (4 cm each bin). The confidence intervals were

estimated by a bootstrap resampling procedure. To quantify the scale of the

spatial representation, we calculated the distance at which the correlation

dropped to r = 0.2. Note similar distances before, during, and after CNO.
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The distribution of spatial correlations between firing before

and after CNO was compared to a shuffled distribution obtained

by randomdisplacement of firing locations along the trajectory on

the track of the animal together with random replacement of cell

identities. The spatial correlation between the first half and the

second half of the baseline session, before CNO, was signifi-

cantly above the 95th percentile of the shuffled distribution for

101 out of 109 sets of place fields (94%) (Figure 4B), as expected

given that cellswerepre-selected for stability. AfterCNOapplica-

tion, the correlation with the baseline session dropped. Only 55

out of the 109 place fields (51%) had spatial correlation values

that passed the 95th percentile of the shuffled distribution (base-

line versus CNO, Z = 6.99, p = 2.79 3 10�12; binomial test). The

low similarly to the baseline pattern was maintained 12 hr after

CNO (55 place fields, or 51%, above the 95th percentile). A similar

reduction was seen at 12 hr in control animals (12 out of 18 place

fields, or 67%; CNO versus control, binomial test, Z = 1.27, p =

0.20, Figure 4B), as expected given the low long-term stability

of place fields in mice (Kentros et al., 2004).

At the neural ensemble level, there was a significant reduction

after CNO in correlations between population vectors across

bins of the linear track (bin size 4 cm, 20 bins in total; Figure 4B).

Before CNO, all 20 population vector correlations were outside

of the 95th percentile of a shuffled distribution (first versus sec-

ond half of the baseline session). After CNO, only 14 correlations

(70%) passed the 95th percentile threshold (Z = 2.66, p = 0.008,

binomial test compared to the baseline). The shift persisted 12 hr

after CNO (16 correlations, or 80%, above the threshold). In con-

trol mice infected with AAV-GFP, all 20 correlations exceeded

the 95th percentile threshold at 30 min, which is significantly

above the level in the hM4D group (Z = 2.66, p = 0.008, binomial

test). At 12 hr, the number had dropped to 14 (70%). In agree-

ment with these counts, the drop in population vector correla-

tions at 30 min in the hM4D group was significantly larger than

in the control group (mean correlations of 0.18 ± 0.02 and

0.74 ± 0.04, respectively; t test for correlation values after Fisher

z-transformation, t(38) = 9.49, p = 1.43 3 10�11, Figure 4B).

Taken together, the results show that partial inhibition of the

MEC induces substantial change in the firing locations of place

cell ensembles in the hippocampus.

The decrease in spatial correlations was observed also in the

subgroup of animals with inactivation limited to the dorsal MEC

(Figures 5A–5E and S1; first versus second half of the baseline:

24 out of 30 place fields passed the 95th percentile threshold;

mean correlation value: 0.77 ± 0.028; 30 min after CNO versus

baseline: 16 out of 30 fields passed the threshold; mean correla-

tion: 0.50 ± 0.08, binomial test, Z = 2.19, p = 0.03; paired sample

t test for correlation values after Fisher z-transformation, t(29) =

3.04, p = 0.005). Therewas a small decrease in spatial correlation

also after ventral MEC inactivation (Figures 5F–5J; first versus

second half of the baseline: 25 out of 28 place fields passed the

95th percentile threshold; mean correlation value: 0.79 ± 0.022;

30 min after CNO versus baseline: 20 out of 28 fields passed

the threshold; mean correlation: 0.64 ± 0.06, binomial test, Z =

1.68, p = 0.09; paired sample t test for correlation values after

Fisher z-transformation, t(27) = 2.30, p = 0.03). In the population

vector analyses, there was a significant decrease in the number

of bins passing the 95th percentile of the shuffled distribution



Figure 4. Partial Inactivation of MEC Induced Remapping in CA3 Place Cells

(A) Color-coded population map showing location of CA3 place fields before CNO, 30 min after CNO, and 12 hr after CNO. Each line shows activity of one place

cell in one running direction (109 datasets in total from 75 place cells). Color indicates firing rate (scale bar to the right). Firing rate was normalized for each cell to

the cell’s baseline firing rate. The upper limit of the colour code is 1.5 times the peak firing rate of the cell in the baseline session; thus colour codes are saturated

(red) in cells with larger rate changes. Cells are sorted according to position of the place field (center of mass) during the baseline trial. The sequence of cells is the

same for all three plots (before CNO, 30 min after and 12 h after). Only cells with stable firing in the baseline session (spatial correlation between first and second

half of the session > 0.5) are shown.

(B) Cumulative frequency distributions showing spatial correlations and population vector correlations for different pairs of epochs in the CNO experiment: first

versus second half of the baseline period, 30 min post-CNO versus baseline, and 12 hr post-CNO versus baseline. Data are shown for all animals with hM4D

expression in dorsal, ventral or dorsal-and-ventral MEC (top) as well as control animals with GFP expression only (bottom). Spatial correlation for shuffled pairs of

distributions is shown for comparison.
30 min after CNO in the dorsal hM4D group (before CNO 20/20

bins; after CNO: 5 bins; binomial test, Z = 4.89, p = 9.63 3

10�7; Figure 5D). A similar reduction was not observed in mice

with selective ventral MEC inhibition (before CNO: 20/20 bins; af-

ter CNO:19/20 bins; binomial test, Z = 1.01, p = 0.31; Figure 5I).

We next asked whether the change in spatial firing patterns af-

ter CNO was instantaneous, as expected if a new ensemble

pattern was recruited in the sameway aswhen place cells remap

in a novel environment. Alternatively, firing patterns might

change gradually, as would be expected if the change was

caused by instability in the hippocampal ensemble code (Ken-

tros et al., 2004). To distinguish between these possibilities, we

compared population vectors on each lap with the average of

the baseline session. Because each session consisted of

10 laps or more, we selected the last 10 laps from the baseline

session and the first 10 laps from the CNO session. In hM4D

mice, we found that the population vector correlation with the

baseline average was significantly lower on the first lap after

CNO (the 11th lap) than on the last lap before CNO (Figure 6A;

before: 0.47 ± 0.02; after: 0.22 ± 0.03, t test for correlation values

after Fisher z-transformation, t(38) = 6.93, p = 3.11 3 10�8). The

correlation between the 11th lap and the average of the first 10

laps after CNO was significantly higher than the correlation

with the average of the 10 preceding baseline laps (0.47 ± 0.02

versus 0.30 ± 0.02, t test for correlation values after Fisher z-

transformation, t(38) = 4.89, p = 1.863 10�5) (Figure 6A). A simi-
larly sudden drop on the first lap after CNO was not observed in

GFP control animals (Figure 6B). The abrupt change of the pop-

ulation vector correlation suggests that the place-cell population

remapped instantaneously.

Remapping after Targeted Inhibition ofMECProjections
The pharmacogenetic study points to MEC, and particularly dor-

sal MEC, as a critical source of remapping in dorsal hippocampal

place cells. To determine whether this influence is mediated by

direct projections from MEC cells to the hippocampus, we

used optogenetic methods to selectively inactivate MEC fibers

within the hippocampus itself. ArchT-encoding AAV was infused

in MEC and place cells were recorded in CA3, at the same

septotemporal level as in the pharmacogenetic study, while

continuous 532 nm laser light was applied through an optic

fiber aimed at the perforant path (Figure S1; Figure 7A). ArchT-

GFP was expressed across 53.6% ± 11.9% of the MEC

(mean ± SEM; individual estimates range between 35.3%

and 70.4%; Figure S1 and Table S1). Only 20.7% ± 7.5% of in-

fected volume was outside the MEC (4.2% ± 3.6% of the lateral

entorhinal cortex that was part of sections comprising MEC,

see Experimental Procedures; 5.3% ± 4.5% of presubiculum,

14.0% ± 6.0% of parasubiculum, 9.1% ± 5.5% of postrhinal cor-

tex. and 3.8% ± 4.8% of subiculum). Within the infected area,

a large majority of the cells, probably over 90%, were ArchT-

GFP positive (Figures S2E–S2H). The effect of ArchT-induced
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Figure 5. Comparion of Dorsal and Ventral MEC Inactivation

(A and F) Sagittal brain sections showing expression of hM4D-mCitrine(Green) in dorsal (A) and ventral (F) MEC, respectively, (left) and the same sections stained

for NeuN (right). Scale bar, 800 mm.

(B andG) Color-coded ratemaps showing firing locations of representative CA3 place cells on the linear track before CNO, 30min after CNO, and 12 hr after CNO.

Color scales are to the right.

(C and H) Color-coded population maps showing changes in firing locations of CA3 place fields after CNO. Dorsal MEC group (C): n = 30, ventral MEC group (H):

n = 28. Symbols are as in Figure 4A.

(D and I) Cumulative frequency distributions showing population vector correlations between different epochs of the CNO experiment. Symbols as in Figure 4B.

(E and J) Population vector cross-correlation matrices from baseline, 30 min after CNO, and 12 hr after CNO. Decorrelation curves in the bottom right quadrants

show similar mean distances for all possible population vector pairs at values up to 10 bins (4 cm each bin). Symbols as in Figures 3E–3H.
silencing was expressed in all types of spatial cells in the MEC,

including grid cells, head direction cells, and non-classified

spatial cells (Figures 1D–1F). Continuous laser illumination (3 to

5 min) in the hippocampus did not induce neural apoptosis at

levels that were detectable in a TUNEL assay (Figures S3G–S3I).
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In the 8 animals with ArchT expression in MEC, 56 out of

109 CA3 cells expressed stable location-selective activity

on the track in the baseline session. 83 sets of stable place

fields were obtained after combining run directions (Figures

7B–7E). The laser stimulation decreased the mean firing rate of



Figure 6. Lap-by-Lap Analysis of Population

Vectors

The analysis includes a total of 30 laps (10 from the

baseline, 10 from theMEC inactivation, and 10 from

the recovery session). Population vectors were

defined for each spatial bin of the linear track.

Population vectors on individual laps were then

correlated with the average of the last 10 laps of the

baseline session (blue), the average of the first 10

laps of the MEC inactivation (red), or the average of

thefirst 10 lapsof the recovery session (green). Plots

show mean population vector correlations across

20spatial bins (solid lines)withSEM (shadedcolors).

(A) Lap-by-lap population vector correlations before

and after CNO in mice injected with AAV-hM4D

in MEC.

(B) Similar correlations in control mice injected

with AAV-GFP in MEC.

(C) Lap-by-lap population vector correlations

before and after light stimulation in mice injected

with AAV-ArchT in MEC.

(D) Laser stimulation in control mice injected with

AAV-GFP. Note abrupt change in population vec-

tor correlations at the onset of MEC silencing. The

change was not observed in control mice injected

with CNO or laser illumination.
place cells in CA3 (before laser, 3.18 ± 0.44 Hz; with laser,

2.31 ± 0.30 Hz;Wilcoxon signed rank test, Z = 2.06, p = 0.04; Fig-

ure 7C). The rates in the ArchT group recovered only partially

when the light was terminated (2.54 ± 0.40 Hz 5–20 min after

termination of the stimulation; Wilcoxon signed rank test, Z =

2.92, p = 0.004). There was no significant reduction of firing

rate in GFP control mice (before laser, 2.83 ± 0.90 Hz; with laser,

2.68 ± 0.82 Hz; Wilcoxon signed rank test, Z = 0.672, p = 0.50),

suggesting that the rate reduction was not due to stimulation-

induced tissue dysfunction. Laser stimulation caused a signifi-

cant decrease in spatial information of the CA3 place cells

(before laser, 1.02 ± 0.06 bits/spike; with laser, 0.74 ± 0.06

bits/spike, Wilcoxon signed rank test, Z = 4.32, p = 1.5 3 10�5;

Figure 7C). There was no significant change in the size of the

place fields as determined by population vector cross-cor-

relation analysis (mean distance from diagonal to r = 0.2

threshold before laser, 3.41 ± 0.49 bins; with laser, 4.00 ± 0.35

bins, p = 0.50; p value was estimated from bootstrap distribu-

tions). There was also no change in the number of place fields

(1.18 ± 0.05 versus 1.22 ± 0.07; Wilcoxon signed rank test, Z =

0.435, p = 0.664).

Laser illumination led to a significant drop in spatial cor-

relation between baseline and test trial (Figures 7D and 7E),

comparable to the drop observed in animals with AAV-hM4D in-

jections in the MEC (Figure 4; Tables S2 and S3). For cells that

expressed place fields in both running directions, the amount of

remapping, during laser application, was positively correlated

between inbound and outbound place fields (R = 0.544, p =

0.0023), mirroring the results from the hM4D experiment. During

the baseline trial, the rate maps were stable. In 75 out of 83

place fields (90%), the spatial correlation between the first half

and the second half of the baseline session exceeded the 95th

percentile of a shuffled distribution (Figure 7E). With laser appli-

cation, only 30 of the 83 place fields (35%) passed the threshold
(Z = 7.25, p = 4.34 3 10�13, binomial test). 44 out of 83 place

fields passed the threshold after termination of the laser

stimulation. The decrease in the spatial correlation during laser

illumination was significant (with laser versus baseline: r =

0.31 ± 0.051; first versus second half of the baseline: r =

0.81 ± 0.014, paired sample t test for correlation values after

Fisher z-transformation, t(82) = 9.37, p = 1.06 3 10�14). The

spatial correlation with baseline showed some recovery after

termination of the laser illumination (0.52 ± 0.05, paired sample

t test for correlation values after Fisher z-transformation com-

pared with laser session t(82) = 4.73, p = 9.00 3 10�6). The

drop in spatial correlations in the ArchT group was accompa-

nied by a significant shift of the center of mass of place fields

compared to the first versus second half of the baseline session

(13.4 ± 1.4 cm versus 7.3 ± 1.6 cm; Wilcoxon signed rank test,

Z = 4.03, p = 5.6 3 10�5), as well as a drop in the population

vector correlations. Whereas 20 out of 20 bins (100%) of the

population vector correlations were outside of the 95th percen-

tile of the shuffled distribution for the first versus the second half

of the baseline trial, the number dropped to 15 (75%) for the

comparison of light application and baseline (Z = 2.39, p =

0.017, binomial test) (Figure 7E). The drop in the population vec-

tor correlations in the ArchT group was not significantly different

from the drop with hM4D-mediated MEC inactivation (30 min

post-CNO; 0.18 ± 0.02 versus 0.21 ± 0.034, respectively;

t(38) = 0.85, p = 0.398), but the decrease was significantly larger

than when the light stimulation was applied in GFP control mice

(0.87 ± 0.10; t(38) = 6.19, p = 3.11 3 10�7). Taken together,

these results show that inactivation of dorsal MEC axons in-

duces strong remapping in CA3 place cells.

As in the hM4D group, the change in spatial firing during laser

stimulation was instantaneous. Population vectors were defined

for each bin of each lap and correlated with the average vectors

of the baseline session (Figure 6). We selected the last 10 laps
Neuron 88, 590–603, November 4, 2015 ª2015 Elsevier Inc. 597



Figure 7. Inactivation of Axons from MEC

Induced Remapping in CA3 Place Cells

(A) Left: sagittal brain section showing expression

of ArchT-GFP(Green) protein in MEC. Dorsal and

ventral borders of MEC are indicated by white

lines. Scale bar, 800 mm. Right: Nissl-stained

sagittal brain section showing position of tetrode

(arrow) and optical fiber in the hippocampus;

symbols are as in Figure 2A.

(B) Example of CA3 place cells before, with, and

after laser illumination.

(C) Cumulative frequency diagrams showing

decreased mean firing rate and spatial information

in place cells of ArchT-expressing animals during

and after laser stimulation.

(D) Color-coded population map showing firing

locations of CA3 place cells before, with, and after

laser illumination (n = 83). Symbols as in Figure 4A.

(E) Distribution of spatial correlations and popula-

tion vector correlations for pairs of sessions in the

laser experiment, as in Figure 4B.
from the baseline session and the first 10 laps from the laser

session. The population vector correlation with the baseline

average was significantly lower on the first lap after laser onset

than on the last lap before the laser was turned on (before:

0.55 ± 0.031; after: 0.12 ± 0.053, t test for correlation values after

Fisher z-transformation, t(38) = 6.94, p = 2.94 3 10�8). The cor-

relation between the first lap with laser and the average of the
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first 10 laps with the laser was signifi-

cantly higher than the correlation between

the first lap with laser and the average

of the 10 baseline laps (0.53 ± 0.020

versus 0.25 ± 0.024, t test for correlation

values after Fisher z-transformation,

t(38) = 8.85, p = 9.103 10�11) (Figure 6C).

Abrupt changes in firing patterns were not

observed in GFP control animals with

laser illumination (Figure 6D). The sudden

transition of the population vector correla-

tion on the first lap after laser onset is

consistent with instantaneous remapping

in the place-cell population.

Finally, remapping was not caused by

retrograde transport of AAV to hippocam-

pal neurons, since in 6 out of 8 mice there

was no retrograde expression of ArchT in

the hippocampus (Figures S3D–S3F).

Although GFP-ArchT was seen in CA2

in 2 animals (Figures S4E–S4H, exclusion

of these animals did not abolilsh the

drop in spatial correlations after light

application [first versus second half of

baseline: 0.81 ± 0.02; laser versus base-

line: 0.25±0.05, t test for correlationvalues

after Fisher z-transformation, t(70) = 10.2,

p = 1.96 3 10�15; PV correlation of

first versus second half of baseline:

0.72 ± 0.03; PV correlation with laser

versus baseline: 0.18 ± 0.04, t test for correlation values after

Fisher z-transformation, t(38) = 11.0, p=2.39310�13]) (FigureS7).

DISCUSSION

This study reports two sets of observations. First, hippocampal

place cells maintain their localized firing pattern after partial



inactivation of the MEC. hM4D and ArchT were expressed

across widespread regions of MEC, covering most of its dorso-

lateral and mediolateral extent, but the intervention caused only

minor changes in the size and shape of firing fields of place cells

in the CA3 of the hippocampus. Second, while spatial firing was

maintained, the distribution of firing locations was altered even

after quite restricted silencing in the dorsal parts of MEC. Partial

MEC inactivation caused substantial changes in hippocampal

spatial representation at the neural ensemble level, reminiscent

of the global remapping that occurs in place cells when animals

move from one environment to another.

These findings have implications for themechanisms of place-

cell formation. The persistence of spatial firing despite wide-

spread reduction in the firing rates of MEC neurons is consistent

with results showing that a certain degree of localized firing is

maintained in CA1 of animals with extensive bilateral lesions of

the MEC, although the remaining firing fields are unstable (Miller

and Best, 1980; Hales et al., 2014; Schlesiger et al., 2015). In

the present study, MEC activity was decreased both instanta-

neously and reversibly, suggesting that the residual spatial

firing was not caused by sprouting or other types of long-term

compensatory reorganization known to take place in the hippo-

campus following entorhinal damage (Deller and Frotscher,

1997). The observations imply that localized firing can be gener-

ated in place cells by inputs from a wide range of afferent

neurons, such that when a fraction, or even the majority, of these

inputs is silenced, other spatial inputs may take over as determi-

nants of firing locations in place cells. Following partialMEC inac-

tivation, place fields may be generated by inputs fromMEC cells

whose firing rates were only partly reduced, or from spatially

modulated cells in other parahippocampal regions including the

parasubiculum and the lateral entorhinal cortex (Hargreaves

et al., 2005; Boccara et al., 2010). Finally, to some extent, local-

ized firing likely mirrors the intrinsic ensemble structure of the

hippocampus (Pastalkova et al., 2008; Villette et al., 2015).

Place fieldsmay receive spatial information fromavariety of cell

types but the most prominent candidates in MEC are grid cells,

border cells, and head direction cells (Hafting et al., 2005; Sargo-

lini et al., 2006; Solstad et al., 2006), which each project to the hip-

pocampus (Zhang et al., 2013). Two classes of models have been

proposed for the transformation of information from these spatial

cell types to place cells in the hippocampus. In the first class,

place cells are formed by summation of inputs from either grid

cells across a range of spatial frequencies (Fuhs and Touretzky,

2006;McNaughtonetal., 2006;Solstadetal., 2006) or fromborder

cellswith variable distances from local borders in the environment

(O’Keefe and Burgess, 1996; Hartley et al., 2000). This class of

models requires a quite specific connection regime. In the second

class of models, connections are largely random and different

place cells receive, on average, more or less the same mix of in-

puts, with spatial selectivity arising in the hippocampus itself,

either by local circuit computation (Monaco and Abbott, 2011;

de Almeida et al., 2012) or via Hebbian plasticity (Rolls et al.,

2006; Si andTreves, 2009; Savelli andKnierim, 2010). The present

results show that place cells continue to fire at specific locations

even after considerable changes in the balance of entorhinal in-

puts. There was no systematic change in the size of hippocampal

place fields, contrary to predictionsof simple versions of the linear
summation model for place field formation from grid cells. A

similar lack of change in size of firing fields was apparent in

another study that inactivated MEC cells with optogenetic

methods (Rueckemann et al., 2015). Other studies using less

confined inactivation methods have found a contraction of fields

following large dorsal entorhinal lesions that extend into ventral

entorhinal cortex (Van Cauter et al., 2008), or an expansion of

fields following either dorsal or ventral entorhinal inactivation (Or-

mond and McNaughton, 2015) or selective lesions of layer III of

MEC (Brun et al., 2008). The lesion or inactivationwasmoreexten-

sive and less specific in these latter studies than in the present

one. With the lack of substantial and consistent changes in field

size after regionally specific MEC inactivation, the present data,

together with earlier and less specific work, speak in favor of an

important intrahippocampal contribution to the refinement of

spatial receptive fields. However, the detailed circuits and mech-

anisms, and the contribution of the various parahippocampal

inputs, remain to be determined.

The most important finding of the present study is perhaps the

observation that place cells remapped almost instantaneously af-

ter a change in the composition of MEC inputs to the hippocam-

pus, caused by partial silencing in the MEC population. A similar

shift in the distribution of place fields was observed when MEC

was inactivated by local infusion of muscimol (Ormond and

McNaughton, 2015, their Figure S8), although it was not clear

from this study that the shift was instantaneous. In another study

(Rueckemann et al., 2015), MEC cells were silenced optogeneti-

cally, but here the change in firing pattern was slow and gradual,

not as expected if the mechanism was the same as when place

cells remap under natural conditions (Muller and Kubie, 1987;

Leutgeb et al., 2005b, 2006). In the present work, the transition

to a new map was fully expressed already on the first lap of

running. Moreover, the new firing pattern was maintained during

the inactivation session, in the sameway that firing remains stable

following remapping after exposure to a new environment. While

the cells maintained their ability to fire at specific locations, the

distribution of firing rates and firing locations was altered to the

extent that correlations with the original activity pattern overlap-

ped considerably with that of a shuffled distribution, although

the orthogonalization was not complete. A possible explanation

of the different remapping patterns of the two studies is the

recording location. Rueckemann et al. (2015) recorded in CA1,

where cells are known to exhibit considerable hysteresis across

successive experimental trials (Leutgeb et al., 2005a). The fast re-

mapping observed in CA3 in the present work suggests thatMEC

inactivation can reproduce firing patterns of place cells that occur

naturally in response to changes in MEC input when the environ-

ment is altered.

How the distribution of place fields is affected by signals from

the MEC remains to be determined but the strong component of

grid-cell input in the perforant-path projection to the hippocam-

pus (Zhang et al., 2013) points to changes in firing patterns

among grid cells as a major source of hippocampal remapping.

Remapping may take place in the hippocampus in response to

differential translations and rotations of firing maps across mod-

ules of grid cells (Fyhn et al., 2007; Stensola et al., 2012). When

changes in the environment cause unequal changes in phase

and orientation over grid modules, place cells will receive input
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from new combinations of co-active grid cells. This in turn will

change both the subset of place cells that pass the activation

threshold and the location at which they are maximally activated

(Stensola et al., 2012; Rowland and Moser, 2014). Determining

the entorhinal firing patterns that cause remappingwill eventually

require interventions that target functional cell types specifically.

EXPERIMENTAL PROCEDURES

Subjects

The data were obtained from 26 male mice. The mice were 22–35 g at implan-

tation. They were housed separately in transparent Plexiglass cages (35 cm3

30 cm 3 30 cm) in a humidity- and temperature-controlled environment. All

mice had tetrodes implanted in the right hippocampus or MEC. In two of the

animals, tetrodes were implanted simultaneously in the hippocampus and

the ipsilateral MEC. All animals were kept at 90% of free-feeding body weight

and maintained on a 12-hr light/12-hr dark schedule. Testing occurred in the

dark phase.

Virus with AAV5-CAG-ArchT-GFP, AAV2-hSyn-hM4D-mcitrine, AAV5-CAG-

GFP, and AAV5-CAG-Tdtomato were from the University of North Carolina

at Chapel Hill (UNC)’s gene therapy center. The titer of the virus was 1012 viral

genomic particles/ml. AAV5-CAG-ArchT-GFP and AAV5-CAG-GFP were from

Edward Boyden’s lab, Massachusetts Institute of Technology (MIT); AAV2-

hSyn-hM4D-mcitrine was from Bryan Roth’s lab, University of North Carolina

at Chapel Hill (UNC). AAV2-CamKII-eArch3.0-EYFP was from Karl Deisser-

oth’s lab, Stanford University. The titer of this virus was 1013 viral genomic

particles/ml.

Eight mice received injections of AAV5-CAG-ArchT-GFP, 15 mice received

injections of AAV2-hSyn-hM4D-mcitrine, and two mice received injection

ofAAV2-CamKII-eArch3.0-EYFP. Testing of control animals (2 mice for the

hM4D group and 1 for the ArchT group) was interleaved with testing of exper-

imental groups. The experimenter was not blind to the identity of the animals.

Surgery, Virus Injection, and Electrode Preparation

All animals were anesthetized with isoflurane (air flow: 0.8–1.0 l/min, 0.5%–3%

isoflurane, adjusted according to physiological condition). The mice received

subcutaneous injections of Bupivacaine (Marcaine) and buprenorphine (Tem-

gesic) at the start of the surgery. Isoflurane was gradually reduced from 3% to

1%. Depth of anesthesia was examined by testing tail and pinch reflexes as

well as breathing.

Upon induction of anesthesia, the animal was fixed in a Kopf stereotaxic

frame for implantation. Holes for tetrode implantation were drilled in the skull

above the right hippocampus and tetrodes were then implanted. The tetrodes

were made of 17 mm polyimide-coated platinum-iridium (90%–10%) wire. The

electrode tips were plated with platinum to reduce electrode impedances to

around 100–250 kU at 1 kHz 22 mice received a microdrive (Axona) with two

tetrodes. The tetrodes were inserted in the cortical surface 1.5–2.3 mm behind

the bregma and 1.4–2.5 mm lateral to the midline. Four mice were implanted

with a VersaDrive-4 (Neuralynx) with four tetrodes. The base of the Versa-

Drive-4 was modified to separate the tetrodes into two groups targeting

MEC and hippocampus simultaneously. In the first group, two tetrodes were

aimed at the right hippocampus (AP 1.5–2.3, ML 1.4–2.5) and in the second

group two tetrodes were implanted above the ipsilateral MEC (0.35–

0.40 mm anterior of the transverse sinus, 3.2–3.5 mm from midline, 1.5 mm

below dura, 5 degree angle in the sagittal plane, with electrode tips pointing

in the posterior direction). In ArchT-expressing animals, an optic fiber (lot num-

ber: MFC_240/250-0.63_16mm_ZF1.25_FLT, Doric) was implanted in the per-

formant-path termination zone in the hippocampus (AP 1.5–2.3, ML 1.4–2.5).

Microdrives and optic fiber were secured to the skull with jewellers’ screws

and dental cement. Two front screws in the skull behind the eyes were con-

nected to ground.

During the surgery, before the tetrodes were inserted, a 10-ml NanoFil sy-

ringe (World Precision Instruments) and a 33G beveled metal needle was

used for virus injection in MEC (0.4–0.35 mm anterior of the transverse sinus,

3.2–3.5 mm from midline, 1.2 mm below dura for dorsal injections, 2.5 mm

below dura for ventral infections). Injection volume (0.5 to 1 ml at each location)
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and flow rate (0.1 ml/min) were controlled with a Micro4 Microsyringe Pump

Controller (World Precision Instruments). After injection, the needle was left

in place for 10 min before it was withdrawn slowly.

Electrode Turning and Recording Procedures

Turning of tetrodes started 2 to 3 days after the surgery. Data collection began

within 2 weeks. Before each recording session, the mice rested on a towel in a

large flower pot on a pedestal. The mouse was connected to the recording

equipment via AC-coupled unity-gain operational amplifiers close to the

head and a counterbalanced cable that allowed the animal to move freely.

Over the course of 20 to 30 days, the tetrodes were lowered in steps of

50 mm or less, until well-separated single neurons could be recorded. When

the signal amplitudes exceeded four times the noise level (20 to 30 mV), and

single units were stable for more than 1 hr, data were collected.

Recorded signals were amplified 8,000 to 25,000 times and band-pass

filtered between 0.8 and 6.7 kHz. Triggered spikes were stored to disk at 48

kHz (50 samples per waveform, 8 bits/sample) with a 32-bit time stamp (clock

rate at 96 kHz). Electroencephalograms (EEG) were recorded single-ended

from one of the electrodes. The local field potential was amplified 3,000 to

10,000 times, low-pass filtered at 500 Hz, sampled at 4,800 Hz, and stored

with the unit data. Through a video camera, the recording system obtained

the position of two light-emitting diodes (LEDs) on the headstage of themouse.

The LEDswere tracked individually at a rate of 50Hz. The two LEDswere sepa-

rated by 4 cm and aligned with the body axis of the mice.

Over the course of 3 to 6 weeks following surgery, the mice were first trained

to run in a 1-m-square black aluminum enclosure polarized by a white cue

card. In mice with putative border cells, the session in the square box was suc-

ceeded by a test in the same boxwith a 50-cm-long and 50-cm-highwall insert

in the center of the box. These trials were 15 min. In parallel with training in the

box, all mice were trained to run on a 1-m-long linear track. Running was moti-

vated by randomly scattering crumbs of chocolate at 10 to 15 s intervals in the

recording enclosure and by placing crumbs on alternating sides of the linear

track before the conclusion of each lap. Each session lasted 10 to 15 min.

On the linear track, the mice first ran 10 full laps (back and forth). In hM4d-ex-

pressing mice, this was followed by i.p. injection of 2 to 3 mg/kg of clozapine-

N-oxide (CNO, Sigma). Thirty minutes later, the mice ran another 10 laps. A

third session of 10 laps was conducted 12 hr after the injection. In ArchT-ex-

pressing mice, the baseline session was followed by 10 trials of continuous

laser stimulation (532 nm) at a power density of 20 mW/mm2 at the fiber tip.

Five to 20 min after the laser was turned off, another 10 trials were conducted.

There was no change in the running speed of the animals after laser stimulation

(before: 21.2 ± 0.81 cm/s; with laser: 21.6 ± 0.79 cm/s, Wilcoxon signed rank

test, Z = 0.013, p = 0.99). No signs of cell demage were seen in hippocampus

after laser illumination (Figures S3G–S3I).

Histological Procedures and Electrode Positions

The mice received an overdose of Equithesin and were perfused intracardially

with saline followed by either 4% formaldehyde or 4% freshly depolymerized

paraformaldehyde in phosphate buffer (PFA). The brains were extracted and

stored in the same fixative, and frozen sagittal sections (30 mm) were cut

and stained with cresyl violet. Each section through the relevant part of the hip-

pocampus or MEC was collected for analysis. For LEC, only parts adjacent to

MEC, i.e., the parts of LEC present in sections containingMEC, were collected

and analyzed. All tetrodes were identified and the tip of each electrode was

found by comparison with adjacent sections. Recordings from hippocampal

tetrodes were included in the data analysis if the deepest position was in the

CA3 pyramidal cell layer. The electrodes were not moved after recording.

For immunostaining, sections were rinsed 3 times for 10 min in 13 PBS (pH

7.6) at room temperature, preincubated for 2 hr in 10% normal goat serum in

PBST (13 PBS with 0.5% Triton X-100). Between incubation steps, sections

were rinsed in PBST. Sections were incubated either with antibodies against

NeuN, raised in donkey (Millipore, 1:500), or GFP, raised in goat (Clontech,

1:2,000), or c-Fos, raised in goat (Calbiochem, 1:2,000), for 72 hr in anti-

body-blocking buffer at 4�C. After three times of 15 min washing in PBST at

room temperature, sections were incubated either in a mouse-anti donkey

antibody or a rabbit-anti goat antibody conjugated with either fluorescein iso-

thiocyanate or Cy3 (Jackson ImmunoResearch, 1:2,000) for 2 hr at room



temperature. After rinsing in PBS, sections were mounted onto glass slides

with 40,60-diamidino-2-phenylindole (DAPI)-containing Vectashield mounting

medium (Vector Laboratories), and a coverslip was applied. Expression of

hM4D or ArchT was estimated with anti-GFP, since a mCitrine or GFP tag

was fused with hM4D or ArchT in the viral construct (GFP antibody also spe-

cifically binds with mCitrine). NeuN was used for staining neurons.

To examine the inhibition inmice injectedwith AAV-hM4D, we stained for the

expression of the immediate-early gene c-fos. Animals were euthanized and

perfused with cold PBS and 4% PFA, 30 min after injection of CNO. Sections

for c-fos staining were acquired from 3 mice expressing AAV-hM4D and

stained as described above. The number of c-fos-positive cells was deter-

mined with Image-Pro Plus software (Media Cybernetics). In each image, 5

of the 1 mm 3 1 mm size windows were randomly selected to quantify the

percentage of c-fos-positive cells that passed the threshold in MEC. The

non-infected side was used as a control. Image-Pro Plus software was used

for automatic counting of count c-fos-positive cells based on background op-

tical density. Cells that surpassed 23 the background optic density were

considered c-fos positive. The background optic density was established for

each section in a nearby region lacking c-Fos.

To check for potential cell damage resulting from laser illumination, we used

the TdT-mediated dUTP nick-end labeling (TUNEL) assay. Two mice were

anesthetized and perfused and brains were dissected out and post-fixed for

24 hr in 4% PFA. The brains were cut and 20-mm-wide sections which were

stored in PBS. The sections were mounted on poly-L-lysine (Sigma) coated

slides, rehydrated by sequential incubations in 100%, 100%, 90%, 80%,

70% ethanol lasting 2 min each. The sections were then washed in 0.85%

NaCl and PBS for 5 min each. Sections were fixed with 4% fresh PFA for

15 min and washed 3 times with PBS for 5 min each. The tissue was digested

with 20 mg/ml Proteinase K (Amresco) solution for 10 min, washed with PBS,

and then fixed with 4% PFA for 5 min, after which it was washed in PBS. For

positive and negative control slides (from Abcam), cells were centrifuged

and pipetted onto coated slides. The cells were fixed in 4% PFA when the

slides were dry and washed three times in PBS, followed by 0.2% Triton X-

100 (Sigma) solution for 5min, after which they were washed in PBS. Apoptotic

cells were detected using an in situ BrdU-Red DNA fragmentation (TUNEL)

assay kit (Abcam) following the recommended standard protocol. The nuclei

were labeled with Hoechst (Sigma) before mounting the sections with ProLong

Gold Antifade solution (Invitrogen). The sections were imaged with a confocal

microscope (Zeiss LSM 510).

Area of Virus Infection and Unfolded Maps

Unfoldings of MEC were prepared by mapping, for each sagittal brain sec-

tion, the dorsal border of MEC onto a straight line. For each section, the

surface length of MEC was measured with Image-Pro Plus software and sub-

sequently mapped onto a straight line perpendicular to the line that repre-

sents the dorsal border. In order to assess the spread of the virus infection

into areas adjacent to MEC, we also prepared unfolded maps of the postrhi-

nal cortex, parasubiculum, presubiculum, lateral entorhinal cortex, and sub-

iculum. In the case of postrhinal cortex, we used as a reference the ventral

border, either with MEC or parasubiculum. For para- and presubiculum,

the respective borders with MEC and subiculum were used. The lateral en-

torhinal cortex was aligned using its border with MEC, while for the subicu-

lum, we used the border with CA1 as the alignment point in the map. Dorsal

and ventral parts of the subiculum and of the pre- and parasubiculum were

merged in these unfoldings. All borders were established using cytoarchitec-

tonic criteria that can reliably be established irrespective of the plane of

sectioning, as described in detail for the rat brain (Boccara et al., 2015).

These borders, as defined in the rat, can be realibly applied to the mouse

brain (Witter, 2011). It is important to point out that in particular the mediola-

teal extent of parasubiculum, as well as that of postrhinal cortex, is extremely

variable between individual animals. Cytoarchitectonic criteria, correlated to

established chemoarchitectonic criteria, are therefore the only realiable way

to establish those borders (Boccara et al., 2010, 2015). The percentage of

the infected area on the unfolded map was taken as an indicator of the

spread of hM4D or ArchT expression. Images of entorhinal cortex were

scanned with an automated scanner (MIRAX MIDI, Carl Zeiss). Areas with

GFP expression were considered as infected when the signal of GFP was
significantly higher than 2 SD of the mean value of the background signal

with Image-Pro Plus software. The infected area surface was calculated

with the same threshold for detection of the GFP signal.

Statistical Procedures

Pearson’s correlation coefficients were calculated to estimate linear correla-

tions between pairs of variables. We carried out Fisher z-transformations to

decrease deviations from normality for parametric t tests. Non-parametric Wil-

coxon or Mann-Whitney tests were used to assess differences of variables

other than correlations. Significance levels were set as p < 0.05 and are given

for two-tailed tests. To estimate confidence intervals of population vector

cross-correlations, we randomly sampled cell ensembles with replacement

500 times to obtain statistical distributions of correlations (bootstrap resam-

pling method).
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Experiments were performed according to the Norwegian Animal Welfare Act
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