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We study a class of linear first and second order partial differential
equations driven by weak geometric p-rough paths, and prove the
existence of a unique solution for these equations. This solution de-
pends continuously on the driving rough path. This allows a robust
approach to stochastic partial differential equations. In particular,
we may replace Brownian motion by more general Gaussian and
Markovian noise. Support theorems and large deviation statements
all become easy corollaries of the corresponding statements of the
driving process. In the case of first order equations with Gaussian
noise, we discuss the existence of a density with respect to the
Lebesgue measure for the solution.

© 2009 Elsevier Inc. All rights reserved.

1. Introduction

The theory of rough paths can be described as an extension of the classical theory of controlled
differential equations which is sufficiently robust to allow a deterministic treatment of stochastic
differential equations, and equations driven by signals which are even more irregular than semi-
martingales. Recently various attempts have been made to extend this theory to partial differential
equations (PDEs), with the aim of obtaining some form of deterministic treatment for stochastic par-
tial differential equations (SPDEs) and at the same time allowing more general driving signals.

In [16], a non-linear evolution problem driven by a Hölder continuous path with values in a
distribution space is studied. Young integration is used to obtain a mild solution for this equation.
A non-linear one-dimensional wave equation driven by signals which satisfy appropriate Hölder reg-
ularity conditions is considered in [31]. The authors use a 2-dimensional Young integration theory to
solve the wave equation in a mild sense. In both these papers, Hölder exponents are assumed to be
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greater than 1
2 and applications to equations driven by Fractional Brownian Motion with Hurst index

greater than 1
2 are given.

The goal of the present paper is to deal with partial differential equations of parabolic type of the
form (with summation over repeated indices)

∂u

∂t
= 1

2
aij(t, y)

∂2u

∂ yi∂ y j
+ bi(t, y)

∂u

∂ yi
− ∂u

∂ yk
V k

l (y)
dxl

t

dt

= Lt u(t, y) − ∇u(t, y) · Vl(y)
dxl

t

dt
(1)

with given initial data u(0, ·), subjected to a (finite-dimensional) driving signal xt = (x1
t , . . . , xd

t ) where
xt may only possess the “rough” regularity of a typical sample path of a stochastic process; V k

l (·) are
sufficiently regular coefficients. By combining ideas from rough path theory and with some classical
PDE estimates we are able to prove the existence of a unique solution (and then a “universal” limit
theorem) for rough partial differential equations (RPDEs); that is, equations of type (1) where the driving
signal x(·) is a genuine (to be precise: weak, geometric) p-rough path and where we are given initial
data u(0, ·) ∈ BUC(Re).3 Perhaps the easiest way to understand RPDE solutions is their identification
as limit points of classical parabolic equations along the following statement (which will be implied
a fortiori from Theorem 17 and the extensions discussed in Section 3.3).

Theorem 1. Let p � 1 and assume that

(1) (xn)n∈N is a sequence of smooth paths in R
d such that the sequence of step-[p] signatures (S[p](xn))n∈N

is Cauchy in the 1
p -Hölder metric;

(2) V = (V 1, . . . , Vd) is a collection of Lipγ vector fields on R
e for γ > p + 3;

(3) (φn)n∈N ⊂ C∞
b (Re) is Cauchy in uniform norm on R

e .

Suppose that the coefficients ai j and bi are taken to be sufficiently regular such that the PDEs

∂un

∂t
= 1

2
aij(t, y)

∂2un

∂ yi∂ y j
+ bi(t, y)

∂un

∂ yi
− ∂un

∂ yk
V k

l (y)
dxn,l

t

dt
,

un(0, y) = φn(y)

have unique (bounded) classical solutions un. Then the sequence (un)n∈N is Cauchy in the uniform norm on
[0, T ] × R

e .

The main example of such a rough path is given by (almost every realization of) Brownian motion
and Lévy’s area and this allows for a robust treatment of the corresponding classes of SPDEs. Linear
parabolic SPDEs have been studied for quite a long time. Among the early works on this subject
we mention [3,22,30]. We remark that in this paper we do not make any assumptions of super-
parabolicity for our coefficients. This condition stated in [22] and [30], will not come into play because
the SPDEs we consider are limits of equations driven by smooth paths, and hence can be interpreted
as being in Stratonovich form.

Approximation problems for SPDEs have been investigated by a number of authors using various
techniques. Among these we mention Kunita (Section 6.4 in [23]), Brzeźniak and Flandoli [1] and
Gyöngy [18–20], who also proved support theorems for these SPDEs. Although our results do not
cover all the equations treated in these papers (our regularity assumptions on the coefficients and

3 BUC(X ) is the space of bounded uniformly continuous functions defined on X . If u ∈ BUC(X ), then ‖u‖BUC(X ) =
supx∈X |u(x)|X .
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initial functions tend to be stronger), the approach in this paper can be used to study equations
driven by Gaussian and Markovian signals, besides Brownian motion. The use of rough path theory in
the context of SPDEs has been conjectured by various people (and in particular by Lyons himself in
the introduction of his ’98 article [26]). The present results, together with those in the just appeared
preprint [17], seem to be the first steps in this direction.

This paper is organized as follows. In Section 2 we discuss various concepts we will need from
rough path theory, while in Section 3 we present our results on PDEs driven by weak geometric
rough paths. Sections 4, 5 and 6 are devoted to SPDEs with multi-dimensional Brownian, Markovian
and Gaussian signals (Fractional Brownian Motion, for instance, is covered for H > 1

4 ) respectively.
Using the continuity of our solution map, together with results on the support of the law and large
deviation statements for Markovian and Gaussian rough paths, we get a description of the support of
the law of the solution, and a generalization of the Freidlin–Wentzell theorem for these SPDEs. In the
case of first order equations driven by a class of non-degenerate Gaussian signals, we also obtain the
existence of a density for the solutions.

2. Preliminaries

In this section we are going to recall those notions and results from rough path theory, that will
be used in the rest of this paper. For a more complete exposition of this theory, we refer the reader
to [15,27,29].

By a smart limiting procedure, ordinary differential equations (ODEs) of type

dyt =
∑

i

V i(yt)dxi
t ≡ V (yt)dxt

defined on the time interval [0, T ], started at y0 ∈ R
e at time 0, with Lipschitz vector fields

V = (V 1, . . . , Vd) on R
e give rise to so-called rough differential equations, denoted formally by

dyt = V (yt)dxt (2)

where x is weak geometric p-rough path,4 that is a 1
p -Hölder continuous path from [0, T ] to G[p](Rd)

(the step-[p] nilpotent free group over R
d), i.e.

‖xs,t‖ � |t − s| 1
p for all s, t ∈ [0, T ],

where ‖ · ‖ is a homogeneous norm on G[p](Rd). The space of weak geometric Hölder p-rough paths

is denoted by C
1
p -Höl

([0, T ], G[p](Rd)), and for x ∈ C
1
p -Höl

([0, T ], G[p](Rd)), we define

‖x‖ 1
p -Höl;[0,T ] = sup

0�s<t�T

‖xs,t‖
|t − s| 1

p

.

We also set

d 1
p -Höl;[0,T ](x, x̃) = sup

0�s<t�T

‖x−1
s,t ⊗ x̃s,t‖
|t − s| 1

p

.

In the next definition we explain the notion of an RDE solution for (2).

4 Strictly speaking we should speak of weak geometric Hölder p-rough paths.
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Definition 2. Let x be a weak geometric p-rough path, and suppose that (xn)n∈N is a sequence of
smooth paths5 such that

S[p]
(
xn) ≡ xn → x

uniformly on [0, T ] (S[p](xn) is the step-[p] signature of xn) and supn ‖xn‖ 1
p -Höl;[0,T ] < ∞.6 We call

any limit point (in uniform topology on [0, T ]) of

{
π(V )

(
0, y0; xn)

: n � 1
}

an RDE solution for (2) and we denote it by π(V )(0, y0;x). Here, π(V )(0, y0; xn) denotes the solution
of the controlled differential equation

dyn
t = V

(
yn

t

)
dxn

t

started at y0 ∈ R
e at time 0.

The existence of a sequence (xn)n∈N with the above properties was established in [9]. In our def-
inition, RDE solutions are genuine R

e-valued paths. It is possible to define RDE solutions as proper
rough paths, but this is of no significance in the present work.

The Universal Limit theorem is one of the main results in rough path theory. It gives a sufficient
condition on the vector fields for the existence of a unique RDE solution, and furthermore, it states
that the Itô map, which sends the driving signal to the solution, is continuous.

Theorem 3. Let x be a weak geometric p-rough path and assume that the vector fields V = (V 1, . . . , Vd) are
Lipγ (Re) for γ > p. Then the RDE

dyt = V (yt)dxt

started at y0 ∈ R
e at time 0, has a unique RDE solution, denoted by π(V )(0, y0;x). Furthermore if (xn)n∈N ⊂

C
1
p -Höl

([0, T ], G[p](Rd)) converges to x with respect to d 1
p -Höl;[0,T ] then

π(V )

(
0, y0;xn) → π(V )(0, y0;x)

uniformly (in fact, in 1/p-Hölder norm).

Proof. Cf. [14,26,29]. �
One of the elementary operations on rough paths described in [27], is time reversal. Given

x ∈ C
1
p −Höl

([0, T ], G[p](Rd)), and a fixed t ∈ (0, T ], we can define a new weak geometric p-rough
path ←−x t by

←−x t : [0, t] → G[p](
R

d),
s �→ ←−x t

s = xt−s.

From [27], we know that the map which sends x to ←−x t , is continuous in 1
p -Hölder topology.

5 We take C∞([0, T ],R
d) to be the set of paths which are restrictions on [0, T ] of paths in C∞((−ε, T + ε),R

d) for ε > 0.
6 Equivalently one can take xn to be Lipschitz continuous (in the p-variation context xn is taken to be of bounded variation).
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Our interest in these time reversed paths comes from the following important fact. If we again
denote the RDE solution for (2) by π(V )(0, y;x), we have

π(V )

(
0,π(V )

(
0, y0;←−x t)

t;x
)

t = π(V )

(
0,π(V )(0, y0;x)t;←−x t)

t

= y0.

Thus,

π(V )(0, ·;x)−1
t (y) = π(V )

(
0, y;←−x t)

t ,

i.e. for each fixed t , the inverse of the map y �→ π(V )(0, y;x)t can be obtained by solving a rough
differential equation driven by the time reversal of the original driving signal.

The inverse map π(V )(0, ·;x)−1
t , and thus π(V )(0, y;←−x t)t , the RDE solution for

dys = V (ys)d←−x t
s

started at y ∈ R
e at time 0, will play a very important role in our definition of a solution for PDEs

driven by weak geometric rough paths.

3. Rough partial differential equations

Consider partial differential equations of the form

du(t, y) = Lt u(t, y)dt − ∂u

∂ y j
(t, y)V j

i (y)dxi
t ,

u(0, y) = φ(y) (3)

on the time interval [0, T ], with driving signal x : [0, T ] → R
d , d vector fields V 1, . . . , Vd on R

e , initial
function φ : R

e → R and Lt an elliptic operator of the form

Lt = 1

2
aij(t, ·) ∂2

∂ yi∂ y j
+ bi(t, ·) ∂

∂ yi

with7 a : [0, T ] × R
e → Se and b : [0, T ] × R

e → R
e . In this section we are going to define a notion

of a solution for the above PDE when the driving noise is a weak geometric p-rough path, and then
discuss the existence and uniqueness of these solutions.

With the definition of an RDE solution (Definition 2) in mind, we give the following definition.

Definition 4. Let x be a weak geometric p-rough path, and suppose that (xn)n∈N is a sequence of
smooth paths such that

S[p]
(
xn) ≡ xn → x

uniformly on [0, T ] and supn ‖xn‖ 1
p -Höl;[0,T ] < ∞. Assume that for each n ∈ N,

dun(t, y) = Lt un(t, y)dt − ∇un(t, y) · V (y)dxn
t ,

un(0, ·) = φ(·) ∈ Cb
(
R

e)

7 Se is the set of symmetric non-negative definite e × e real matrices.
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has a unique C1,2
b -solution un . Then any limit point (in the uniform topology) of

{
un(t, y): n � 1

}
is called a solution for the rough partial differential equation, denoted formally by

du(t, y) = Lt u(t, y)dt − ∇u(t, y) · V (y)dxt ,

u(0, y) = φ(y). (4)

Note that since we define a solution of an RPDE to be a limit point of approximating solutions, this
definition will be justified a posteriori because of the uniqueness of the limit. Similarly, once unique-
ness is proved, the solution will depend only on the driving rough path and not on any approximating
sequence.

The rest of this section will be devoted to proving the existence and uniqueness of solutions for (4).
The continuity of the map which sends the driving signal to the solution will also be proved. We will
first look at the case Lt ≡ 0, i.e. we solve a transport equation driven by a weak geometric p-rough
path. The second order equation (Lt 
= 0), which is treated next, can then be seen as a perturbation
of the first order equation.

3.1. Linear first order RPDEs (Lt ≡ 0)

As a motivation for our approach, let us first recall how linear first order equations are treated
in the classical and stochastic cases. Consider the PDE given in (3) with Lt ≡ 0. When the
path x : [0, T ] → R

d is smooth and the vector fields V i are C1(Re,R
e), with an initial function

φ ∈ C1(Re,R), we can use the method of characteristics to obtain a unique solution for this equation.
Indeed, let π(V )(0, y; x) be the unique solution of the controlled differential equation

dyt = V (yt)dxt

started at y ∈ R
e at time 0. Then one can easily show that for any solution u of

du(t, y) + ∂u

∂ y j
(t, y)V j

i (y)dxi
t = 0,

u(0, y) = φ(y) (5)

we have

u
(
t,π(V )(0, y; x)t

) = φ(y).

Thus we deduce that

u(t, y) = φ
(
π(V )(0, ·; x)−1

t (y)
)

= φ
(
π(V )

(
0, y;←−x t)

t

)
is the unique solution of (5) with a smooth driving signal, where ←−x t

s = xt−s for s ∈ [0, t].
H. Kunita studied first order SPDEs in [23] using a stochastic characteristics system, which can be

thought of being a generalization of the method of characteristics to the stochastic case. For a first
order linear SPDE driven by a Brownian motion (Bt)t�0 in R

d ,



146 M. Caruana, P. Friz / J. Differential Equations 247 (2009) 140–173
du(t, y) + V j
i (y)

∂u

∂ y j
(t, y) ◦ dBi

t = 0,

u(0, y) = φ(y) (6)

the stochastic characteristic is given by the following Stratonovich SDE,

dyt = V (yt) ◦ dBt , y0 = y ∈ R
e. (7)

If the vector fields V i and the initial function φ are C3+ε , then one can use the theory of stochastic
flows to prove that the unique solution of (6) is given by

u(t, y) = φ
(
π(V )(0, ·; B)−1

t (y)
)

where π(V )(0, ·; B)t is the unique stochastic flow associated with (7).
From these brief remarks, we see that the problem of solving first order linear PDEs with smooth

and Brownian signals, can be reduced to solving an ordinary and stochastic differential equation re-
spectively. Therefore a natural question to ask is whether one can use an RDE to solve a first order
linear PDE driven by a weak geometric p-rough path.

In the following theorem we give sufficient conditions on the vector fields and the initial function
which guarantee the existence of a unique solution for a linear first order rough PDE driven by a
weak geometric p-rough path. Moreover, we prove that the map which sends the driving signal to
the solution, is continuous in the uniform topology.

Theorem 5. Let p � 1 and let x be a weak geometric p-rough path. Assume that

(1) V = (V 1, . . . , Vd) is a collection of Lipγ vector fields on R
e for γ > p;

(2) φ ∈ C1
b (Re;R).

Then the RPDE

du(t, y) + ∇u(t, y) · V (y)dxt = 0,

u(0, y) = φ(y) (8)

has a unique solution u, given explicitly by

u(t, y) = φ
(
π(V )

(
0, y;←−x t)

t

)
where π(V )(0, y;x) was introduced in Theorem 3. We denote the solution u by Π(V )(0, φ;x). Furthermore,
the map

x �→ u = Π(V )(0, φ;x)

is continuous from C
1
p -Höl

([0, T ], G[p](Rd)) into C([0, T ] × R
e) when the latter is equipped with the uniform

topology.

Proof. Let (xn)n∈N be a sequence of smooth paths such that

S[p]
(
xn) ≡ xn → x (9)

uniformly on [0, T ], and

sup
∥∥xn

∥∥ 1
p -Höl;[0,T ] < ∞.
n
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If we consider the time reversed paths,
←−
xn,t· := xn

t−· , we deduce from (9), that for each fixed t ∈ (0, T ],
←−
xn,t

s → ←−x t
s

uniformly in s ∈ [0, t]. Furthermore, for 0 � s < u � t ,

∥∥←−
xn,t

s,u

∥∥ = ∥∥xn
t−u,t−s

∥∥ �
∥∥xn

∥∥ 1
p -Höl;[0,T ]|u − s| 1

p

and hence,

sup
n∈N

∥∥←−
xn,t

∥∥ 1
p -Höl;[0,t] � sup

n∈N

∥∥xn
∥∥ 1

p -Höl;[0,T ] < ∞. (10)

From the Universal Limit Theorem 3, we deduce that π(V )(0, y;←−
xn,t)s converges uniformly in s ∈ [0, t]

to π(V )(0, y;←−x t)s , the unique solution of the RDE

dys = V (ys)d←−x t
s (11)

started at y ∈ R
e at time 0. In particular we get that

π(V )

(
0, y;←−

xn,t)
t → π(V )

(
0, y;←−x t)

t .

This can of course be done for each t ∈ [0, T ].
Our next task is to prove that the family

{[0, T ] × R
e � (t, y) �→ π(V )

(
0, y;←−

xn,t)
t ∈ R

e}
n∈N

is equicontinuous. For t, t′ ∈ [0, T ] (w.l.o.g. t′ < t) and y, y′ ∈ R
e ,

∣∣π(V )

(
0, y;←−

xn,t)
t − π(V )

(
0, y′;←−

xn,t′)
t′
∣∣

�
∣∣π(V )

(
0, y;←−

xn,t)
t − π(V )

(
0, y;←−

xn,t)
t′
∣∣ (12)

+ ∣∣π(V )

(
0, y;←−

xn,t)
t′ − π(V )

(
0, y′;←−

xn,t)
t′
∣∣ (13)

+ ∣∣π(V )

(
0, y′;←−

xn,t)
t′ − π(V )

(
0, y′;←−

xn,t′)
t′
∣∣. (14)

From the Generalized Davie Lemma in [14], we get that

∣∣π(V )

(
0, y;←−

xn,t)
t − π(V )

(
0, y;←−

xn,t)
t′
∣∣ � C |t − t′| 1

p

where the constant C can be chosen to be independent of both n and t , but may depend on T and

A := sup
s∈[0,T ]

sup
n∈N

∥∥←−
xn,s

∥∥ 1
p -Höl;[0,s] � sup

s∈[0,T ]
sup
n∈N

∥∥xn
∥∥ 1

p -Höl;[0,T ] < ∞. (15)

For (13) and (14), we need the uniform continuity on R
e × {x: ‖x‖ 1

p -Höl;[0,T ] � M}, M > 0, of the Itô

map (y,x) �→ π(V )(0, y;x). In fact,

∣∣π(V )

(
0, y;←−

xn,t)
t′ − π(V )

(
0, y′;←−

xn,t)
t′
∣∣ �

∣∣π(V )

(
0, y;←−

xn,t) − π(V )

(
0, y′;←−

xn,t)∣∣∞;[0,t′] → 0

uniformly in n, as |y − y′| → 0, because the uniform bounds in (15) guarantee that we stay on a

bounded set in C
1
p -Höl

([0, T ], G[p](Rd)), which does not depend on n or t .
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For (14) we have

∣∣π(V )

(
0, y′;←−

xn,t)
t′ − π(V )

(
0, y′;←−

xn,t′)
t′
∣∣ �

∣∣π(V )

(
0, y′;←−

xn,t) − π(V )

(
0, y′;←−

xn,t′)∣∣∞;[0,t′].

Again using the uniform continuity on R
e × {x: ‖x‖ 1

p -Höl;[0,T ] � M} of the Itô map (y,x) �→
π(V )(0, y;x),

∣∣π(V )

(
0, y′;←−

xn,t) − π(V )

(
0, y′;←−

xn,t′)∣∣∞;[0,t′] → 0

uniformly in n, as |t − t′| → 0, if we can show that

d 1
p′ -Höl;[0,t′]

(←−
xn,t ,

←−
xn,t′) → 0 (16)

uniformly in n, as |t −t′| → 0, for some p′ > p. From the interpolation results proved in Proposition 11
in [9], we deduce that (16) will follow if we show that

sup
s∈[0,T ]

sup
n∈N

∥∥←−
xn,s

∥∥ 1
p -Höl;[0,s] < ∞ (17)

and

d0;[0,t′]
(←−
xn,t ,

←−
xn,t′) = sup

0�s<u�t′
d
(←−−
xn,

s,u
t ,

←−−
xn,

s,u
t′) → 0 (18)

uniformly in n as |t − t′| → 0. The required uniform bounds (17) are precisely those obtained in (15).
This estimate guarantees that we stay on a bounded set which does not depend on n or t . In [11], the
distances d0 and d∞ are shown to be locally 1

[p] -Hölder equivalent, and hence (18) will follow if we
can show that

d∞;[0,t′]
(←−
xn,t ,

←−
xn,t′) = sup

0�s�t′
d
(←−
xn,

s
t ,

←−
xn,

s
t′) → 0

uniformly in n, as |t − t′| → 0. But,

d∞;[0,t′]
(←−
xn,t ,

←−
xn,t′) = sup

0�s�t′
d
(←−
xn,

s
t ,

←−
xn,

s
t′)

= sup
0�s�t′

d
(
xn

t−s,xn
t′−s

)

�
∥∥xn

∥∥ 1
p -Höl;[0,t′]|t − t′| 1

p

� A|t − t′| 1
p

and hence, the required convergence (uniform in n) is obtained. Therefore the family

{
(t, y) �→ π(V )

(
0, y;←−

xn,t)
t

}
n∈N

is indeed equicontinuous in t ∈ [0, T ] and y ∈ R
e .

From the pointwise convergence and the equicontinuity, we can conclude that

π(V )

(
0, y;←−

xn,t) → π(V )

(
0, y;←−x t)
t t
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uniformly in t ∈ [0, T ] and y ∈ R
e . The initial function φ is assumed to be C1

b (Re,R) and hence we
get that

φ
(
π(V )

(
0, y;←−

xn,t)
t

) → φ
(
π(V )

(
0, y;←−x t)

t

)
(19)

uniformly in t ∈ [0, T ] and y ∈ R
e . Therefore if we define

u(t, y) = φ
(
π(V )

(
0, y;←−x t)

t

)
we immediately see that u is a solution of (8).

Having established the existence of a solution of (8), we now show that a Lipγ assumption on
the vector fields guarantees the uniqueness of solutions. Suppose that v : [0, T ] × R

e → R is another
solution of (8). Then there exists a sequence of smooth paths zn : [0, T ] → R

d such that

S[p]
(
zn) ≡ zn → x

and v(t, y) = limn→∞ vn(t, y), with vn solving

dvn(t, y) + ∂vn

∂ y j
(t, y)V j

i (y)dzn,i
t = 0,

vn(0, y) = φ(y).

Then,

v(t, y) = lim
n→∞ vn(t, y) = lim

n→∞φ
(
π(V )

(
0, y;←−

zn,t)
t

)
= φ

(
π(V )

(
0, y;←−x t)

t

)
= u(t, y)

since π(V )(0, y;←−
zn,t) converges to the unique solution π(V )(0, y;←−x t) of the RDE (11). Therefore the

rough solution u(t, y) = φ(π(V )(0, y;←−x t)t) is indeed unique.
We still have to prove the continuity of the map which sends the pair the driving signal x to the

solution u. To this end, suppose that (xn)n∈N is a sequence of weak geometric p-rough paths converg-
ing to x in 1

p -Hölder topology, i.e. d 1
p -Höl;[0,T ](xn,x) → 0. This implies a fortiori uniform convergence

of xn to x, with the uniform bounds supn ‖xn‖ 1
p -Höl;[0,T ] < ∞. Using the same reasoning as in the

existence part of the proof, we can show that

π(V )

(
0, y;←−

xn,t)
t → π(V )

(
0, y;←−x t)

t

uniformly in t ∈ [0, T ] and y ∈ R
e . Thus,

un(t, y) = φ
(
π(V )

(
0, y;←−

xn,t)
t

) → φ
(
π(V )

(
0, y;←−x t)

t

) = u(t, y)

in C([0, T ] × R
e) equipped with the uniform topology. Therefore we conclude that the map which

sends the driving signal to the solution is indeed continuous in the uniform topology. �
Remark 6. If we take our initial function φ to be bounded and uniformly continuous on R

e , i.e.
φ ∈ BUC(Re), then similar reasoning as that used in the above proof, allows us to conclude that the
map

x → Π(V )(0, φ;x) := φ
(
π(V )(0, ·;←−x ·)·

)
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is continuous from C
1
p -Höl

([0, T ], G[p](Rd)) into BUC([0, T ] × R
e). In this case however,

φ(π(V )(0, y;←−
xn,t)t) must be interpreted as a weak (e.g. viscosity) solution of

dun(t, y) + ∂un

∂ y j
(t, y)V j

i (y)dxn,i
t = 0,

un(0, y) = φ(y).

Remark 7. If we take φ ∈ C1(Re), but not bounded, the map x → Π(V )(0, φ;x) is continuous in the
compact uniform topology.

In the next corollary, we show that as in the case of classical and first order SPDEs, if we assume
more regularity on the vector fields and the initial function, our solution will be smoother in y.

Corollary 8. Let p � 1, k ∈ {1,2, . . .} and let x be a weak geometric p-rough path. Assume that

(1) V = (V 1, . . . , Vd) is a collection of Lipγ vector fields on R
e for γ > p − 1 + k;

(2) φ ∈ Ck(Re;R).

Then the RPDE

du(t, y) + ∇u(t, y) · V (y)dxt = 0,

u(0, y) = φ(y)

has a unique solution u ∈ C0,k([0, T ] × R
e,R).

Proof. From our assumption on the vector fields, we know that for each t ∈ [0, T ],

y �→ π(V )

(
0, y;←−x t)

t

is k times continuously differentiable (cf. [15]). Therefore we immediately deduce that for each
t ∈ [0, T ],

u(t, ·) = φ
(
π(V )

(
0, ·;←−x t)

t

)
is also k times continuously differentiable. �
3.2. Second order linear RPDEs

We study second order linear PDEs driven by weak geometric p-rough paths,

du(t, y) = Lt u(t, y)dt − ∇u(t, y) · V (y)dxt,

u(0, y) = φ(y) (20)

where Lt is an elliptic operator of the form

Lt = 1

2
aij(t, ·) ∂2

∂ yi∂ y j
+ bi(t, ·) ∂

∂ yi
(21)

with a : [0, T ] × R
e → Se and b : [0, T ] × R

e → R
e . These equations can be regarded as perturbations

of first order RPDEs. The approach we use to prove existence and uniqueness of solutions, is based on
a technique for second order linear SPDEs described by Kunita in [23]. Kunita shows that solving
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du(t, y) = Lt u(t, y)dt − ∇u(t, y) · V (y) ◦ dBt ,

u(0, y) = φ(y) (22)

can be reduced to proving the existence and uniqueness of solutions for the following second order
PDE,

∂v

∂t
= L̃t v, v(0, y) = φ(y) (23)

where the coefficients of L̃t are now random.8

The equivalence of problems (22) and (23) was stated under suitable assumptions by Rozovskiı̆ in
[32]. In [35], Tubaro used results from the theory of abstract evolution equations to solve (23), and
thus obtain a unique solution for the SPDE (22).

In what follows we are going to show that these ideas can be generalized to equations driven
by weak geometric p-rough paths. In our case the PDE analogue to (23) will have coefficients which
depend on the flow of an RDE (we will sometimes speak of PDEs with rough coefficients).

Suppose we are given the elliptic operator Lt ,

Lt = 1

2
aij(t, ·) ∂2

∂ yi∂ y j
+ bi(t, ·) ∂

∂ yi

with a : [0, T ] × R
e → Se and b : [0, T ] × R

e → R
e . Let x be a weak geometric p-rough path, p � 1,

and let V = (V 1, . . . , Vd) be a collection of Lipγ (γ > p + 1) vector fields9 on R
e . For each t ∈ [0, T ],

we define the linear map wx
t on C1(Re) by

wx
t : C1(

R
e) → C1(

R
e)

φ �→ Π(V )(0, φ;x)t ,

i.e. wx
t (φ) is the solution of the RPDE (20) with Lt ≡ 0. From Section 3.1, we deduce that wx

t (φ)(y) =
φ(π(V )(0, y;←−x t)t). This map is bijective and its inverse, ŵx

t , is given by

ŵx
t (φ)(y) = φ

(
π(V )(0, y;x)t

)
.

We can define a new operator Lx
t by

Lx
t = ŵx

t ◦ Lt ◦ wx
t .

This is again a second order operator represented by

Lx
t = 1

2
aij

x (t, ·) ∂2

∂ yi∂ y j
+ bi

x(t, ·)
∂

∂ yi

with

aij
x (t, y) = akl(t,π(V )(0, y;x)t

)
∂kπ

i
(V )

(
0, ·;←−x t)

t

∣∣
π(V )(0,y;x)t

∂lπ
j
(V )

(
0, ·;←−x t)

t

∣∣
π(V )(0,y;x)t

(24)

and

8 These coefficients depend on the flow of the SDE dyt = V (yt ) ◦ dBt .
9 We need this regularity condition on the vector fields, because to define ax and bx in (24) and (25) we need a C2 flow for

our RDE (cf. Corollary 8).
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bi
x(t, y) = 1

2
akl(t,π(V )(0, y;x)t

)
∂klπ

i
(V )

(
0, ·;←−x t)

t

∣∣
π(V )(0,y;x)t

+ bk(t,π(V )(0, y;x)t
)
∂kπ

i
(V )

(
0, ·;←−x t)

t

∣∣
π(V )(0,y;x)t

. (25)

To better understand why we need the operator Lx
t , consider the smooth path x : [0, T ] → R

d .
Suppose that u is a classical solution of

du(t, y) = Lt u(t, y)dt − ∇u(t, y) · V (y)dxt ,

u(0, y) = φ(y) ∈ C2
b

(
R

e), (26)

i.e. u is a C1,2
b function such that

u(t, y) = φ(y) +
t∫

0

Lsu(s, y)ds −
t∫

0

∇u(s, y) · V (y)dxs.

We then have the following lemma.

Lemma 9. (Cf. [23].) u is a classical solution of (26) if and only if v(t, y) := ŵx
t (u(t, ·))(y) is a classical

solution of

∂v

∂t
= Lx

t v, v(0, y) = φ(y). (27)

Proof. Let u be a classical solution of (26). Then,

dv(t, y) = du
(
t,π(V )(0, y; x)t

)
= ∂t u

(
t,π(V )(0, y; x)t

)
dt + ∇u

(
t,π(V )(0, y; x)t

) · dπ(V )(0, y; x)t

= ∂t u
(
t,π(V )(0, y; x)t

)
dt + ∇u

(
t,π(V )(0, y; x)t

) · V
(
π(V )(0, y; x)t

)
dxt

= Lt u
(
t,π(V )(0, y; x)t

)
dt

= ŵx
t

(
Lt wx

t

(
v(t, ·)))(y)dt

and therefore v(t, y) satisfies (27). �
Conversely, we can show that if v is a C1,2

b -solution of (27), then

u(t, y) := wx
t

(
v(t, ·))(y)

is a C1,2
b -solution of (26).

Recall that in Definition 4, we defined a solution of the RPDE (20) to be a limit point of a sequence
of solutions of equations driven by smooth paths converging to x in rough path sense. Thus one of the
first things that we need to do, is discuss the conditions on a, b, the vector fields V = (V 1, . . . , Vd),
and the initial function φ, which guarantee the existence of a unique C1,2

b -solution for the classical
PDE (3). To this end, we have the following regularity hypothesis on a and b.

Hypothesis 10. a : [0, T ] × R
e → Se and b : [0, T ] × R

e → R
e are bounded continuous functions such

that
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(1) a is uniformly elliptic, i.e. there exists λ > 0 such that

〈
θ,a(t, y)θ

〉
� λ|θ |2

for all (t, y) ∈ [0, T ] × R
e and θ ∈ R

e;
(2) there exist constants Ca,b > 0 and 0 < β � 1 such that

∣∣a(t, y) − a(t′, y′)
∣∣ + ∣∣b(t, y) − b(t′, y′)

∣∣ � Ca,b
(|t − t′|β + |y − y′|β)

for all (t, y), (t′ y′) ∈ [0, T ] × R
e .

From Theorem 16, Chapter 1 in [5] and Theorem 3.1.1 in [34], we know that if a and b satisfy
Hypothesis 10, then the PDE

∂v

∂t
= Lt v, v(0, ·) = φ(·) ∈ Cb

(
R

e)

has a unique C1,2
b -solution.

Proposition 11. Let V = (V 1, . . . , Vd) be a collection of Lipγ vector fields, γ > p + 1, on R
e , and suppose

that a : [0, T ] × R
e → Se and b : [0, T ] × R

e → R
e satisfy the regularity Hypothesis 10. Then the functions ax

and bx defined in (24) and (25) respectively, satisfy

(1) there exist constants CM > 0 (uniformly on {x: ‖x‖ 1
p -Höl � M}) such that

∣∣ax(t, y) − ax(t
′, y′)

∣∣ + ∣∣bx(t, y) − bx(t
′, y′)

∣∣ � CM
(|t − t′|β∧ 1

p + |y − y′|β∧ 1
p
)

for all (t, y), (t′ y′) ∈ [0, T ] × R
e , where β is the Hölder exponent of a and b;

(2) ax is uniformly elliptic and there exists ΛM > 0, such that

inf{x: ‖x‖ 1
p -Höl�M}

〈
θ,ax(t, y)θ

〉
� ΛM |θ |2

for all (t, y) ∈ [0, T ] × R
e and θ ∈ R

e .

Furthermore, if we assume that a and b have two bounded, continuous spatial derivatives and
V = (V 1, . . . , Vd) are Lipγ , γ > p + 3, then ax(t, ·) and bx(t, ·) are again C2

b functions and their C2-norms
are uniform over {x: ‖x‖ 1

p -Höl � M}.

Proof. Remark that

π(V )(0, y,x)t = y + π(Ṽ )(0, ·,x)t

where Ṽ = V (y + ·) has the same Lipγ -norm as V . It follows that estimates for any derivatives are
automatically uniform over y. For instance (cf. [15]),

∣∣Dπ(V )

(
0, y,

←−x t)
t

∣∣ � C1 exp
(
C1 · (|V |Lipγ ‖x‖ 1

p -Höl;[0,T ]
))

(28)

where C1 is a constant independent of y. If we iterate this argument, we can deduce from (24) and
(25), and our regularity assumption on a and b, that ax(t, ·) and bx(t, ·) are again twice differentiable
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in space, with bounded derivatives. Furthermore, we can also see from (28), that the C2-norms10

‖ax(t, ·)‖C2 and ‖bx(t, ·)‖C2 are bounded uniformly on {x: ‖x‖ 1
p -Höl � M}.

To prove the uniform ellipticity of ax , we first note that by assumption, there exists λ > 0, such
that

〈
θ,a(t, y)θ

〉
� λ|θ |2

for all (t, y) ∈ [0, T ] × R
e and θ ∈ R

e . Hence,

〈
θ,ax(t, y)θ

〉
� λ

∣∣Dπ(V )

(
0, ·;←−x t)

t

∣∣
π(V )(0,y,x)t

· θ ∣∣2

� λ

|(Dπ(V )(0, ·;←−x t)t |π(V )(0,y,x)t )
−1| |θ |2

since

|θ | = ∣∣(Dπ(V )

(
0, ·;←−x t)

t

∣∣
π(V )(0,y,x)t

)−1 · (Dπ(V )

(
0, ·;←−x t)

t

∣∣
π(V )(0,y,x)t

) · θ ∣∣
�

∣∣(Dπ(V )

(
0, ·;←−x t)

t

∣∣
π(V )(0,y,x)t

)−1∣∣∣∣(Dπ(V )

(
0, ·;←−x t)

t

∣∣
π(V )(0,y,x)t

) · θ ∣∣.
To obtain the uniform ellipticity, we note that

(
Dπ(V )

(
0, ·;←−x t)

t

∣∣
π(V )(0,y,x)t

)−1 = Dπ(V )(0, ·;x)t |π(V )(0,y,x)t .

Using the already discussed uniformity (with respect to the starting point) of the Jacobian and other
derivatives of the flow, we see that

∣∣(Dπ(V )

(
0, ·;←−x t)

t

∣∣
π(V )(0,y,x)t

)−1∣∣ � CM

where the constant CM does not depend on y. This finishes the proof of the third part of the propo-
sition, since,

inf{x: ‖x‖ 1
p -Höl�M}

〈
θ,ax(t, y)θ

〉
� ΛM |θ |2

with ΛM = λ
CM

.
The Hölder continuity of ax and bx can be deduced from the Hölder continuity of a and b, and

estimates on the derivatives of the flow, similar to those in (12) and (13) in Theorem 5. �
Therefore, given a weak geometric p-rough path x, and Lipγ , γ > p + 1, vector fields, we can

again deduce from Theorem 16, Chapter 1 in [5] and Theorem 3.1.1 in [34] that the PDE with rough
coefficients

∂v

∂t
= Lx

t v, v(0, ·) = φ(·) ∈ Cb
(
R

e)

has a unique C1,2
b -solution. We have the following proposition on classical PDEs of the form (3).

10 For f ∈ Ck(Re,R), we define ‖ f ‖Ck = ∑
0�|α|�k supx |Dα f (x)|.
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Proposition 12. Let x : [0, T ] → R
d be a smooth path. Assume that

(1) V = (V 1, . . . , Vd) is a collection of Lip2 vector fields on R
e;

(2) Lt is a second order elliptic operator of the form (21), with coefficients a : [0, T ] × R
e → Se and

b : [0, T ] × R
e → R

e satisfying the regularity Hypothesis 10;
(3) φ ∈ Cb(R

e,R).

Then the PDE

du(t, y) = Lt u(t, y)dt − ∇u(t, y) · V (y)dxt ,

u(0, y) = φ(y) (29)

has a unique C1,2
b -solution u, which we denote by Π(a,b,V )(0, φ; x).

Remark 13. If x ∈ W 1,1([0, T ],R
d), we can define the solution to (29) via the unique extension of the

map C∞([0, T ],R
d) � x �→ u = Π(a,b,V )(0, φ; x) with respect to the W 1,1-norm (cf. Remark 25).

Proof of Proposition 12. This result follows immediately from Theorem 16, Chapter 1 in [5] and The-
orem 3.1.1 in [34]. �

If we now go back to RPDEs, we see from the remarks after Proposition 11 and the result in
Lemma 9, that an obvious candidate for the solution of the RPDE (20) is given by

u(t, y) = wx
t (v)(y) = v

(
t,π(V )

(
0, y;←−x t)

t

)
(30)

where v is the unique C1,2
b -solution of

∂v

∂t
= Lx

t v, v(0, ·) = φ(·) ∈ Cb
(
R

e,R
)
.

To be able to show that u is the unique solution for (20), we first have to prove two propositions,
which we will use to show that u is in fact the uniform limit of solutions of classical PDEs.

Proposition 14. Let V = (V 1, . . . , Vd) be a collection of Lipγ vector fields, γ > p + 1, on R
e and suppose that

a : [0, T ] × R
e → Se and b : [0, T ] × R

e → R
e satisfy the regularity Hypothesis 10. Let (xn)n∈N be a sequence

of weak geometric p-rough paths converging to a weak geometric p-rough path x uniformly on [0, T ] with
uniform bounds, i.e. supn ‖xn‖ 1

p -Höl < ∞. Then,

axn (t, y) → ax(t, y)

and

bxn (t, y) → bx(t, y)

uniformly on [0, T ] × R
e .

Proof. To prove that axn (t, y) → ax(t, y) converges uniformly on [0, T ] × R
e , we are first going to ob-

tain pointwise convergence, and then show that the family {(t, y) �→ axn (t, y)}n∈N is equicontinuous.
For fixed (t, y) ∈ [0, T ] × R

e ,11

11 In this proof we use the notation ξ (t,y) = π(V )(0, y;x)t and ζ(t, y) = π(V )(0, y;←−x t )t .



156 M. Caruana, P. Friz / J. Differential Equations 247 (2009) 140–173
∣∣aij
xn (t, y) − aij

x (t, y)
∣∣

�
∣∣akl(t, ξn)∂kζ

i
n(t, ξn)∂lζ

j
n (t, ξn) − akl(t, ξ)∂kζ

i(t, ξ)∂lζ
j(t, ξ)

∣∣
�

∣∣akl(t, ξn) − akl(t, ξ)
∣∣∣∣∂kζ

i(t, ξ)∂lζ
j(t, ξ)

∣∣
+ ∣∣akl(t, ξn)

∣∣∣∣∂kζ
i
n(t, ξn)∂lζ

j
n (t, ξn) − ∂kζ

i(t, ξ)∂lζ
j(t, ξ)

∣∣
� Ca,b

∣∣ξn(t, y) − ξ(t, y)
∣∣β ∣∣Dζ

(
t, ξ(t, y)

)∣∣2

+ ‖a‖∞
∣∣Dζn(t, ξn) − Dζ(t, ξ)

∣∣(∣∣Dζn(t, ξn)
∣∣ + ∣∣Dζ(t, ξ)

∣∣).
If we let n → ∞, we deduce from (28) and the continuity of the Itô map, that axn (t, y) converges
pointwise to ax(t, y).

To prove equicontinuity, take (t, y), (t′, y′) ∈ [0, T ] × R
e . Then,

∣∣aij
xn (t, y) − aij

xn (t′, y′)
∣∣

�
∣∣akl(t, ξ (t,y)

n
)
∂kζ

i
n

(
t, ξ (t,y)

n
)
∂lζ

j
n
(
t, ξ (t,y)

n
) − akl(t′, ξ (t′,y′)

n
)
∂kζ

i
n

(
t′, ξ (t′,y′)

n
)
∂lζ

j
n
(
t′, ξ (t′,y′)

n
)∣∣

�
∣∣akl(t, ξ (t,y)

n
) − akl(t′, ξ (t′,y′)

n
)∣∣∣∣∂kζ

i
n

(
t, ξ (t,y)

n
)
∂lζ

j
n
(
t, ξ (t,y)

n
)∣∣

+ ∣∣akl(t′, ξ (t′,y′)
n

)∣∣∣∣∂kζ
i
n

(
t, ξ (t,y)

n
)
∂lζ

j
n
(
t, ξ (t,y)

n
) − ∂kζ

i
n

(
t′, ξ (t′,y′)

n
)
∂lζ

j
n
(
t′, ξ (t′,y′)

n
)∣∣

� Ca,b
(|t − t′|β + ∣∣ξ (t,y)

n − ξ
(t′,y′)
n

∣∣β)∣∣Dζn(
t, ξ (t,y)

n
)∣∣2

(31)

+ ‖a‖∞
(∣∣Dζn(

t, ξ (t,y)
n

)∣∣ + ∣∣Dζn(
t′, ξ (t′,y′)

n
)∣∣)∣∣Dζn(

t, ξ (t,y)
n

) − Dζn(
t′, ξ (t′,y′)

n
)∣∣. (32)

Since ξ
(t,y)
n → ξ (t,y) uniformly on [0, T ] × R

e , we deduce that {(t, y) �→ ξ
(t,y)
n }n∈N is equicontinuous,

and hence we can make (31) arbitrarily small by taking |t − t′| and |y − y′| small enough. The term
(32) can also be made arbitrarily small by taking t close to t′ and y close to y′ , because the family

{
(t, y) �→ Dζn(t, y)

}
n∈N

(33)

is also equicontinuous. This follows because Dζn solves an RDE, and hence similar reasoning as that
in Theorem 5 can be used to prove the equicontinuity of (33).

Therefore we can conclude that

axn (t, y) → ax(t, y)

uniformly on [0, T ] × R
e . The uniform convergence of bxn (t, y) to bx(t, y) can be proved using a

similar procedure. �
Before proving the second proposition, we recall a result by Oleinik (cf. Theorem 3.2.4 in [34]).

Theorem 15 (Oleinik estimate). Let Lt be an elliptic operator of the form (21) with a ∈ C0,2
b ([0, T ] × R

e; Se)

and b ∈ C0,2
b ([0, T ] × R

e;R
e). Given φ ∈ C2

b (Re) and g ∈ C0,2
b ([0, T ] × R

e), suppose that f ∈ C1,2
b ([0, T ] ×

R
e) satisfies

∂ f

∂t
− Lt f = g

with f (0, ·) = φ. If

f ∈ C0,2
b

([0, T ] × R
e) ∩ C0,4([0, T ] × R

e)
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then ∂ f
∂t ∈ C0,2([0, T ] × R

e) and there exist constants A and B such that

sup
0�t�T

∥∥ f (t, ·)∥∥C2 � A
(
1 + ‖φ‖C2

) + B sup
0�t�T

∥∥g(t, ·)∥∥C2 .

Using these estimates, we have the following result.

Proposition 16. Suppose that for each n ∈ N, an : [0, T ] × R
e → Se and bn : [0, T ] × R

e → R
e satisfy the

regularity Hypothesis 10, and furthermore assume that they have continuous bounded first and second order
spatial derivatives which are bounded independently of n.

Let a : [0, T ] × R
e → Se and b : [0, T ] × R

e → R
e satisfy the regularity Hypothesis 10, and suppose that

they have bounded first and second order spatial derivatives. Assume that

an(t, y) → a(t, y)

and

bn(t, y) → b(t, y)

uniformly on [0, T ] × R
e . Set

Ln
t = 1

2
aij

n (t, ·) ∂2

∂ yi∂ y j
+ bi

n(t, ·) ∂

∂ yi

and

Lt = 1

2
aij(t, ·) ∂2

∂ yi∂ y j
+ bi(t, ·) ∂

∂ yi
.

Then if we define v, vn : [0, T ] × R
e → R to be the unique C1,2

b -solutions of

∂v

∂t
= Lt v, v(0, ·) = φ(·) ∈ C2

b

(
R

e) (34)

and

∂vn

∂t
= Ln

t vn, vn(0, ·) = φ(·) ∈ C2
b

(
R

e) (35)

respectively, we have that

vn(t, y) → v(t, y)

uniformly on [0, T ] × R
e .

Proof. From Theorems 12 and 16, Chapter 1 in [5], we know that (34) and (35) have unique C1,2
b -

solutions v and vn , given by

v(t, y) =
∫

e

Γ (t, y;0, z)φ(z)dz (36)
R
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and

vn(t, y) =
∫
Re

Γn(t, y;0, z)φ(z)dz (37)

where Γ (t, y;0, z) and Γn(t, y;0, z) are fundamental solutions of ∂v
∂t = Lt v and ∂vn

∂t = Ln
t vn respec-

tively. Furthermore, since a and b have bounded continuous first and second order spatial derivatives,
we deduce from Proposition 11 and Theorem 10, Chapter 3 in [5] that vn, v ∈ C0,4([0, T ] × R

e). Thus
it follows from Theorem 15 that

sup
0�t�T

∥∥vn(t, ·)∥∥C2 � K1
(
1 + ‖φ‖C2

)

where the constant K1 can be taken to be independent of n because of the uniform boundedness
assumption on the spatial derivatives of an and bn . Then,

∣∣∣∣∂vn

∂t
− Lt vn

∣∣∣∣ = ∣∣Ln
t vn − Lt vn

∣∣
�

(∣∣an(t, y) − a(t, y)
∣∣ + ∣∣bn(t, y) − b(t, y)

∣∣)∥∥vn(t, ·)∥∥C2

� K1
(
1 + ‖φ‖C2

)(∣∣an(t, y) − a(t, y)
∣∣ + ∣∣bn(t, y) − b(t, y)

∣∣)
and hence

∂vn

∂t
− Lt vn → 0 (38)

uniformly on [0, T ] × R
e . Our next task is to deduce from (38) that the sequence {vn} converges

uniformly. To do this, recall (Theorem 12 in [5]) that under a local Hölder continuity assumption on
the function g ,

v̂(t, y) =
∫
Re

φ(y)Γ (t, y;0, z)dz −
t∫

0

( ∫
Re

g(s, z)Γ (t, y; s, z)dz

)
(39)

solves the inhomogeneous PDE

∂ v̂

∂t
− Lt v̂ = g, v̂(0, y) = φ(y).

Trivially, for v n,m := vn − vm , we have

∂vn,m

∂t
− Lt vn,m = gn,m

with gn,m = ( ∂
∂t − Lt)vn,m(t, y). We can use the representation (39), together with (38) to deduce that

{vn} converges uniformly on [0, T ] × R
e to some function ṽ .

The last step in this proof is to show that ṽ = v . This follows because if we repeat the above
argument with gn = ( ∂

∂t − Lt)vn , we get that

ṽ(t, y) =
∫

e

Γ (t, y;0, z)φ(z)dz
R



M. Caruana, P. Friz / J. Differential Equations 247 (2009) 140–173 159
and thus from (36) we see that v = ṽ . Therefore we can conclude that

vn(t, y) → v(t, y)

uniformly on [0, T ] × R
e . �

In the following theorem we prove the existence of a unique bounded solution for a linear second
order RPDE. Furthermore, we prove that the map which sends the driving signal to the solution is
continuous in the uniform topology.

Theorem 17. Let p � 1 and let x be a weak geometric p-rough path. Assume that

(1) V = (V 1, . . . , Vd) is a collection of Lipγ vector fields on R
e for γ > p + 3;

(2) a : [0, T ]×R
e → Se and b : [0, T ]×R

e → R
e satisfy the regularity Hypothesis 10, and furthermore, have

continuous bounded first and second order spatial derivatives;
(3) φ ∈ C2

b (Re,R).

Assume Lt is of the form (21) with coefficients a,b. Then the RPDE

du(t, y) = Lt u(t, y)dt − ∇u(t, y) · V (y)dxt ,

u(0, y) = φ(y) (40)

has a unique (bounded) solution u, given by

u(t, y) = v
(
t,π(V )

(
0, y;←−x t)

t

)
where v is the C1,2

b -solution of

∂v

∂t
= Lx

t v, v(0, ·) = φ(·).

We denote this solution by Π(a,b,V )(0, φ;x). Furthermore the map

x → u = Π(a,b,V )(0, φ;x)

is continuous from C
1
p -Höl

([0, T ], G[p](Rd)) into C([0, T ] × R
e;R) when the latter is equipped with the uni-

form topology.

Proof. We note that the Lipγ , γ > p + 3, condition on the vector fields guarantees a C4 flow for the
associated RDE, and hence the coefficients ax and bx will have bounded continuous first and second
order spatial derivatives (cf. Proposition 11). Let (xn)n∈N be a sequence of smooth paths such that

S[p]
(
xn) ≡ xn → x

uniformly on [0, T ], and

sup
n

∥∥xn
∥∥ 1

p -Höl;[0,T ] < ∞.

Let un be the unique C1,2
b -solution of
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dun(t, y) = Lt un(t, y)dt − ∇un(t, y) · V (y)dxn
t ,

un(0, y) = φ(y).

We know that such a solution exists from Proposition 12. Then,

un(t, y) = vn
(
t,π(V )

(
0, y;←−

xn,t)
t

)
where vn is the unique C1,2

b -solution of

∂vn

∂t
= Lxn

t vn, vn(0, y) = φ(y).

We claim that the function u defined by

u(t, y) = v
(
t,π(V )

(
0, y;←−x t)

t

)
is a solution of (40), and hence we have to show that

u(t, y) = lim
n→∞ un(t, y)

uniformly on [0, T ] × R
e , i.e.

v
(
t,π(V )

(
0, y;←−x t)

t

) = lim
n→∞ vn

(
t,π(V )

(
0, y;←−

xn,t)
t

)

uniformly on [0, T ] × R
e .

Our first task is to prove pointwise convergence. For fixed (t, y) ∈ [0, T ] × R
e ,

∣∣vn
(
t,π(V )

(
0, y;←−

xn,t)
t

) − v
(
t,π(V )

(
0, y;←−x t)

t

)∣∣
�

∣∣vn
(
t,π(V )

(
0, y;←−

xn,t)
t

) − v
(
t,π(V )

(
0, y;←−

xn,t)
t

)∣∣
+ ∣∣v

(
t,π(V )

(
0, y;←−

xn,t)
t

) − v
(
t,π(V )

(
0, y;←−x t)

t

)∣∣.
The second term on the right-hand side of this inequality can be made arbitrarily small by taking n
large enough since v(t, ·) is continuous, and

π(V )

(
0, y;←−

xn,t)
t → π(V )

(
0, y;←−x t)

t . (41)

For the other term in the inequality, we have that

∣∣vn
(
t,π(V )

(
0, y;←−

xn,t)
t

) − v
(
t,π(V )

(
0, y;←−

xn,t)
t

)∣∣
�

∣∣vn
(
t,π(V )

(
0, y;←−

xn,t)
t

) − vn
(
t,π(V )

(
0, y;←−x t)

t

)∣∣
+ ∣∣v

(
t,π(V )

(
0, y;←−

xn,t)
t

) − v
(
t,π(V )

(
0, y;←−x t)

t

)∣∣
+ ∣∣vn

(
t,π(V )

(
0, y;←−x t)

t

) − v
(
t,π(V )

(
0, y;←−x t)

t

)∣∣. (42)

From the results in Proposition 11, we see that Oleinik’s estimates in Theorem 15 can be used for vn

and v , to get
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∣∣vn
(
t,π(V )

(
0, y;←−

xn,t)
t

) − vn
(
t,π(V )

(
0, y;←−x t)

t

)∣∣
� K1

(
1 + ‖φ‖C1

)∣∣π(V )

(
0, y;←−

xn,t)
t − π(V )

(
0, y;←−x t)

t

∣∣ (43)

and

∣∣v
(
t,π(V )

(
0, y;←−

xn,t)
t

) − v
(
t,π(V )

(
0, y;←−x t)

t

)∣∣
� K2

(
1 + ‖φ‖C1

)∣∣π(V )

(
0, y;←−

xn,t)
t − π(V )

(
0, y;←−x t)

t

∣∣. (44)

Hence we deduce from (41) that both (43) and (44) go to zero as n → ∞.
The remaining term in (42) can also be made arbitrarily small as n → ∞ because the convergence

results in Propositions 14 and 16 can be used to deduce that vn → v .
To prove that the family

{[0, T ] × R
e � (t, y) �→ vn

(
t,π(V )

(
0, y;←−

xn,t)
t

)}
n∈N

is equicontinuous, we take t′, t ∈ [0, T ] (w.l.o.g. t′ < t) and y′, y ∈ R
e , and consider

∣∣vn
(
t,π(V )

(
0, y;←−

xn,t)
t

) − vn
(
t′,π(V )

(
0, y′;←−

xn,t′)
t′
)∣∣

�
∣∣vn

(
t,π(V )

(
0, y;←−

xn,t)
t

) − vn
(
t′,π(V )

(
0, y;←−

xn,t)
t

)∣∣
+ ∣∣vn

(
t′,π(V )

(
0, y;←−

xn,t)
t

) − vn
(
t′,π(V )

(
0, y′;←−

xn,t′)
t′
)∣∣. (45)

For the first term,

∣∣vn
(
t,π(V )

(
0, y;←−

xn,t)
t

) − vn
(
t′,π(V )

(
0, y;←−

xn,t)
t

)∣∣ �
t∫

t′

∣∣∣∣∂vn

∂s

(
s,π(V )

(
0, y;←−

xn,t)
t

)∣∣∣∣ds

=
t∫

t′

∣∣Lxn

s vn
(
s,π(V )

(
0, y;←−

xn,t)
t

)∣∣ds

� K3
(
1 + ‖φ‖C2

)|t − t′| (46)

where K3 is a constant which does not depend on n. To get the last inequality we again use the
estimate in Theorem 15. For the other term in (45),

∣∣vn
(
t′,π(V )

(
0, y;←−

xn,t)
t

) − vn
(
t′,π(V )

(
0, y′;←−

xn,t′)
t′
)∣∣

� K4
(
1 + ‖φ‖C1

)∣∣π(V )

(
0, y;←−

xn,t)
t − π(V )

(
0, y′;←−

xn,t′)
t′
∣∣. (47)

In Theorem 5, we proved that the family

{[0, T ] × R
e � (t, y) �→ π(V )

(
0, y;←−

xn,t)
t ∈ R

e}
n∈N

is equicontinuous and hence we deduce from (46) and (47) that

{
(t, y) �→ vn

(
t,π(V )

(
0, y;←−

xn,t)
t

)}
n∈N

is also equicontinuous.
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Therefore we can conclude that

u(t, y) = v
(
t,π(V )

(
0, y;←−x t)

t

)
is indeed a solution of (40).

Having established existence of solutions for (40), we now prove uniqueness. However, as in the
case of first order equations, this follows immediately from the pointwise convergence of

vn
(
t,π(V )

(
0, y;←−

xn,t)
t

) → v
(
t,π(V )

(
0, y;←−x t)

t

)
proved in the first part of the proof.

We still have to prove the continuity of the map which sends the driving signal x to the solution u.
To this end, suppose that (xn)n∈N is a sequence of weak geometric p-rough paths converging to x in
1
p -Hölder topology, i.e. d 1

p -Höl;[0,T ](xn,x) → 0. This implies a fortiori uniform convergence with the

uniform bounds supn ‖xn‖ 1
p -Höl;[0,T ] < ∞. Using the same reasoning as in the existence part of the

proof, we can show that

vn
(
t,π(V )

(
0, y;←−

xn,t)
t

) → v
(
t,π(V )

(
0, y;←−x t)

t

)
uniformly in t ∈ [0, T ] and y ∈ R

e . Thus,

un(t, y) = vn
(
t,π(V )

(
0, y;←−

xn,t)
t

) → v
(
t,π(V )

(
0, y;←−x t)

t

) = u(t, y)

in C([0, T ] × R
e,R) equipped with the uniform topology. Therefore we conclude that the map which

sends the driving signal to the solution is indeed continuous in the uniform topology. �
3.3. RPDEs with BUC(Re) initial functions

We consider RPDEs with initial functions which are less smooth than those used to obtain the
existence and uniqueness result in the previous section.

Proposition 18. Let p � 1 and let x be a weak geometric p-rough path. Assume that

(1) V = (V 1, . . . , Vd) is a collection of Lipγ vector fields on R
e for γ > p + 3;

(2) a : [0, T ]×R
e → Se and b : [0, T ]×R

e → R
e satisfy the regularity Hypothesis 10, and furthermore, have

continuous bounded first and second order spatial derivatives;
(3) (φn)n∈N ⊂ C2

b (Re,R) such that ‖φn − φm‖BUC(Re) → 0 as n,m → ∞.

Then,

∥∥Π(a,b,V )(0, φn;x) − Π(a,b,V )(0, φm;x)
∥∥

BUC([0,T ]×Re)
→ 0

as n,m → ∞.

Proof. In Theorem 17, we have shown that

Π(a,b,V )(0, φn;x)(t, y) = vn
(
t,π(V )

(
0, y;←−x t)

t

)
where vn is the unique C1,2

b -solution of

∂vn = Lx
t vn, vn(0, y) = φn(y).
∂t
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Using the Feynman–Kac formula for parabolic equations which are inhomogeneous in time (cf. Theo-
rem 2.2 in [4]), we get that

vn(t, y) = E
(
φn

(
Y t,y

t

))
where for t > 0, Y t,y· is the solution of the Itô SDE,

dY t,y
s = σ x(t − s, Y t,y

s
)

dW s + bx(t − s, Y t,y
s

)
ds,

Y t,y
0 = y

with ax = σ x(σ x)T and a Brownian motion (W ), and thus,

sup
(t,y)∈[0,T ]×Re

∣∣vn
(
t,π(V )

(
0, y;←−x t)

t

) − vm
(
t,π(V )

(
0, y;←−x t)

t

)∣∣
= sup

(t,y)∈[0,T ]×Re

∣∣E(
φn

(
Y

t,π(V )(0,y;←−x t )t
t

) − φm
(
Y

t,π(V )(0,y;←−x t )t
t

))∣∣
� sup

z∈Re

∣∣φn(z) − φm(z)
∣∣.

The required result follows immediately from this estimate. �
Using the above proposition and Theorem 17, we can now prove a continuity result which implies

Theorem 1.

Theorem 19. Let p � 1, and assume that

(1) (xn)n∈N is a sequence of weak geometric p-rough paths such that

xn → x

uniformly on [0, T ] and supn ‖xn‖ 1
p -Höl;[0,T ] < ∞ (this holds in particular if d 1

p -Höl(xn,x) → 0);

(2) V = (V 1, . . . , Vd) is a collection of Lipγ vector fields on R
e for γ > p + 3;

(3) a : [0, T ]×R
e → Se and b : [0, T ]×R

e → R
e satisfy the regularity Hypothesis 10, and furthermore, have

continuous bounded first and second order spatial derivatives;
(4) (φn)n∈N ⊂ BUC(Re) such that ‖φn − φ‖BUC(Re) → 0 as n → ∞.

Then

∥∥Π(a,b,V )

(
0, φn;xn) − Π(a,b,V )(0, φ;x)

∥∥
BUC([0,T ]×Re)

→ 0

as n,m → ∞.

Proof. Let ε > 0 be given. From the proof of Proposition 18, we know that, for n � n0(ε) large enough

∥∥Π(a,b,V )(0, φn;xn) − Π(a,b,V )(0, φ;xn)
∥∥

BUC([0,T ]×Re)
� ‖φn − φ‖BUC(Re) < ε.

On the other hand, for any k and smooth function φk
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∥∥Π(a,b,V )(0, φ;xn) − Π(a,b,V )(0, φ;x)
∥∥

BUC([0,T ]×Re)

�
∥∥Π(a,b,V )(0, φ;xn) − Π(a,b,V )

(
0, φk;xn

)∥∥
BUC([0,T ]×Re)

+ ∥∥Π(a,b,V )

(
0, φk;xn

) − Π(a,b,V )

(
0, φk;x

)∥∥
BUC([0,T ]×Re)

+ ∥∥Π(a,b,V )

(
0, φk;x

) − Π(a,b,V )(0, φ;x)
∥∥

BUC([0,T ]×Re)

and by taking k = k(ε) large enough we see that

∥∥Π(a,b,V )(0, φ;xn) − Π(a,b,V )(0, φ;x)
∥∥

BUC([0,T ]×Re)

� ε + ∥∥Π(a,b,V )

(
0, φk;xn

) − Π(a,b,V )

(
0, φk;x

)∥∥
BUC([0,T ]×Re)

+ ε

and by taken n also larger than n1(k, ε) = n1(ε) we use Theorem 17 to see that

∥∥Π(a,b,V )(0, φ;xn) − Π(a,b,V )(0, φ;x)
∥∥

BUC([0,T ]×Re)
� 3ε

so that, all in all,

∥∥Π(a,b,V )

(
0, φn;xn) − Π(a,b,V )(0, φ;x)

∥∥
BUC([0,T ]×Re)

� 4ε

and for n large enough. �
4. Application to SPDEs

As is well known [15,27,29], Brownian motion in R
d , B = (B1, . . . , Bd), can be enhanced with

Lévy’s area and a.s. yields a geometric p-rough path, p ∈ (2,3), denoted by B(ω) ∈ C
1
p -Höl

([0, T ],
G2(Rd)). In the rest of this section we assume that the elliptic operator Lt is given by

Lt = 1

2
aij(t, ·) ∂2

∂ yi∂ y j
+ bi(t, ·) ∂

∂ yi

with a and b satisfying Hypothesis 10, and having bounded continuous first and second order spatial
derivatives.

Proposition 20. Let V = (V 1, . . . , Vd) be a collection of Lipγ vector fields on R
e , γ > 5, and suppose that

φ ∈ C2
b (Re). The RPDE solution Π(a,b,V )(0, φ;B) to

du(t, y) = Lt u(t, y)dt − ∇u(t, y) · V (y)dBt(ω),

u(0, y) = φ(y)

constructed for fixed ω in a set of full measure, gives a solution u(t, y;ω) to the Stratonovich SPDE

du(t, y) = Lt u(t, y)dt − ∇u(t, y) · V (y) ◦ dBt ,

u(0, y) = φ(y). (48)
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Proof. Let B(n) denote the piecewise linear approximation to B . It is clear from Section 6.4 in [23],
that the solution to

du(t, y) = Lt u(t, y)dt − ∇u(t, y) · V (y)dBt(n)

converges, at least for fixed t, y and in probability, to the Stratonovich SPDE solution (48). At the same

time, S2(B(n)) → B a.s. in C
1
p -Höl

([0, T ], G2(Rd)). By the continuity result for RPDEs, we see that the
solution to

du(t, y) = Lt u(t, y)dt − ∇u(t, y) · V (y)dBt(ω),

u(0, y) = φ(y)

is (a version of) the solution to the Stratonovich SPDE. �
In the case of SDEs, if we consider different approximations to Brownian motion, the solutions of

the corresponding ODEs do not always converge to the solution of the Stratonovich SDE. As shown in
[21], these limits solve Stratonovich SDEs with additional drift terms. All this has been studied from
the rough path theory point of view in [25] and [7]. One of the examples considered in these papers
is the so-called McShane approximation12 to Brownian motion in R

2. From [7,25], the step-2 signature
of these approximations converge in 1

p -Hölder topology, p > 2, to a geometric p-rough path B̃, which
is basically Brownian motion enhanced with an area which is different from the usual Lévy area, i.e.

B̃t = exp(Bt + At + Γ t)

where At is the Lévy area, and

Γ =
(

0 c
−c 0

)

for some c which may be 
= 0.
Furthermore, for Lip2+ε(R2) vector fields V = (V 1, V 2), it is shown in [7] that yt is a solution of

dyt = V (yt)dB̃t

started at y0 ∈ R
e if and only if yt solves

dyt = V (yt)dBt + c[V 1, V 2](yt)dt

started at y0 ∈ R
2. Here B is the Stratonovich Enhanced Brownian motion. Thus,

π(V 1,V 2)(0, y0; B̃) = π(c[V 1,V 2],V 1,V 2)

(
0, y0; (t,B)

)
where (t,B) is the canonical time–space rough path associated with B . With the above in mind, we
prove the following result.13

12 Cf. [21, p. 392] or Section 5.7 in [23].
13 This proposition is related to some results on approximations for SPDEs presented by I. Gyöngy at the Institute Mittag-

Leffler in 2007.
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Proposition 21. Let V = (V 1, V 2) be Lipγ , γ > 5, vector fields on R
2 , and suppose that φ ∈ C2

b (R2). Let B(n)

be the McShane approximation to Brownian motion. Then the C 1,2
b -solutions to

dun(t, y) = Lt un(t, y)dt − ∇un(t, y) · V (y)dBt(n),

un(0, y) = φ(y) (49)

converge to the solution of the Stratonovich SPDE

dv(t, y) = (
Lt v(t, y) − ∇v(t, y) · c[V 1, V 2](y)

)
dt − ∇v(t, y) · V (y) ◦ dBt ,

v(0, y) = φ(y). (50)

Proof. From our continuity result in Theorem 17, we know that

un(t, y) → u(t, y)

uniformly on [0, T ] × R
2, where u is the unique solution of the RPDE

du(t, y) = Lt u(t, y)dt − ∇u(t, y) · V (y)dB̃t(ω),

u(0, y) = φ(y).

Furthermore,

u(t, y) = v
(
t,π(V )

(
0, y;←−̃

B t)
t

)
(51)

where v is the unique C1,2
b -solution of

∂v

∂t
= LB̃

t v, v(0, y) = φ(y).

But from the results in [7], we deduce that

w B̃
t = wX

t

where X = (t,Bt), and hence,

LB̃
t = LX

t .

Therefore v solves

∂v

∂t
= LX

t v, v(0, y) = φ(y)

and since

π(V 1,V 2)(0, y; B̃) = π(c[V 1,V 2],V 1,V 2)

(
0, y; (t,B)

)
we deduce that u defined in (51) solves
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dv(t, y) = (
Lt v(t, y) − ∇v(t, y) · c[V 1, V 2](y)

)
dt − ∇v(t, y) · V (y)dBt ,

v(0, y) = φ(y). (52)

From Proposition 20, we get that u solves the Stratonovich SPDE (50). �
In Theorem 17, we saw that x �→ Π(a,b,V )(0, φ;x) is continuous as a map from C

1
p -Höl

([0, T ],
G[p](Rd)) into C([0, T ] × R

e,R), with uniform topology, whenever V ∈ Lipγ (Re), γ > p + 3, and
φ ∈ C2

b (Re,R).

Theorem 22 (Support). Assume h ∈ C2([0, T ],R
d) and δ > 0. Then14

P
(∣∣Π(a,b,V )(0, φ;B) − Π(a,b,V )(0, φ;h)

∣∣∞;[0,T ]×Re > δ
∣∣|B − h|∞;[0,T ] < ε

)−→
ε→0

0.

In particular, the topological support of the solution to the Stratonovich SPDE (48) is the closure of

{
Π(a,b,V )(0, φ;h): h ∈ C2([0, T ],R

d)}
in uniform topology.

Proof. The conditioning statement is a direct consequence of the main result of [6] and continuity of
the RPDE solution map Π(a,b,V )(0, φ; ·). Since {|B − h|∞;[0,T ] < ε} has positive probability this implies

{
Π(a,b,V )(0, φ;h): h ∈ C2([0, T ],R

d)} ⊂ support
(
P∗Π(a,b,V )(0, φ;B)

)
.

The other inclusion holds since

support
(
P∗Π(a,b,V )(0, φ;B)

) ⊂ {
Π(a,b,V )(0, φ;h): h ∈ C∞([0, T ],Rd

)}
.

This follows directly from continuity of Π(a,b,V )(0, φ; ·), provided we can find smooth approximations
Bn to B , such that d 1

p -Höl;[0,T ](S2(Bn),B) → 0. We know that such approximations exist from the

Karhunen–Loeve expansion of Brownian motion based on the sin/cos basis of L2, and general results
of rough path convergence of the Karhunen–Loeve expansion proved in [12]. �
Remark 23. It is easy to see that the closure of {Π(a,b,V )(0, φ;h): h ∈ C2([0, T ],R

d)} coincides with
the closure of {Π(a,b,V )(0, φ;h): h ∈ W 1,2([0, T ],R

d)}.

Clearly, Π(a,b,V )(0, φ;B(
√

ε·)) converges in distribution as ε → 0 to Π(a,b,V )(0, φ;0), the solution
of the PDE ∂v

∂t = Lt v . The following LDP principle quantifies the rate of this convergence.

Theorem 24 (Large deviations). The family (P∗Π(a,b,V )(0, φ;B(
√

ε·))) satisfies a large deviation principle
with good rate function

J (u) = inf

{
1

2

T∫
0

|ḣt |2 dt: h ∈ W 1,2([0, T ],R
d) and Π(a,b,V )(0, φ;h) = u

}
.

14 The infinity norm of B − h is based on Euclidean norm on R
d .
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Proof. One of the results proved in [8] says that the random variables B(
√

ε·) satisfy a large deviation
principle in 1

p -Hölder topology with good rate function

I(x) = 1

2

T∫
0

|ḣt |2 dt if S2(h) = x for some h ∈ W 1,2([0, T ],R
d)

= +∞ otherwise.

Using the continuity of Π(a,b,V )(0, φ; ·) and the contraction principle, the required large deviation
principle for (P∗Π(a,b,V )(0, φ;B(

√
ε·))) follows immediately. �

5. SPDEs with Markovian noise

Let X be a Markov process with uniformly elliptic generator in divergence form (cf. [33]). The
coefficient matrix in the generator need not have any regularity (beyond measurability), in which
case X is not a semi-martingale.15 Stochastic area cannot be defined via iterated stochastic in-
tegrals but there are alternative constructions [10,24,28] that lift X to a “Markovian” rough path

X ∈ C
1
p -Höl

([0, T ], G2(Rd)) for any p ∈ (2,3). With the RPDE approach, we can then give a meaning to
the SPDE16

du(t, y) = Lt u(t, y)dt − ∇u(t, y) · V (y)dXt ,

u(0, y) = φ(y) (53)

which generalizes Stratonovich SPDEs to “SPDEs with (uniformly elliptic) Markovian noise”. Various
convergence results proved in [10] together with our RPDE continuity result, give an appealing prob-
abilistic meaning to such SPDE solutions. For instance, if the coefficient matrix is mollified (with pa-
rameter ε) so that Xε is a semi-martingale, one constructs without difficulties (cf. [23]) a Stratonovich
solution to

duε(t, y) = Lt uε(t, y)dt − ∇uε(t, y) · V (y) ◦ dXε
t ,

uε(0, y) = φ(y)

and as ε → 0, the solution uε converges in distribution to the solution of (53). Similarly, if X is
replaced by a piecewise linear approximation Xn , we can solve

dun(t, y) = Lt un(t, y)dt − ∇un(t, y) · V (y)dXn
t ,

un(0, y) = φ(y)

as (time-inhomogeneous) linear second order PDE and as n → ∞ we have convergence (in probabil-
ity) to the solution of (53). Support and large deviation properties for Markovian rough paths were
established in [10] and similar reasoning as in the Brownian case leads to support and large deviation
statements for these SPDEs with Markovian noise. The details are straight-forward and omitted.

15 Nonetheless, sample paths properties of X are very similar to those of Brownian motion.
16 We assume that the coefficients a and b, together with the vector field V have enough regularity (namely the assumptions

made at the beginning of Section 4) for the RPDE to have unique solutions.
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6. SPDEs with Gaussian noise

Let X = (X1, . . . , Xd) be a continuous centered Gaussian process with independent components
started at zero, and suppose that its covariation R X has finite ρ-variation (in 2D-sense) with
ρ ∈ [1,2), bounded by a Hölder dominated control.17 Then from [11], we know that for p ∈ (2ρ,4),
X lifts to a geometric Hölder p-rough path X = X(ω), a “Gaussian rough path”. With Lipγ vector fields
V = (V 1, . . . , Vd), γ > p + 3, and φ ∈ C2

b (Re;R), the RPDE

du(t, y) = Lt u(t, y)dt − ∇u(t, y) · V (y)dXt ,

u(0, y) = φ(y) (54)

can be solved for almost every ω and has the obvious interpretation of an SPDE with Gaussian noise.
(The setup of [11] includes (multi-dimensional) Brownian motion with ρ = 1, fractional Brownian
motion with ρ = 1/(2H) for H ∈ (1/4,1/2), the case H > 1/2 being trivial, the Ornstein–Uhlenbeck
process, and the Brownian bridge process, among many other examples.)

There is an equivalent statement for most of what has been said in Section 5: various weak
and strong approximation results make the interpretation of the solution to (54) easy. Replacing X
by piecewise linear approximations Xn (or mollifier approximations Xδ) reduces (54) to a (time-
inhomogeneous) linear second order PDE, and as n → ∞ (resp. δ → 0), these solutions converge (in
probability) to the solution of (54).

There is a support result for such Gaussian rough paths (always in the appropriate 1/p-Hölder
rough paths topology cf. [12]) and with the continuity of X �→ Π(a,b,V )(0, φ;X), the solution map to
(54), we immediately get that the support of the law of Π(a,b,V )(0, φ;X), in uniform topology, is the
closure of all second order PDE solutions Π(a,b,V )(0, φ;h) where h ∈ H, the Cameron–Martin space
associated with X .

Remark 25. Thanks to the known embedding H ↪→ Cρ-var([0, T ],R
d), ρ ∈ [1,2) (cf. [11]), we can

define S[p](h), p ∈ (2ρ,4), using Young integration. If we denote S[p](h) by h, then

‖hs,t‖ � |h|ρ-var;[s,t] � K1|h|ρ-var;[s,t] (cf. [26, Theorem 2.2.1])

� K1|h|H
√

R X
ρ-var;[s,t]2 (cf. [11, Proposition 16])

� K2|h|H|t − s| 1
2ρ

� K3|t − s| 1
p

and thus h ∈ C
1
p -Höl

([0, T ], G[p](Rd)). Therefore, when we refer to Π(a,b,V )(0, φ;h), we are basically
considering Π(a,b,V )(0, φ;h) = Π(a,b,V )(0, φ; S[p](h)), which we know exists from Theorem 17. By a
basic theorem in rough path theory [26, Theorem 1] h → Π(a,b,V )(0, φ; S[p](h)) is continuous in ρ-
variation and thus here we are dealing with a Young PDE.

There is also an LDP for (δεX: ε > 0) where δε is the dilation operator which generalizes scalar
multiplication on R

d to G[p](Rd), p ∈ (2ρ,γ ) (cf. [13]). Keeping uε(0, y) = φ(y) for all ε > 0, we
abuse notation and write

duε(t, y) = Lt uε(t, y)dt − ε∇uε(t, y) · V (y)dXt

17 A 2D control ω is Hölder dominated if there exists a constant C such that for all 0 � s < t � T , ω([s, t]2) � C |t − s|. In

particular, this implies that R X
ρ-var;[s,t]2 � C |t − s| 1

ρ .
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rather than

duε(t, y) = Lt uε(t, y)dt − ∇uε(t, y) · V (y)d(δεX)t .

Then the laws of uε(t, y;ω) satisfy an LDP (in uniform topology) with good rate function

J (u) = inf

{
1

2
|h|2H: h ∈ H and Π(V )(0, φ;h) = u

}
.

6.1. Density result for non-degenerate first order SPDEs with Gaussian noise

We now discuss whether the solution of the first order SPDE

du(t, y) + ∇u(t, y) · V (y)dXt = 0,

u(0, y) = φ(y) (55)

at some fixed point in time–space, i.e. Π(V )(0, φ;X(ω))(t, y) = φ(π(V )(0, y;←−−−−
X(ω)t)t), admits a den-

sity with respect to Lebesgue measure. The question obviously reduces to establishing a density for
π(V )(0, y;←−

X t)t and then imposing the necessary non-degeneracy conditions on φ. The existence of a
density for the solution of an RDE driven by a Gaussian signal was proved in [2] under the following
assumptions on the vector fields and the driving signal.

Hypothesis 26 (Ellipticity assumption on the vector fields). The vector fields V 1, . . . , Vd span the tangent
space at y.

Hypothesis 27 (Non-degeneracy of the Gaussian process on [0, T ]). Fix T > 0. We assume that for any
smooth f = ( f1 , . . . , fd) : [0, T ] → R

d ,

( T∫
0

f dh ≡
d∑

k=l

T∫
0

fk dhk = 0 ∀h ∈ H
)

�⇒ f ≡ 0

where H is the Cameron–Martin space associated with the Gaussian process.

As remarked in the same paper, non-degeneracy on [0, T ] implies non-degeneracy on [0, t] for any
t ∈ (0, T ]. We then have the following theorem.

Theorem 28. (Cf. [2].) Let X be a natural lift of a continuous, centered Gaussian process with independent
components X = (X1, . . . , Xd), with finite ρ ∈ [1,2)-variation of the covariance, bounded by a Hölder domi-
nated control, and non-degenerate in the sense of Hypothesis 27. Let V = (V 1, . . . , Vd) be a collection of Lipγ

vector fields on R
e, γ > 2ρ , which satisfy the ellipticity Hypothesis 26 at y ∈ R

e . Then the solution of the
rough differential equation

dYt = V (Yt)dXt , Y0 = y

admits a density at all times t ∈ (0, T ] with respect to Lebesgue measure on R
e .

Using Theorem 5 and the above, we can prove the following result on the existence of a density
for the solution of an RPDE.
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Theorem 29. Let X be a natural lift of a continuous, centered Gaussian process with independent components
X = (X1, . . . , Xd), with finite ρ ∈ [1,2)-variation of the covariance, bounded by a Hölder dominated control,
and non-degenerate in the sense of Hypothesis 27. Let V = (V 1, . . . , Vd) be a collection of Lipγ (Re) vector
fields, γ > 2ρ , and suppose18 that φ ∈ C1(Re;R) is non-degenerate, i.e. ∇φ 
= 0 everywhere. With X = X(ω),
the solution u(t, y) = u(t, y;ω) to the random RPDE

du(t, y) + ∇u(t, y) · V (y)dXt = 0,

u(0, y) = φ(y) (56)

has a density with respect to the Lebesgue measure, for each t ∈ (0, T ] and for each y ∈ R
e for which Hypoth-

esis 26 holds.

Proof. Fix t ∈ (0, T ], and choose y ∈ R
e such that the vector fields V 1, . . . , Vd span the tangent space

at y. We have to show that

u(t, y) = φ
(
π(V )

(
0, y;←−

X t)
t

)
has a density.

We first note that
←−
X t· is again a Gaussian geometric p-rough path, p ∈ (2ρ,4), defined on [0, t].

We want to prove that
←−
X t satisfies the non-degeneracy Hypothesis 27 on [0, t]. Let f be a smooth

function and suppose that
∫

f dg ≡ 0 for all g ∈ G , the Cameron–Martin space associated with
←−
X t .

Recall that elements of G are of the form, gs = E(
←−
X t

sξ(g)) where ξ(g) is a Gaussian random variable.
For s ∈ [0, t],

gs = E
(←−

X t
sξ(g)

) = E
(

Xt−sξ(g)
) = ht−s

for some h ∈ H, the Cameron–Martin space associated with X . Thus

( t∫
0

f s dgs ≡ 0 ∀g ∈ G
)

⇔
( t∫

0

f s dht−s ≡ 0 ∀h ∈ H
)

.

Since f is smooth, the above integrals are Riemann–Stieltjes integrals, and so, using a simple change
of variable, we get that

t∫
0

f s dht−s = −
t∫

0

ft−s dhs ≡ 0 ∀h ∈ H.

But − ft−· is of course a smooth function, and hence it follows from the non-degeneracy condition
on X , that − ft−· ≡ 0. This implies that f ≡ 0.

Therefore the Gaussian process
←−
X t· also satisfies the non-degeneracy Hypothesis 27, and hence we

can deduce from our choice of y ∈ R
e and Theorem 28, that the random variable π(V )(0, y;←−

X t)t has
a density with respect to the Lebesgue measure on R

e .
From the non-degeneracy assumption on the initial function φ, the existence of a density for

u(t, y) now follows immediately. �
18 Cf. Remark 7.
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