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1. Introduction

Let k be an algebraically closed field and let R be a finite-dimensional associative k-algebra with
basis e1 = 1, e2, . . . , ed . Then the structure constants ci jk are defined by ei · e j = ∑

kci jkek . The module
variety Modn

R of n-dimensional left R-modules consists of the d-tuple x = (x1, x2, . . . , xd) of n × n-
matrices with entries in k such that x1 is the identity and xi x j = ∑

k ci jkxk holds for all i, j. It is
easy to see that Modn

R is an affine variety and the general linear group GLn(k) acts on Modn
R by

simultaneous conjugation. In such a situation each GLn(k)-orbit corresponds to an isomorphism class
of n-dimensional modules. We denote by O(M) the GLn(k)-orbit of the point in Modn

R corresponding
to an R-module M . Then we say that M degenerates to N if O(N) is contained in the Zariski closure
of O(M). This is the definition of degeneration of modules over a finite dimensional algebra. See [1,4,
10].

However, if we want to consider the degeneration of modules over a noetherian algebra R which
is not necessarily finite-dimensional over k, then this definition is not applicable, since each module
is not necessarily a finite-dimensional k-vector space any more even if it is assumed to be finitely
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generated over R , and hence there is no good way to define appropriate module varieties. By this
reason we have proposed a scheme-theoretical definition of degeneration in the previous paper [7].
Our definition is as follows:

Let R be an associative k-algebra where k is any field. We set V = k[t](t) and K = k(t) with t
being a variable over R hence over k. We denote by mod(R) the category of all finitely generated left
R-modules and R-homomorphisms. Then we have the natural functors

mod(R) mod(R ⊗k V )
r �

mod(R ⊗k K ),

where r = −⊗
V V /tV and � = −⊗

V K . Then for modules M, N ∈ mod(R), we say that M degener-
ates to N if there is a module Q ∈ mod(R ⊗k V ) that is V -flat such that �(Q ) ∼= M ⊗k K and r(Q ) ∼= N .
The module Q , regarded as a bimodule R Q V , is a flat family of R-modules with parameter in V . At
the closed point in the parameter space SpecV , the fiber of Q is N , which is a meaning of the iso-
morphism r(Q ) ∼= N . On the other hand, the isomorphism �(Q ) ∼= M ⊗k K means that the generic
fiber of Q is essentially given by M . In [7] we have shown that the latter definition of degeneration
agrees with the former if R is a finite-dimensional k-algebra.

In the present paper we want to consider the stable analogue of degenerations for Cohen–
Macaulay modules over a Gorenstein local rings.

Let R be a Gorenstein commutative local k-algebra where k is any field, and set V = k[t](t) and
K = k(t) as above. We denote by CM(R) the category of all (maximal) Cohen–Macaulay R-modules
and all R-homomorphisms, and denote by CM(R) the stable category of CM(R). Note that CM(R) has
a structure of a triangulated category. Then, similarly to the above, there are triangle functors

CM(R) CM(R ⊗k V )
R L

CM(R ⊗k K ),

where R and L are induced respectively by −⊗
V V /tV and −⊗

V K . Then we define that M ∈
CM(R) stably degenerates to N ∈ CM(R) if there is a Cohen–Macaulay module Q ∈ CM(R ⊗k V ) such
that L(Q ) ∼= M ⊗k K and R(Q ) ∼= N . See Definition 4.1 for more detail.

The aim of this paper is to clarify the meaning of this definition by showing several implications.
To explain this, let (R,m,k) be a Gorenstein complete local k-algebra and assume for simplicity that
k is an infinite field. For Cohen–Macaulay R-modules M and N we consider the following four condi-
tions:

(1) Rm ⊕ M degenerates to Rn ⊕ N for some m,n ∈ N.

(2) There is a triangle Z
(

φ

ψ
)

→ M ⊕ Z → N → Z [1] in CM(R), where ψ is a nilpotent element of EndR(Z).
(3) M stably degenerates to N .
(4) There exists an X ∈ CM(R) such that M ⊕ Rm ⊕ X degenerates to N ⊕ Rn ⊕ X for some m,n ∈ N.

In this paper, we shall prove the following implications and equivalences of these conditions:

• In general, (1) ⇒ (2) ⇒ (3) ⇒ (4). (Theorems 5.1 and 7.1.)
• If R is an artinian ring, then (1) ⇔ (2) ⇔ (3). (Theorem 5.1.)
• If R is an isolated singularity, then (2) ⇔ (3). (Theorem 6.1.)

However there is a counter example to the implication (2) ⇒ (1) in the case when R is an iso-
lated singularity of Krull dimension one (Example 5.2). We also give an example of a Gorenstein ring
of Krull dimension zero for which the implication (4) ⇒ (3) fails (Example 7.4). Furthermore, as a
consequence of the implication (3) ⇒ (4), we can show that the stable degeneration gives rise to
a well-defined partial order on the set of isomorphism classes of Cohen–Macaulay modules (Theo-
rem 8.2).
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After giving some preliminary consideration for degenerations in Section 2, we make several re-
marks on the ring R ⊗k K in Section 3. The remaining part of the paper is devoted to giving the proofs
of the results mentioned above and to constructing the examples.

2. Review of degenerations

Let us recall the precise definition of degeneration of finitely generated modules over a noetherian
algebra, which is given in our previous paper [7, Definition 2.1].

Definition 2.1. Let R be a noetherian algebra over a field k, and let M and N be finitely generated
R-modules. We say that M degenerates to N , or N is a degeneration of M , if there is a discrete
valuation ring (V , tV ,k) that is a k-algebra (where t is a prime element) and a finitely generated left
R ⊗k V -module Q which satisfies the following conditions:

(1) Q is flat as a V -module.
(2) Q /t Q ∼= N as a left R-module.
(3) Q [ 1

t ] ∼= M ⊗k V [ 1
t ] as a left R ⊗k V [ 1

t ]-module.

In the previous paper [7, Theorem 2.2] we have proved the following theorem.

Theorem 2.2. The following conditions are equivalent for finitely generated left R-modules M and N.

(1) M degenerates to N.
(2) There is a short exact sequence of finitely generated left R-modules

0 → Z
(φ
ψ)−→ M ⊕ Z → N → 0,

such that the endomorphism ψ of Z is nilpotent, i.e. ψn = 0 for n 	 1.

By virtue of this theorem together with a theorem of Zwara [10, Theorem 1], we see that if R is
a finite-dimensional algebra over k, then our definition of degeneration agrees with the original one
using module varieties which is mentioned in the beginning of Introduction. We also remark from
this theorem that we can always take k[t](t) as V in Definition 2.1. (See [7, Corollary 2.4].)

In the rest of the paper we mainly treat the case when R is a commutative ring.

Remark 2.3. Let R be a commutative noetherian algebra over k, and suppose that a finitely generated
R-module M degenerates to a finitely generated R-module N . Then the following hold.

(1) The modules M and N give the same class in the Grothendieck group, i.e. [M] = [N] as el-
ements of K0(mod(R)). This is actually a direct consequence of Theorem 2.2. In particular,
rank M = rank N if the ranks are defined for R-modules. Furthermore, if (R,m) is a local ring,
then e(I, M) = e(I, N) for any m-primary ideal I , where e(I, M) denotes the multiplicity of M
along I .

(2) If L is an R-module of finite length, then we have the following inequalities of lengths for any
integer i: {

lengthR

(
Exti

R(L, M)
)
� lengthR

(
Exti

R(L, N)
)
,

lengthR

(
Exti

R(M, L)
)
� lengthR

(
Exti

R(N, L)
)
.

See [6, Lemma 4.5]. In particular, when R is a local ring, then

ν(M) � ν(N), βi(M) � βi(N) and μi(M) � μi(N) (i � 0),
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where ν , βi and μi denote the minimal number of generators, the ith Betti number and the ith
Bass number respectively.

Adding to these remarks we can prove the following result concerning Fitting ideals. Before stating
the theorem, we recall the definition of the Fitting ideal of a finitely presented module. Suppose that
a module M over a commutative ring A is given by a finitely free presentation

Am
C

An M 0,

where C is an n × m-matrix with entries in A. Then recall that the ith Fitting ideal F A
i (M) of M is

defined to be the ideal In−i(C) of A generated by all the (n − i)-minors of the matrix C . (We use the
convention that Ir(C) = A for r � 0 and Ir(C) = 0 for r > min{m,n}.) It is known that F A

i (M) depends
only on M and i, and independent of the choice of free presentation. The following lemma will be
used to prove the theorem.

Lemma 2.4. Let f : A → B be a ring homomorphism and let M be an A-module which possesses a finitely free
presentation. Then F B

i (M ⊗A B) = f (F A
i (M))B for all i � 0.

Proof. If M has a presentation

Am
(ci j)

An M 0,

then M ⊗A B has a presentation

Bm
( f (ci j))

Bn M ⊗A B 0.

Thus F B
i (M ⊗A B) = In−i( f (ci j)) = f (In−i(ci j))B = f (F A

i (M))B . �
Theorem 2.5. Let R be a noetherian commutative algebra over k, and M and N finitely generated R-modules.
Suppose M degenerates to N. Then we have F R

i (M) � F R
i (N) for all i � 0.

Proof. By the assumption there is a finitely generated R ⊗k V -module Q such that Q t ∼= M ⊗k K and
Q /t Q ∼= N , where V = k[t](t) and K = k(t). Note that R ⊗k V ∼= S−1 R[t] where S = k[t] \ (t). Since Q
is finitely generated, we can find a finitely generated R[t]-module Q ′ such that Q ′ ⊗R[t] (R ⊗k V ) ∼= Q .
For a fixed integer i we now consider the Fitting ideal J := F R[t]

i (Q ′) � R[t]. Apply Lemma 2.4 to the
ring homomorphism R[t] → R = R[t]/t R[t], and noting that Q ′ ⊗R[t] R ∼= N , we have

F R
i (N) = J + t R[t]/t R[t] (2.1)

as an ideal of R = R[t]/t R[t]. On the other hand, applying Lemma 2.4 to R[t] → R ⊗k K = T −1 R[t]
where T = k[t] \ {0}, we have F R

i (M)T −1 R[t] = J T −1 R[t]. Therefore there is an element f (t) ∈ T such
that f (t) J ⊆ F R

i (M)R[t].
Now to prove the inclusion F R

i (N) � F R
i (M), take an arbitrary element a ∈ F R

i (N). It follows from
(2.1) that there is a polynomial of the form a + b1t + b2t2 +· · ·+ brtr (bi ∈ R) that belongs to J . Then,
we have f (t)(a + b1t + b2t2 + · · · + brtr) ∈ F R

i (M)R[t]. Since f (t) is a non-zero polynomial whose
coefficients are all in k, looking at the coefficient of the non-zero term of the least degree in the
polynomial f (t)(a + b1t + · · · + brtr), we have that a ∈ F R

i (M). �
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3. Remarks for the rings R ⊗k K

In this paper we are interested in the stable analogue of degenerations of Cohen–Macaulay mod-
ules over a commutative Gorenstein local ring. For this purpose, all rings considered in the rest of
the paper are commutative. Furthermore (R,m,k) always denotes a Gorenstein local ring which is a
k-algebra, and V = k[t](t) and K = k(t) where t is a variable.

We note that R ⊗k V and R ⊗k K are not necessarily local rings but they are Gorenstein rings.

Remark 3.1. Let S = { f (t) ∈ k[t] | f (0) �= 0} = k[t] \ (t) and T = k[t] \ {0}, which are multiplicatively
closed subsets of k[t], hence of R[t]. Then, by definition, we have

R ⊗k V = S−1 R[t], R ⊗k K = T −1 R[t].

In particular, both rings are noetherian. Furthermore, there are natural mappings R → R ⊗k V and
R → R ⊗k K , which are flat ring homomorphisms. For any p ∈ Spec(R), the fibers of these homomor-
phisms are

κ(p) ⊗R (R ⊗k V ) = S−1κ(p)[t], κ(p) ⊗R (R ⊗k K ) = T −1κ(p)[t],

which are regular rings. Hence we see that R ⊗k V and R ⊗k K are Gorenstein as well as R . At the
same time, we have the equality of Krull dimension,

dim R ⊗k V = dim R + 1, dim R ⊗k K = dim R.

If dim R = 0 (i.e. R is artinian), then the rings R ⊗k V and R ⊗k K are local. In fact, the ideal
m(R ⊗k V ) of R ⊗k V is nilpotent, and (R ⊗k V )/m(R ⊗k V ) ∼= V , hence (m, t)(R ⊗k V ) is a unique
maximal ideal of R ⊗k V . By the same reason, m(R ⊗k K ) is a unique maximal ideal of R ⊗k K .

However we should note that R ⊗k V and R ⊗k K will never be local rings if dim R > 0. Actually,
if there is a prime ideal p with dim R/p = 1, then taking an x ∈ R so that x /∈ p, we have a maximal
ideal (p, xt − 1)R ⊗k V (resp. (p, xt − 1)R ⊗k K ), which is distinct from the maximal ideal (m, t)R ⊗k V
(resp. m(R ⊗k K )).

Since R ⊗k K is non-local, there may be a lot of projective modules which are not free. The fol-
lowing example gives such one of them.

Example 3.2. Let R = k�x, y�/(x3 − y2). It is known that the maximal ideal m = (x, y) is a unique
non-free indecomposable Cohen–Macaulay module over R . See [5, Proposition 5.11]. In fact it is given
by a matrix factorization of the polynomial x3 − y2:

(ϕ,ψ) =
((

y x
x2 y

)
,

(
y −x

−x2 y

))
.

Therefore there is an exact sequence

R2
ϕ

R2 m 0.

Now we deform these matrices and consider the pair of matrices over R ⊗k K :

(Φ,Ψ ) =
((

y − xt x − t2

x2 y + xt

)
,

(
y + xt −x + t2

−x2 y − xt

))
.
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Define the R ⊗k K -module P by the following exact sequence:

(R ⊗k K )2 Φ
(R ⊗k K )2 P 0.

We claim that P is a projective module of rank one over R ⊗k K but non-free. (Hence the Picard
group of R ⊗k K is non-trivial.)

To prove that P is projective of rank one. let P be a prime ideal of R ⊗k K . If x /∈ P, then x2 is a
unit in (R ⊗k K )P , therefore the matrix ΦP over (R ⊗k K )P is equivalent to

( 0 0
1 0

)
under elementary

transformations, hence PP = Coker(ΦP) ∼= Coker(
( 0 0

1 0

)
) ∼= (R ⊗k K )P . If x ∈ P, then x − t2 is a unit

in (R ⊗k K )P , hence by the same reason we have PP
∼= (R ⊗k K )P . Therefore P is projective of rank

one.
The point is to prove that P is non-free. Assume that P is a free R ⊗k K -module, then P ∼= R ⊗k K ,

since it is of rank one. Let Q be an R ⊗k V -module defined by the same matrix Φ:

(R ⊗k V )2 Φ
(R ⊗k V )2 Q 0.

Since the pair of matrices (Φ,Ψ ) gives a matrix-factorization of the polynomial x3 − y2 over the
regular ring k�x, y� ⊗k V , it is easy to see that there is an exact sequence

. . .
Ψ

(R ⊗k V )2 Φ
(R ⊗k V )2 Ψ

(R ⊗k V )2 Φ
(R ⊗k V )2 Ψ · · ·

In particular Q is a Cohen–Macaulay module over R ⊗k V , hence it is flat over V . On the other hand,
clearly we have Q t ∼= P ∼= R ⊗k K and Q /t Q ∼= Coker(ϕ) = m. Hence we must have that R degenerates
to m. This contradicts to the following proposition.

Proposition 3.3. Let R be an integral domain and N a finitely generated torsion-free R-module. If R degener-
ates to N, then R is isomorphic to N.

Proof. It follows from Theorem 2.2 that there is an exact sequence

0 Z
(φ
ψ)

R ⊕ Z
(α β)

N → 0,

where ψ is a nilpotent endomorphism of Z . We take such a short exact sequence so that rank Z
is minimal. (Recall that rank Z is the dimension of Z ⊗R K R over K R , where K R is the quotient field
of R .) If Z = 0 then clearly R ∼= N . Therefore we assume that Z �= 0, and we shall show a contradiction.

(1) If Z �= 0 then α = 0.

In fact, if α �= 0, then the mapping α : R → N is an injection, since N is torsion-free over R . In
such a case, suppose ψ(z) = 0 for z ∈ Z . Then, since α(φ(z)) + β(ψ(z)) = 0, we have α(φ(z)) = 0
hence φ(z) = 0. Thus we have

(
φ
ψ

)
(z) = 0. Since

(
φ
ψ

)
is an injection, we have z = 0. This is true for any

z ∈ Ker(ψ), hence ψ must be an injection. However, since ψ is a nilpotent endomorphism of Z , we
must have Z = 0.

(2) The restriction φ|Ker(ψ) : Ker(ψ) → R of φ is a surjection.

Let r ∈ R be any element. Since we have shown that α = 0, the element
(r

0

)
of R ⊕ Z belongs to

Ker(α,β). Thus there is an element z ∈ Z such that
(
φ
ψ

)
(z) = (r

0

)
, hence z ∈ Ker(ψ) and φ(z) = r.
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By claim (2) we have a homomorphism λ : R → Ker(ψ) such that φ · λ = 1R . Since ψ · λ = 0, we
have a commutative diagram

R

λ

R

(1
0)

Z
(φ
ψ)

R ⊕ Z .

It then follows that there is a commutative diagram with exact rows and columns:

0 0

R

λ

R

(1
0)

0 Z

π

(φ
ψ)

R ⊕ Z

(0 1)

N 0

0 Z ′ f
Z N 0

0 0

where Z ′ = Z/λ(R). Since λ is a splitting monomorphism, we have Z ∼= R ⊕ Z ′ and the third row can
be written as follows:

0 Z ′
(

φ′
ψ ′)

R ⊕ Z ′ N 0,

where ψ ′ = π · f . On the other hand it follows from the commutative diagram above that f · π = ψ .
Therefore (ψ ′)n+1 = (π · f ) · (π · f ) · · · (π · f ) = π · ψn · f for any n ∈ N. Thus ψ ′ is nilpotent as well
as ψ . Since rank Z ′ < rankZ , this contradicts the choice of Z . �
4. Definition and properties of stable degeneration

Let A be a commutative Gorenstein ring which is not necessarily local. We say that a finitely
generated A-module M is Cohen–Macaulay if Exti

A(M, A) = 0 for all i > 0. We consider the category
of all Cohen–Macaulay modules over A with all A-module homomorphisms:

CM(A) := {
M ∈ mod(A)

∣∣ M is a Cohen–Macaulay module over A
}
,

where mod(A) denotes the category of all finitely generated A-modules. We can then consider
the stable category of CM(A), which we denote by CM(A). Recall that the objects of CM(A) is
Cohen–Macaulay modules over A, and the morphisms of CM(A) are elements of HomA(M, N) :=
HomA(M, N)/P (M, N) for M, N ∈ CM(A), where P (M, N) denotes the set of morphisms from M to
N factoring through projective A-modules. For a Cohen–Macaulay module M we denote it by M to
indicate that it is an object of CM(A). Note that M ∼= N in CM(A) if and only if there are projective
A-modules P1 and P2 such that M ⊕ P1 ∼= N ⊕ P2 in CM(A).
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Under such circumstances it is known that CM(A) has a structure of triangulated category. In fact,
if L ∈ CM(A) then we can embed L into a projective A-module P such that the quotient P/L, which
we denote by Ω−1 L, is Cohen–Macaulay as well. We define the shift functor in CM(A) by L[1] =
Ω−1L. If there is an exact sequence 0 → L → M → N → 0 in CM(A), then we have the following
commutative diagram by taking the pushout:

0 L M N 0

0 L P Ω−1L 0.

We define the triangles in CM(A) are the sequences

L M N L[1]

obtained in such a way.
Let x ∈ A be a non-zero divisor on A. Note that x is a non-zero divisor on every Cohen–Macaulay

module over A. Thus the functor − ⊗A A/xA sends a Cohen–Macaulay module over A to that
over A/xA. Therefore it yields a functor CM(A) → CM(A/xA). Since this functor maps projective A-
modules to projective A/xA-modules, it induces the functor R : CM(A) → CM(A/xA). It is easy to
verify that R is a triangle functor.

Now let S ⊂ A be a multiplicative subset of A. Then, by a similar reason to the above, we have a
triangle functor L : CM(A) → CM(S−1 A) which maps M to S−1 M .

As before, let (R,m,k) be a Gorenstein local ring that is a k-algebra and let V = k[t](t) and K =
k(t). Since R ⊗k V and R ⊗k K are Gorenstein rings, we can apply the observation above. Actually,
t ∈ R ⊗k V is a non-zero divisor on R ⊗k V and there are isomorphisms of k-algebras; (R ⊗k V )/t(R ⊗k
V ) ∼= R and (R ⊗k V )t ∼= R ⊗k K . Thus there are triangle functors L : CM(R ⊗k V ) → CM(R ⊗k K ) defined
by the localization by t , and R : CM(R ⊗k V ) → CM(R) defined by taking − ⊗R⊗k V (R ⊗k V )/t(R ⊗k
V ) = − ⊗V V /tV . Now we define the stable degeneration of Cohen–Macaulay modules.

Definition 4.1. Let M, N ∈ CM(R). We say that M stably degenerates to N if there is a Cohen–
Macaulay module Q ∈ CM(R ⊗k V ) such that L(Q ) ∼= M ⊗k K in CM(R ⊗k K ) and R(Q ) ∼= N in
CM(R).

The following are easily verified.

Lemma 4.2. Let M, N ∈ CM(R). If M degenerates to N, then M stably degenerates to N.

Proof. Suppose M degenerates to N . Then there is Q ∈ mod(R ⊗k V ) that is V -flat and satisfies
Q /t Q ∼= N and Q t ∼= M ⊗k K . Note in this case that Q is a Cohen–Macaulay R ⊗k V -module, i.e.
Q ∈ CM(R ⊗k V ). In fact, if a prime ideal P of R ⊗k V contains t , then, since Q P/t Q P = (Q /t Q )P
is Cohen–Macaulay and since t is a non-zero divisor on Q , we see that Q P is a Cohen–Macaulay
RP-module. On the other hand, if t /∈ P, then Q P is a Cohen–Macaulay RP-module as well, since it
is a localization of the Cohen–Macaulay R ⊗k K -module Q t . Thus we have Q ∈ CM(R ⊗k V ). Then it
is clear that R(Q ) ∼= N and L(Q ) ∼= M ⊗k K . �
Proposition 4.3. Suppose that there is a triangle

L
α

M
β

N
γ

L[1],

in CM(R). Then M stably degenerates to L ⊕ N.
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Proof. Note that γ is an element of HomR(N,Ω−1 L), which is naturally a submodule of HomR(N,

Ω−1 L) ⊗k V ∼= HomR⊗k V (N ⊗k V ,Ω−1L ⊗k V ). Regarding γ as an element of HomR⊗k V (N ⊗k V ,

Ω−1 L ⊗k V ), we have a morphism γ ⊗ t : N ⊗k V → L ⊗k V [1] in CM(R ⊗k V ). (The morphism γ ⊗ t
is a composition of γ : N ⊗k V → L ⊗k V [1] with the multiplication map by t .) Now embed γ ⊗ t into
a triangle in CM(R ⊗k V ), and we get Q ∈ CM(R ⊗k V ) with the triangle

L ⊗k V Q N ⊗k V
γ ⊗t

L ⊗k V [1].

Notice that R(γ ⊗ t) = 0, since the multiplication map by t is zero in CM(R). Therefore applying the
triangle functor R to the triangle above and noting that R(X ⊗k V ) = X for any X ∈ CM(R), we have
an isomorphism R(Q ) ∼= L ⊕ N .

On the other hand, there is an isomorphism of triangles in CM(R ⊗k K );

L ⊗k K

t ∼=

α⊗1
M ⊗k K

β⊗1
N ⊗k K

γ ⊗1
L ⊗k K [1]

t ∼=

L ⊗k K Q t N ⊗k K
γ ⊗t

L ⊗k K [1].

Hence we have that L(Q ) = Q t ∼= M ⊗k K . As a consequence, M stably degenerates to L ⊕ N . �
Proposition 4.4. Let M, N ∈ CM(R) and suppose that M stably degenerates to N. Then the following hold.

(1) M[1] (resp. M[−1]) stably degenerates to N[1] (resp. N[−1]).
(2) M∗ stably degenerates to N∗ , where M∗ denotes the R-dual HomR(M, R).

Proof. By the assumption, there is Q ∈ CM(R ⊗k V ) such that L(Q ) ∼= M ⊗k K in CM(R ⊗k K ) and
R(Q ) ∼= N in CM(R).

To prove (1), consider Q [1] in CM(R ⊗k V ). Then, since L and R are triangle functors, we have
L(Q [1]) ∼= M ⊗k K [1] ∼= M[1] ⊗k K in CM(R ⊗k K ) and R(Q [1]) ∼= N[1] in CM(R). This shows that
M[1] stably degenerates to N[1].

To prove (2) we set Q̃ = HomR⊗k V (Q , R ⊗k V ), and consider Q̃ ∈ CM(R ⊗k V ). Then it is easy

to see that there are isomorphisms; Q̃ t ∼= HomR⊗k K (Q t , R ⊗k K ) and Q̃ /t Q̃ ∼= HomR(Q /t Q , R). Thus
L(Q̃ ) ∼= HomR⊗k K (M ⊗k K , R ⊗k K ) ∼= HomR(M, R) ⊗k K and R(Q̃ ) ∼= HomR(N, R). Therefore M∗ sta-
bly degenerates to N∗ . �
Proposition 4.5. Let M, N, X ∈ CM(R). If M ⊕ X stably degenerates to N, then M stably degenerates to
N ⊕ X[1].

Proof. Take Q ∈ CM(R ⊗k V ) satisfying that L(Q ) ∼= (M ⊕ X) ⊗k K in CM(R ⊗k K ) and R(Q ) ∼= N in
CM(R).

First of all we note that there is a natural isomorphism

HomR⊗k V

(
(M ⊕ X) ⊗k V , Q

)
t
∼= HomR⊗k K

(
(M ⊕ X) ⊗k K , Q t

)
.

Thus there is a morphism α : (M ⊕ X) ⊗k V → Q in CM(R ⊗k V ) such that L(α) = αt is an isomor-
phism in CM(R ⊗k K ). Here, replacing α with tα if necessary, we may assume that R(α) = 0. Now
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let β : X ⊗k V → (M ⊗k V ) ⊕ (X ⊗k V ) ∼= (M ⊕ X) ⊗k V be a natural splitting monomorphism and we
set γ = α · β . Then we can embed the morphism γ into a triangle in CM(R ⊗k V ):

X ⊗k V
γ

Q Q ′ X ⊗k V [1].

Since R(γ ) = R(α) · R(β) = 0, we have that

R
(

Q ′) ∼= R(Q ) ⊕ R
(

X ⊗k V [1]) ∼= N ⊕ X[1].

On the other hand, since there is a triangle in CM(R ⊗k K );

X ⊗k K
L(β)

(M ⊕ X) ⊗k K M ⊗k K X ⊗k K [1],

noting that L(α) : (M ⊕ X) ⊗k K → Q t is an isomorphism, we have that L(Q ′) ∼= M ⊗k K . This shows
that M stably degenerates to N ⊕ X[1]. �
Remark 4.6. The zero object in CM(R) can stably degenerate to a non-zero object. For example, there
is a triangle

X 0 X[1] 1
X[1].

for any X ∈ CM(R). Hence 0 stably degenerates to X ⊕ X[1] by Proposition 4.3.

5. Conditions for stable degeneration

Let (R,m,k) be a Gorenstein local k-algebra as before. The main purpose of this section is to prove
the following theorem.

Theorem 5.1. Consider the following three conditions for Cohen–Macaulay R-modules M and N:

(1) Rm ⊕ M degenerates to Rn ⊕ N for some m,n ∈ N.

(2) There is a triangle Z
(

φ

ψ
)

→ M ⊕ Z → N → Z [1] in CM(R), where ψ is a nilpotent element of EndR(Z).
(3) M stably degenerates to N.

Then, in general, the implications (1) ⇒ (2) ⇒ (3) hold.
Furthermore, if R is artinian, then the conditions (1), (2) and (3) are all equivalent.

In the next section we shall prove that the implication (3) ⇒ (2) holds if R is a Gorenstein com-
plete local ring with only an isolated singularity (Theorem 6.1).

Proof. (1) ⇒ (2): Suppose that Rm ⊕ M degenerates to Rn ⊕ N . Then by Theorem 2.2, we have a short
exact sequence of finitely generated left R-modules

0 → Z
(φ
ψ)−→ (

Rm ⊕ M
) ⊕ Z → (

Rn ⊕ N
) → 0,

where ψ is nilpotent. In such a case Z is a Cohen–Macaulay module as well. See [7, Remark 4.3.1]
or [8, Proof of Theorem 3.2]. Then converting this short exact sequence into a triangle in CM(R), we
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have Z
(

φ

ψ
)

→ M ⊕ Z → N → Z [1], where, since ψ ∈ EndR(Z) is nilpotent, ψ ∈ EndR(Z) is nilpotent as
well.

(2) ⇒ (3): Through the natural injective homomorphism

HomR(Z , M) ↪→ HomR⊗k V (Z ⊗k V , M ⊗k V ),

φ �→ φ ⊗ 1V

we regard φ as a morphism in CM(R ⊗k V ). Likewise ψ is regarded as a morphism in CM(R ⊗k V )

which is nilpotent as well. Note that there is a triangle in CM(R ⊗k V );

Z ⊗k V
(

φ

ψ
)

−→ M ⊗k V ⊕ Z ⊗k V −→ N ⊗k V −→ Z ⊗k V [1].
Now consider a morphism t + ψ : Z ⊗k V → Z ⊗k V , and we have a triangle of the form;

Z ⊗k V
(

φ

t+ψ
)

−→ M ⊗k V ⊕ Z ⊗k V −→ Q −→ Z ⊗k V [1],
for some Q ∈ CM(R ⊗k V ). Note that L(t +ψ) is an isomorphism in CM(R ⊗k K ), since t ∈ R ⊗k K is a
unit and L(ψ) is a nilpotent morphism. Thus, applying the functor L to the triangle above, we have
that L(Q ) ∼= L(M ⊗k V ) = M ⊗k K . On the other hand, since R(t + ψ) = ψ , we see that R(Q ) ∼= N .
Thus M stably degenerates to N .

(3) ⇒ (1): In this proof we assume that dim R = 0. Since M stably degenerates to N , there is
Q ∈ CM(R ⊗k V ) such that L(Q ) ∼= M ⊗k K in CM(R ⊗k K ) and R(Q ) ∼= N in CM(R). By definition,
we have isomorphisms Q t ⊕ P1 ∼= (M ⊗k K ) ⊕ P2 in CM(R ⊗k K ) for some projective R ⊗k K -modules
P1, P2, and Q /t Q ⊕ Ra ∼= N ⊕ Rb in CM(R) for some a,b ∈ N. As we have remarked in Remark 3.1,
R ⊗k K is a local ring, hence P1 and P2 are free. Thus Q t ⊕ (R ⊗k K )c ∼= (M ⊗k K ) ⊕ (R ⊗k K )d for
some c,d ∈ N.

Now setting Q̃ = Q ⊕ (R ⊗k V )a+c , we have isomorphisms

Q̃ t ∼= (
M ⊕ Ra+d) ⊗k K , Q̃ /t Q̃ ∼= N ⊕ Rb+c.

Noting that Q , hence Q̃ , is V -flat, since it is a Cohen–Macaulay module over R ⊗k V , we conclude
that M ⊕ Ra+d degenerates to N ⊕ Rb+c . �

In Theorem 5.1 the implication (2) ⇒ (1) does not holds even in the case when dim R = 1.

Example 5.2. As in Example 3.2, let R = k�x, y�/(x3 − y2) and let m = (x, y)R . The ring R can be
identified with the subring k�s2, s3 � of the formal power series ring S = k�s� by mapping x, y to s2, s3

respectively. Note in this case that EndR(m) = S . Actually m is the conductor of the ring extension
R ⊂ S and hence m is identical with an ideal s2 S of S .

In this case, there is an exact sequence

0 m
( j

s)
R ⊕ m

(x −s)
m 0,

where j is a natural inclusion m ⊂ R . This is in fact a unique AR sequence in CM(R). (See [5, Propo-
sition 5.11].) Note that EndR(m) = S/s2 S and there is a triangle

m
s

m
−s

m m[1],
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in CM(R). Since s ∈ EndR(m) = S/s2 S is nilpotent, the condition (2) in Theorem 5.1 holds for M =
0 and N = m. Hence 0 stably degenerates to m in this case. However we can prove the following
proposition, and hence the condition (1) in Theorem 5.1 does not hold.

Proposition 5.3. Let R = k�s2, s3 � ⊂ S = k�s� and let m = (s2, s3)R as above. Then Rm never degenerates to
Rn ⊕ m for m,n ∈ N.

Proof. Suppose that Rm degenerates to Rn ⊕ m for some m,n ∈ N, and we shall seek a contradiction.
Comparing the ranks, we have m = n + 1 by Remark 2.3(1). Then it follows from Theorem 2.2 that
there is an exact sequence

0 Z
(φ
ψ)

Rn+1 ⊕ Z Rn ⊕ m 0,

such that the endomorphism ψ of Z is nilpotent. Note that Z is also a Cohen–Macaulay module
over R . Since R and m are unique indecomposable Cohen–Macaulay R-modules over R , Z can be
described as Ra ⊕ mb for some a,b ∈ N. Therefore the above sequence is described as

0 Ra ⊕ mb

( φ1 φ2
ψ11 ψ12
ψ21 ψ22

)
Rn+1 ⊕ Ra ⊕ mb Rn ⊕ m 0,

where φ = (φ1 φ2) and ψ = ( ψ11 ψ12
ψ21 ψ22

)
. Note that S = EndR(m) = HomR(m, R) and HomR(R,m) = m.

Thus,

(
ψ11 ψ12

ψ21 ψ22

)
∈

(
Ra×a Sa×b

mb×a Sb×b

)
.

As the first step of the proof we claim that

det(ψ22) ≡ cs
(
mod s2 S

)
, (5.1)

for some c ∈ k \ {0}.
In fact, converting the short exact sequence above into the stable category, we have the triangle in

CM(R);

mb
ψ

mb m mb[1],

where we should note that ψ = ψ22. Note that EndR(m) = S/s2 S and m[1] ∼= m in CM(R). It is easy
to see that there are triangles in CM(R);

⎧⎪⎪⎨
⎪⎪⎩

m
1−→ m −→ 0 −→ m,

m
s−→ m −→ m −→ m,

m
0−→ m −→ m⊕2 −→ m.
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Since ψ22 is an element (S/s2 S)b×b , noticing that the cone of ψ22 is m, we can make ψ22 into the

following form after elementary transformations of matrices over S/s2 S:⎛
⎜⎜⎝

1
. . .

1
s

⎞
⎟⎟⎠ .

In particular, det(ψ22) is equal to s up to a unit in S/s2 S . Since the natural projection S → S/s2 S
sends det(ψ22) to det(ψ22), this shows the equality (5.1).

Now let us denote by χψ22(T ) the characteristic polynomial of the matrix ψ22 ∈ Sb×b . We have
from (5.1) that

χψ22(T ) = det(T E − ψ22) ≡ T b + · · · + (−1)bcs
(
mod s2 S

)
. (5.2)

Now we consider the matrix ψ = ( ψ11 ψ12
ψ21 ψ22

)
as an element of

(
Sa×a Sa×b

Sb×a Sb×b

)
, which is a nilpotent

matrix as well. Therefore, as for the characteristic polynomial χψ(T ) of ψ we have the equality

χψ(T ) = T a+b. (5.3)

On the other hand, since every entry of ψ21 is in m = s2 S , we have

ψ ≡
(

ψ11 ψ12
0 ψ22

) (
mod s2 S

)
,

and thus

χψ(T ) ≡ χψ11(T ) · χψ22(T )
(
mod s2 S

)
. (5.4)

Since every entry of ψ11 is in R = k�s2, s3 �, we see that ψ11 mod s2 S is just a matrix with entries
in k. Thus χψ11 (T ) mod s2 S ∈ k[T ]. Combining this observation with (5.2), (5.3) and (5.4), we have
the equality of elements in (S/s2 S)[T ];

T a+b = (
T a + d1T a−1 + · · · + da

)(
T b + · · · + (−1)bcs

)
,

with di ∈ k. Setting d0 = 1 and � = max{i | 0 � i � a, di �= 0}, we see that the nontrivial term
(−1)bd�csT a−� appears in the right-hand side. This is a contradiction. �
6. The case of isolated singularity

In this section we shall prove the equivalence (2) ⇔ (3) for the conditions in Theorem 5.1 if the
Gorenstein local ring is an isolated singularity. The goal of this section is to prove the following
theorem.

Theorem 6.1. Let (R,m,k) be a Gorenstein complete local ring that is a k-algebra, and let M, N ∈ CM(R).
Assume that R has only an isolated singularity, and k is an infinite field. If M stably degenerates to N, then
there is a triangle in CM(R);

Z
(

φ

ψ
)

M ⊕ Z N Z [1],

where ψ is a nilpotent element of EndR(Z).
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To prove this theorem we need some auxiliary lemmas. For the proof of the following lemma the
reader should refer to [3, Swan’s Lemma 5.1].

Lemma 6.2 (Swan’s Lemma). Let R be a noetherian ring and t a variable. Assume that an R[t]-module L is
a submodule of W ⊗R R[t] with W being a finitely generated R-module. Then, there is an exact sequence of
R[t]-modules;

0 X ⊗R R[t] Y ⊗R R[t] L 0,

where X and Y are finitely generated R-modules.

Lemma 6.3. Let (R,m,k) be a noetherian local k-algebra, where k is an infinite field, and let V = k[t](t) and
K = k(t) as before. Suppose that a finitely generated R ⊗k V -module P ′ satisfies the following conditions:

(1) P ′ is a submodule of a finitely generated free R ⊗k V -module,
(2) the localization P = P ′

t by t is a projective R ⊗k K -module.

Then there is a short exact sequence of R ⊗k V -modules;

0 X ⊗k V (X ⊗k V ) ⊕ (Rn ⊗k V ) P ′ 0,

where X is a finitely generated R-module and n is a non-negative integer.

Proof. Recall that R ⊗k V = S−1 R[t] and R ⊗k K = T −1 R[t] where S = k[t]\ (t) and T = k[t]\{0}. Since
P ′ is a finitely generated S−1 R[t]-module, we find a finitely generated R[t]-submodule L of P ′ which
satisfies S−1 L = P ′ . By the assumption, we may assume P ′ � S−1 R[t]r for some r � 0. Replacing L
with L ∩ R[t]r if necessary, we may take a submodule of a free R[t]-module as such an L. Thus we
can apply Swan’s Lemma 6.2 to L and we have an exact sequence of R[t]-modules

0 X ⊗R R[t] Y ⊗R R[t] L 0, (6.1)

where X, Y are finitely generated R-modules.
We note that there is a polynomial f (t) ∈ T such that L f (t) is projective over R[t] f (t) . In fact, taking

an epimorphism from a free module to L, we have an exact sequence 0 → L1 → R[t]m → L → 0.
This sequence will split if it is localized by T , since P = T −1 L is projective. Therefore it splits after
localizing it by some element f (t) ∈ T .

Now we localize the exact sequence (6.1) by f (t) ∈ T , and then we have an isomorphism of
R[t] f (t)-modules

Y ⊗R R[t] f (t)
∼= L f (t) ⊕ (

X ⊗R R[t] f (t)
)
. (6.2)

Since we assume that k is an infinite field, there is an element c ∈ k such that f (c) �= 0. Consider the
R-algebra homomorphism σ : R[t] f (t) → R which sends t to c, and we regard R as an R[t] f (t)-algebra
through σ . We note that (X ⊗R R[t] f (t))⊗R[t] f (t) R ∼= X for any R-module X . Hence, taking −⊗R[t] f (t) R
with (6.2), we have

Y ∼= (L f (t) ⊗R[t] f (t) R) ⊕ X .

Noting that L f (t) is a projective R[t] f (t)-module, we see that L f (t) ⊗R[t] f (t) R is a projective R-module
as well. Hence L f (t) ⊗R[t] f (t) R ∼= Rn as R-modules for some n � 0, since R is local. Therefore we
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have Y ∼= Rn ⊕ X . Substituting this into (6.1) and taking the localization by S , we have a short exact
sequence

0 X ⊗k V (X ⊗k V ) ⊕ (Rn ⊗k V ) P ′ 0. �
Proposition 6.4. Let R be a Gorenstein local k-algebra, where k is an infinite field. Suppose we are given a
Cohen–Macaulay R ⊗k V -module P ′ satisfying that the localization P = P ′

t by t is a projective R ⊗k K -module.
Then there is a Cohen–Macaulay R-module X with a triangle in CM(R ⊗k V ) of the following form:

X ⊗k V X ⊗k V P ′ X ⊗k V [1]. (6.3)

Proof. Let � = dim R + 1 = dim R ⊗k V , and we note that P ′ is an �th syzygy module of a Cohen–
Macaulay R ⊗k V -module P ′′ . (R ⊗k V is a Gorenstein ring and every Cohen–Macaulay module over
a Gorenstein ring is a syzygy module of a Cohen–Macaulay module.) In such a situation, P ′′

t is a
projective R ⊗k K -module, since so is P ′

t . Therefore we can apply Lemma 6.3 to P ′′ to get a short
exact sequence

0 X ⊗k V (X ⊗k V ) ⊕ (Rn ⊗k V ) P ′′ 0,

where X is just a finitely generated R-module. Now take the �th syzygy of this sequence. We notice
that the �th syzygy module Ω�

R⊗k V (X ⊗k V ) is isomorphic, as an object of CM(R ⊗k V ), to Ω�
R(X)⊗k V

which is a Cohen–Macaulay R ⊗k V -module. In this way we obtain a triangle in CM(R ⊗k V );

Ω�
R X ⊗k V Ω�

R X ⊗k V Ω�
R⊗k V P ′′ Ω�

R X ⊗k V [1].

Setting P ′ = Ω�
R⊗k K P ′′ and replacing Ω�

R X with X , we have a desired triangle. �
The following lemma is an analogue, or one might say a higher-dimensional version, of the Fitting

lemma.

Lemma 6.5. Let R be a Gorenstein complete local ring which has only an isolated singularity, and let
X ∈ CM(R). Given an endomorphism ψ ∈ EndR(X), we have a direct decomposition X = X1 ⊕ X2 and auto-
morphisms α, β of X such that

α · ψ · β =
(

ψ1 0

0 ψ2

)
,

where ψ1 : X1 → X1 is an automorphism and ψ2 : X2 → X2 is a nilpotent endomorphism.

Proof. Recall that CM(R) is a Krull-Schmidt category and so is CM(R). Therefore X is uniquely
decomposed into a direct sum of indecomposable objects; X ∼= Y1 ⊕· · ·⊕ Yn . According to this decom-
position, ψ is described as an n×n-matrix (ψi j), where ψi j ∈ HomR(Y j, Yi). If there is an isomorphism

ψi j , then ψ is arranged into the form
( ψi j 0

0 ∗
)
, more precisely, there are automorphisms α1 and β1 of

X such that α1 · ψ · β1 = ( ψi j 0

0 ∗
)
. Hence, by induction on n, it is enough to prove that ψ is nilpotent

if all ψi j are non-isomorphic. For an integer N , each entry of the matrix (ψi j)
N is a composition of

morphisms; Y j = Z0 → Z1 → ·· · → ZN = Yi , where each Zk is one of Y1, . . . , Yn . Take an integer �

satisfying (rad EndR(Yi))
� = 0 for i = 1,2, . . . ,n. Note that this is possible, since each EndR(Yi) is an
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artinian local ring by the assumption. If N > �n, then some Yk appears at least (� + 1)-times among
Z0, Z1, . . . , ZN , therefore the composition Z0 → Z1 → ·· · → ZN is a zero morphism. Thus (ψi j)

N = 0
if N > �n. �

Now we proceed to the proof of Theorem 6.1.

Proof of Theorem 6.1. To prove the theorem, let (R,m,k) be a Gorenstein complete local k-algebra,
and assume that R has only an isolated singularity and that k is an infinite field.

For M, N ∈ CM(R), we assume that M stably degenerates to N . Then, by definition we have Q ∈
CM(R ⊗k V ) such that Q t ∼= M ⊗k K in CM(R ⊗k K ) and Q /t Q ∼= N in CM(R). Note that there is a
natural isomorphism

HomR⊗k V (M ⊗k V , Q )t ∼= HomR⊗k K (M ⊗k K , Q t).

Therefore there is a morphism ρ : M ⊗k V → Q in CM(R ⊗k V ) with ρt : M ⊗k K → Q t is an isomor-
phism. Now take a cone of ρ , and we get a triangle in CM(R ⊗k V );

M ⊗k V
ρ

Q P ′ M ⊗k V [1]. (6.4)

By the choice of ρ , we have that P ′
t
∼= 0 in CM(R ⊗k K ), i.e. P ′

t is a projective R ⊗k K -module. By
virtue of Lemma 6.4 we have a Cohen–Macaulay R-module X and a triangle in CM(R ⊗k V );

X ⊗k V
μ

X ⊗k V P ′ X ⊗k V [1].

Utilizing the octahedron axiom, it follows from this triangle together with (6.4) that there is a com-
mutative diagram in which all rows and columns are triangles in CM(R ⊗k V ).

X ⊗k V X ⊗k V

μ

M ⊗k V W
ν

X ⊗k V
λ

M ⊗k V [1]

M ⊗k V
ρ

Q P ′ M ⊗k V [1]

X ⊗k V [1] X ⊗k V [1]

(6.5)

Taking the localization by t , and noting that P ′
t
∼= 0, we have the following commutative diagram in

which all rows and columns are triangles in CM(R ⊗k K ).
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X ⊗k K X ⊗k K

μ ∼=

M ⊗k K Wt
νt

X ⊗k K
λt

M ⊗k K [1]

M ⊗k K
ρt

∼=
Q t 0 M ⊗k K [1]

X ⊗k K [1] X ⊗k K [1].

From this diagram we see that νt is a splitting epimorphism, and hence λt = 0 in CM(R ⊗k K ). Notice
that λ is an element of Ext1

R⊗k V (X ⊗k V , M ⊗k V ), and that there is a natural isomorphism

Ext1
R⊗k V (X ⊗k V , M ⊗k V ) ∼= Ext1

R(X, M) ⊗k V .

Thus that λt = 0 forces that tnλ = 0 in Ext1
R(X, M)⊗k V for some n > 0. However, since t is a non-zero

divisor on Ext1
R(X, M) ⊗k V , this implies that λ = 0 as an element Ext1

R⊗k V (X ⊗k V , M ⊗k V ).
Now getting back to the diagram (6.5), we conclude from λ = 0 that the second row splits and

that W is isomorphic to M ⊗k V ⊕ X ⊗k V . Thus we have a triangle in CM(R ⊗k V ):

X ⊗k V M ⊗k V ⊕ X ⊗k V Q X ⊗k V [1].

Send this triangle by the functor R : CM(R ⊗k V ) → CM(R), and we get a triangle in CM(R) of the
following form:

X
(

φ

ψ
)

M ⊕ X N X[1].

We should note that we did not use so far the assumption that R is an isolated singularity.
It remains to prove that we can take a nilpotent endomorphism as ψ . For this, we apply Lemma 6.5

to the ψ above. As in the lemma, we have a decomposition X = X1 ⊕ X2 and automorphisms α,β of
X such that

α · ψ · β =
(

ψ1 0

0 ψ2

)
,

where ψ1 : X1 → X1 is an automorphism and ψ2 : X2 → X2 is a nilpotent endomorphism. Then we
have an isomorphism of triangles in CM(R);
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X1 ⊕ X2

β−1 ∼=

(
φ

ψ
)

M ⊕ X1 ⊕ X2

( 1 0
0 α

) ∼=

N

∼=

(X1 ⊕ X2)[1]
∼=

X1 ⊕ X2( φβ

···
ψ1 0

0 ψ2

)M ⊕ X1 ⊕ X2 N (X1 ⊕ X2)[1].

Since ψ1 is an isomorphism, we can split X1 off from the triangle in the second row above, and we
get the triangle of the form;

X2

(
φ′
ψ2

)

M ⊕ X2 N X2[1].

Since ψ2 is nilpotent, this is the triangle we wanted. �
As a direct consequence of Theorem 6.1, we have the following corollary.

Corollary 6.6. Let (R1,m1,k) and (R2,m2,k) be Gorenstein complete local k-algebras. Assume that the both
R1 and R2 are isolated singularities, and that k is an infinite field. Suppose there is a k-linear equivalence
F : CM(R1) → CM(R2) of triangulated categories. Then, for M, N ∈ CM(R1), M stably degenerates to N if and
only if F (M) stably degenerates to F (N).

Proof. Assume that M stably degenerates to N for M, N ∈ CM(R1). By Theorem 6.1 there is a triangle

Z
(

φ

ψ
)

M ⊕ Z N Z [1],

where ψ is a nilpotent element of EndR(Z). Applying the functor F to this, we have a triangle in
CM(R2);

F (Z)

(
F (φ)

F (ψ)
)

F (M) ⊕ F (Z) F (N) F (Z)[1].

Since F (ψ) is nilpotent as well, Theorem 5.1 forces that F (M) stably degenerates to F (N). �
Remark 6.7. Let (R1,m1,k) and (R2,m2,k) be Gorenstein complete local k-algebras as above. Then it
hardly occurs that there is a k-linear equivalence of categories between CM(R1) and CM(R2). In fact,
if it occurs, then R1 is isomorphic to R2 as a k-algebra. (See [2, Proposition 5.1].)

On the other hand, an equivalence between CM(R1) and CM(R2) may happen for non-isomorphic
k-algebras. For example, let R1 = k�x, y, z�/(xn + y2 + z2) and R2 = k�x�/(xn) with characteristic of
k being odd and n ∈ N. Then, by Knoerrer’s periodicity [5, Theorem 12.10], we have an equivalence
CM(k�x, y, z�/(xn + y2 + z2)) ∼= CM(k�x�/(xn)). Since k�x�/(xn) is an artinian Gorenstein ring, the
stable degeneration of modules over k�x�/(xn) is equivalent to a degeneration up to free summands
by Theorem 5.1. Moreover the degeneration problem for modules over k�x�/(xn) is known to be
equivalent to the degeneration problem for Jordan canonical forms of square matrices of size n. Thus
by virtue of Corollary 6.6, it is easy to describe the stable degenerations of Cohen–Macaulay modules
over k�x, y, z�/(xn + y2 + z2).
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7. Degeneration and stable degeneration

In this section we shall show that a stable degeneration implies a degeneration after adding some
identical Cohen–Macaulay module. More precisely the main result of this section is the following.

Theorem 7.1. Let R be a Gorenstein complete local k-algebra, where we assume that k is an infinite field.
Let M, N ∈ CM(R), and suppose that M stably degenerates to N. Then, there exists an X ∈ CM(R) such that
M ⊕ Rm ⊕ X degenerates to N ⊕ Rn ⊕ X for some m,n ∈ N.

Before giving a proof of this theorem we need a lemma and a proposition which are basically
proved by using Swan’s Lemma 6.2.

Lemma 7.2. Let R be a noetherian local k-algebra, where k is an infinite field, and let K = k(t) as before. Given
a finitely generated projective R ⊗k K -module P , there are a finitely generated R-module X and a non-negative
integer n such that

P ⊕ (X ⊗k K ) ∼= (
Rn ⊗k K

) ⊕ (X ⊗k K ),

as R ⊗k K -modules.

Proof. Recall that R ⊗k K = (R ⊗k V )t . Since P is a finitely generated (R ⊗k V )t -module, we find a
finitely generated R ⊗k V -submodule P ′ of P satisfying P ′

t
∼= P . Since P is projective, we may assume

P � (R ⊗k K )r for some r � 0. Replacing P ′ with P ′ ∩ (R ⊗k V )r if necessary, we may take a submodule
of a free R ⊗k V -module as such a P ′ . Thus we can apply Lemma 6.3 to P ′ and we have an exact
sequence of R ⊗k V -modules;

0 X ⊗k V (X ⊗k V ) ⊕ (Rn ⊗k V ) P ′ 0,

where X is a finitely generated R-module and n is a non-negative integer. Taking the localization by
t and noting that P = P ′

t is projective, we have an isomorphism

P ⊕ (X ⊗k K ) ∼= (
Rn ⊗k K

) ⊕ (X ⊗k K ). �
Proposition 7.3. Let R be a Cohen–Macaulay local k-algebra, where k is an infinite field, and let K = k(t) as
before. Given a finitely generated projective R ⊗k K -module P , there are a Cohen–Macaulay R-module X and
a non-negative integer n such that

P ⊕ (X ⊗k K ) ∼= (
Rn ⊗k K

) ⊕ (X ⊗k K ), (7.1)

as R ⊗k K -modules.

Proof. We have already shown that there is a finitely generated R-module X which satisfies the
isomorphism (7.1). Take an integer � so that 2� > dim R and we consider the 2�th syzygy module of
X , i.e. there is an exact sequence

0 Ω2� X F2�−1 · · · F0 X 0,

where each Fi is a free R-module. Since P is a projective R ⊗k K -module, it is a direct summand of
a free R ⊗k K -module Rm ⊗k K . Therefore there is an idempotent ε ∈ EndR⊗k K (Rm ⊗k K ) such that
P = Coker(ε) = Im(1 − ε) = Ker(ε). Thus there is an exact sequence with 2� + 2 terms

0 → P → Rm ⊗k K
ε−→ Rm ⊗k K

1−ε−→ · · · 1−ε−→ Rm ⊗k K
ε−→ Rm ⊗k K → P → 0.
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Tensoring the first exact sequence with K over k and taking the direct sum of these exact sequences,
we obtain an exact sequence of the form

0 → P ⊕ (
Ω2� X ⊗k K

) → G2�−1 → ·· · → G0 → P ⊕ (X ⊗k K ) → 0,

where Gi = Rm ⊗k K ⊕ Fi ⊗k K that is a free R ⊗k K -module. On the other hand there is an exact
sequence of the form

0 → (
Ω2� X ⊗k K

) → H2�−1 → ·· · → H0 → (
Rn ⊗k K

) ⊕ (X ⊗k K ) → 0,

where each Hi is a free R ⊗k K -module. Since (Rn ⊗k K ) ⊕ (X ⊗k K ) ∼= P ⊕ (X ⊗k K ), it follows from
Schanuel’s lemma that there is an isomorphism of the form

P ⊕ (
Ω2� X ⊗k K

) ⊕ (
Ra ⊗k K

) ∼= (
Ω2� X ⊗k K

) ⊕ (
Rb ⊗k K

)
,

for some a,b ∈ N. Note that in such a situation we must have a < b whenever P �= 0. Thus setting
X ′ = Ω2� X ⊕ Ra , we have

P ⊕ (
X ′ ⊗k K

) ∼= (
Rb−a ⊗k K

) ⊕ (
X ′ ⊗k K

)
and clearly X ′ is a Cohen–Macaulay module over R . �

Now we can prove Theorem 7.1.

Proof of Theorem 7.1. We assume that M stably degenerates to N for M, N ∈ CM(R). By definition
there is a Cohen–Macaulay R ⊗k V -module Q such that Q t ∼= M ⊗k K in CM(R ⊗k K ) and Q /t Q ∼= N
in CM(R). Thus Q t ⊕ P1 ∼= (M ⊗k K ) ⊕ P2 in CM(R ⊗k K ) for projective R ⊗k K -modules P1 and P2,
and Q /t Q ⊕ Ra ∼= N ⊕ Rb in CM(R) for some a,b ∈ N. It then follows from Proposition 7.3 there are
Cohen–Macaulay R-modules X1, X2 and integers n1,n2 satisfying

Pi ⊕ (Xi ⊗k K ) ∼= (
Rni ⊗k K

) ⊕ (Xi ⊗k K ),

for i = 1,2. Now setting X = X1 ⊕ X2 we have an isomorphism in CM(R ⊗k K );

Q t ⊕ (
Rn1 ⊗k K

) ⊕ (X ⊗k K ) ∼= (M ⊗k K ) ⊕ (
Rn2 ⊗k K

) ⊕ (X ⊗k K ).

We denote by Q̃ the Cohen–Macaulay module Q ⊕ (Ra+n1 ⊗k V ) ⊕ (X ⊗k V ) over R ⊗k V . Then it
follows

Q̃ t ∼= (M ⊗k K ) ⊕ (
Ra+n2 ⊗k K

) ⊕ (X ⊗k K ),

in CM(R ⊗k K ) and Q̃ /t Q̃ ∼= N ⊕ Rb+n1 ⊕ X in CM(R). Therefore M ⊕ Ra+n2 ⊕ X degenerates to N ⊕
Rb+n1 ⊕ X . �

The converse of Theorem 7.1 does not hold even in the case when R is artinian. The following
example is taken from the paper [4] of Riedtmann.

Example 7.4. Let R = k�x, y�/(x2, y2). Note that R is an artinian Gorenstein local ring. Now consider
the modules Mλ = R/(x − λy)R for all λ ∈ k. We denote by k the unique simple module R/(x, y)R
over R . In this case, it is known by [4, Example 3.1] that R ⊕ k2 degenerates to Mλ ⊕ Mμ ⊕ k2 for any
choice of λ,μ ∈ k.

We claim that R never stably degenerates to Mλ ⊕ Mμ if λ + μ �= 0.
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In fact, if there is such a stable degeneration, then it follows from Theorem 5.1 that Rm degenerates
to Mλ ⊕ Mμ ⊕ Rn for some m,n ∈ N. Since [Rm] = [Mλ ⊕ Mμ ⊕ Rn] in the Grothendieck group, we have
m > n � 0. Now we apply Theorem 2.5 to obtain an inclusion of Fitting ideals; F R

n (Mλ ⊕ Mμ ⊕ Rn) ⊆
F R

n (Rm). We note that F R
n (Rm) = 0 since n < m, and an easy computation shows that

F R
n

(
Mλ ⊕ Mμ ⊕ Rn) = F R

0 (Mλ)F R
0 (Mμ)F R

n

(
Rn) = (x − λy)(x − μy)R = (λ + μ)xyR.

Hence we must have λ + μ = 0.

8. Stable degeneration order

As an application of Theorem 7.1 we can define the stable degeneration order for Cohen–Macaulay
modules.

Definition 8.1. Let (R,m,k) be a Gorenstein complete local k-algebra as before, and let M, N ∈ CM(R).
If there is a sequence of objects L0, L1, L2, . . . , Ln in CM(R) such that L0 = M , Ln = N and Li stably
degenerates to Li+1 for i = 0,1, . . . ,n − 1, then we write M �st N .

Theorem 7.1 shows that the relation �st gives a partial order on the set of isomorphism classes of
objects in CM(R). In fact we can prove the antisymmetric law for �st .

Theorem 8.2. Let (R,m,k) be a Gorenstein complete local algebra over an infinite field k, and let M, N ∈
CM(R). If M �st N and N �st M, then M ∼= N.

Proof. Since M �st N , there are L0, L1, L2, . . . , Ln in CM(R) such that L0 = M , Ln = N and Li stably
degenerates to Li+1 for i = 0,1, . . . ,n − 1. It follows from Theorem 7.1 that Li ⊕ Rai ⊕ Xi degenerates

to Li+1 ⊕ Rbi ⊕ Xi , where Xi ∈ CM(R) and ai,bi ∈ N for each i = 0,1, . . . ,n − 1. Then, set

L′
i = Li ⊕ Rb0+···+bi−1+ai+···+an−1 ⊕ X0 ⊕ · · · ⊕ Xn−1,

and we can see that L′
i degenerates to L′

i+1 for i = 0,1, . . . ,n − 1. Therefore, we have L′
0 �deg L′

n
under the ordinary degeneration order, thus setting a = a0 + · · · + an−1, b = b0 + · · · + bn−1 and X =
X1 ⊕ · · · ⊕ Xn−1, we have

M ⊕ Ra ⊕ X �deg N ⊕ Rb ⊕ X .

(See [6, Definition 4.11] for the detail of degeneration order �deg .) Similarly, using the assumption
that N �st M , we get

N ⊕ Rc ⊕ Y �deg M ⊕ Rd ⊕ Y ,

for some c,d ∈ N and Y ∈ CM(R). Thus we have the inequality

M ⊕ Ra+c ⊕ X ⊕ Y �deg N ⊕ Rb+c ⊕ X ⊕ Y �deg M ⊕ Rb+d ⊕ X ⊕ Y .

Since there is a degeneration, we have the equality [M ⊕ Ra+c ⊕ X ⊕ Y ] = [M ⊕ Rb+d ⊕ X ⊕ Y ] in
the Grothendieck group K0(mod(R)). See Remark 2.3. Thus it follows that [Ra+c] = [Rb+d], hence
a + c = b + d. Since �deg satisfies the antisymmetric law [6, Theorem 2.2, Proposition 4.4], we have
the isomorphism

M ⊕ Ra+c ⊕ X ⊕ Y ∼= N ⊕ Rb+c ⊕ X ⊕ Y .
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Note that CM(R) is a Krull–Schmidt category, and thus this isomorphism forces M ⊕ Ra ∼= N ⊕ Rb .
Therefore M ∼= N in CM(R). �

If R is an isolated singularity, then we can prove that the stable degeneration for Cohen–Macaulay
modules is transitive. More precisely we can prove the following proposition.

Proposition 8.3. Let (R,m,k) be a Gorenstein complete local algebra over an infinite field k, and assume that
R has only an isolated singularity.

For L, M, N ∈ CM(R), if L stably degenerates to M and if M stably degenerates to N, then L stably degen-
erates to N. In particular, the partial order M �st N is equivalent to saying that M stably degenerates to N.

Proof. The proof proceeds as in the same way as the proof of [9, Theorem 2.1]. In fact, if there are
triangles

Z1

(
φ1
ψ1

)

L ⊕ Z1 M Z1[1],

Z2

(
φ2
ψ2

)

M ⊕ Z2 N Z2[1],

with ψ1 and ψ2 being nilpotent, then we can construct a new triangle of the form;

Z3

(
φ3
ψ3

)

L ⊕ Z3 N Z3[1],

where ψ3 may not be nilpotent. (One can prove this completely in a similar way to the proof of [9,
Theorem 2.1] but by replacing short exact sequences there by triangles.) As in the same manner of
the last half of the proof of Theorem 6.1, we can replace ψ3 by a nilpotent endomorphism by utilizing
Lemma 6.5. �
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