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ABSTRACT. – We study the Ginzburg–Landau energy of superconductors with a termaε modelling the
pinning of vortices by impurities in the limit of a large Ginzburg–Landau parameterκ = 1/ε. The function
aε is oscillating between 1/2 and 1 with a scale which may tend to 0 asκ tends to infinity.

Our aim is to understand that in the largeκ limit, stable configurations should correspond to vortices
pinned at the minimum ofaε and to derive the limiting homogenized free-boundary problem which arises
for the magnetic field in replacement of the London equation. The method and techniques that we use
are inspired from those of Sandier and Serfaty,Annales Scientifiques de l’ENS(to appear) (in which the
caseaε ≡ 1 was treated) and based on energy estimates, convergence of measures and construction of
approximate solutions. Because of the termaε(x) in the equations, we also need homogenization theory
to describe the fact that the impurities, hence the vortices, form a homogenized medium in the material.
 2001 Éditions scientifiques et médicales Elsevier SAS
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1. Introduction

Superconducting materials have the property of expelling an applied magnetic field. In fact,
the behaviour of a superconducting sample varies according to the value of the applied field and
the value of the Ginzburg–Landau parameterκ which is characteristic of the material. Whenκ
is large, the superconductors are known as type-II and display vortex patterns for intermediate
fields: for high magnetic fields, the material is normal and the magnetic field penetrates into
the sample, for low fields, the material is superconducting, that is the magnetic field is expelled
from the sample and for intermediate fields, there are vortices. The vortex state is a state where
the superconducting and the normal phases coexist: at the center of the vortex, the material is
normal and the vortex is circled by a superconducting current carrying a quantized amount of
magnetic flux. The motion of vortices generates an electric field hence energy-dissipation. In
order to have the desired property of dissipation-free current flow, the vortices have to be held
fixed or pinned. In practice, attempts are made to pin vortices either by varying the thickness
of the material or by introducing impurities or normal inclusions. Sufficiently strong pinning is
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necessary for functional superconductors capable of sustaining strong currents and high magnetic
fields. The new high-temperature (highTc) superconductors are strongly type-II superconductors,
that is their phenomenology is dominated by the presence and properties of vortices when
an exterior magnetic field is applied. The pinning problem is particularly intricate in high-Tc
superconductors where it depends on specific structures such as layering and structural defects.

In this paper, we will be concerned with the case where the vortices are pinned by impurities in
the framework of the Ginzburg–Landau model. We will study the behaviour of global minimizers
of the Ginzburg–Landau energy when a term modelling the pinning of vortices by impurities is
added, in the limit of a large Ginzburg–Landau parameterκ , which describes extreme type-II
materials.

1.1. The Ginzburg–Landau model with a pinning term

Recall that in the framework of the Ginzburg–Landau theory (see [33] for more details), the
state of the material is completely described by a vector potentialA and a complex-valued
functionu, which can be thought of as a wave-function of the superconducting electrons, and
is nondimensionalized such that|u| � 1. The type of material is characterized by the Ginzburg–
Landau parameterκ and in the case of type II,κ is large so that we defineε = 1/κ , which will
be small. The energy is the following:

Jε(u,A)= 1

2

∫
Ω

∣∣(∇ − iA)u
∣∣2 + 1

2ε2

(
aε(x)− |u|2)2 + |h− hex|2.(1.1)

Here,Ω is the domain occupied by the superconductor,h= curlA is the magnetic field andhex

is the exterior magnetic field which is constant in our problem. A common simplification is to
restrict to a two-dimensional problem corresponding to an infinite cylindrical domain of section
Ω ⊂ R

2 (smooth and simply connected), for an applied field parallel to the axis of the cylinder.
ThenA :Ω �→ R2, h is real-valued and all the quantities are translation-invariant.

The energyJε that we are going to study here is slightly different from the classical Ginzburg–
Landau energy in the sense that there is a term penalizing the variations of the order parameteru.
We denote this function byaε(x). In the case originally studied by Ginzburg and Landau,aε ≡ 1.
In this paper, a typical example foraε would be to oscillate between 1/2 and 1 in the domain,
with a typical scaleη which may tend to 0 withε. The minima ofaε correspond to the impurities
in the material. Hence it is expected that these minima will be the pinning sites for the vortices.

The modified Ginzburg–Landau functional (1.1) was first written down by Likharev [20].
Then, this model has been used and developed in [11] and [10]. Review articles on the topic
include [4,8,9] and [24]. Computational evidence that the vortices are attracted by the impurities,
that is the points of minimum ofaε(x) can be found in [10] or [16].

In this paper, we want to address the question of how the termaε will modify the properties
of the superconductor in the presence of an exterior magnetic field. Recall that in the case where
aε ≡ 1 and there is no magnetic field, Bethuel, Brezis, Helein [3] studied a functional with
a degree boundary condition and provided the understanding of vortices and their energetical
cost. Then, various authors [1,2,19] have introduced a fixed weight function (independent ofε)
in front of the gradient term of the energy studied by [3]. This is to model variable tickness
pinning and is very different from our problem. The method and techniques that we are going
to use here are inspired from those of [28] (in which the caseaε ≡ 1 was treated) and based on
energy estimates, convergence of measures and construction of approximate solutions. Because
of the termaε(x) in the equations, which can be a rapidly oscillating function, we will also need
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homogenization theory ([13,17,23]) to describe the fact that the impurities, hence the vortices,
form a homogenized medium in the material.

1.2. The equation for the magnetic field

The Ginzburg–Landau equations associated to the functional (1.1) when minimizing for
{(u,A) ∈H 1(Ω,C)×H 1(Ω,R2)} are:

(G.L.)

−(∇ − iA)2u= 1

ε2u
(
aε(x)− |u|2),

−∇⊥h= 〈
iu, (∇ − iA)u

〉
,

with the boundary conditions:{
h= hex on∂Ω
(∇u− iAu) · n= 0 on∂Ω .

Here∇⊥ denotes(−∂x2, ∂x1), and 〈z,w〉 = Re(zw) for z,w in C. Recall that the problem is
invariant under the gauge transformations{

u→ ueiΦ,

A→A+ ∇Φ,

whereΦ ∈ H 2(Ω,R). Physically meaningful quantities are gauge invariant. These include the
energyJε, the magnetic fieldh and the superconducting currentj = 〈iu, (∇ − iA)u〉.

Let us describe the properties of a superconductor. These phenomena are described for instance
in [33]. The state of the material depends on the applied fieldhex. In the absence of pinning, that
is whenaε ≡ 1, there are two critical fieldsHc1 andHc2 for which a phase transition occurs.
AboveHc2 = O(1/ε2), superconductivity is destroyed and the material is in the normal phase
(u ≡ 0, h ≡ hex). BelowHc1 = O(| logε|), the material is superconducting everywhere, that is
|u| ∼ 1. This is the Meissner phase characterized by complete expulsion of the magnetic field: in
the limit whenε goes to zero, the magnetic field satisfies the London equation:{−�h+ h= 0 inΩ ,

h= hex on∂Ω .
(1.2)

BetweenHc1 andHc2, the material is in the mixed phase defined by the coexistence of the normal
and superconducting phases in the form of vortex filaments: the magnetic field penetrates into
the material in the form of flux lines at the center of whichu vanishes. The induced magnetic
field approximately satisfies:{−�h+ h= 2π

∑
i diδpi in Ω ,

h= hex on∂Ω ,
(1.3)

where thepi ’s are the centers of the vortices, and thedi ’s their degrees, that is the topological
degree of the mapu/|u|. These filaments are of characteristic sizeε. They are surrounded by a
superconducting region in which|u| ∼ 1. In order to minimize their repulsion, the flux lines form
a triangular lattice, called the “Abrikosov lattice”. With increasing fields, the density of flux lines
increase until the vortices overlap andHc2 is reached. The generation of vortices by the external
field has been mathematically studied very recently in [29–31,25–27].
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In [27], it is proved among other things that, in the limit whenε tends to 0, equation (1.3) is
replaced by

−�h∗ + h∗ = µ∗,(1.4)

whereµ∗ is the density of vortices in units ofhex andh∗ = h/hex. The measureµ∗ is supported
in an inner regionω depending on the value ofhex and is of uniform density inω.

Our aim is to give a rigorous proof that in the smallε limit, stable configurations should
correspond to vortices pinned at the minimum ofaε and to derive the limiting homogenized
free-boundary problem which arises for the magnetic field in replacement of the London
equation (1.4).

Using the second equation in (G.L.), we notice that the energy can be rewritten

Jε(u,A)= 1

2

∫
Ω

1

|u|2 |∇h|2 + |h− hex|2 + 1

2

∫
Ω

∣∣∇|u|∣∣2 + 1

2ε2

(
aε(x)− |u|2)2

.(1.5)

We will show that for a sequence of minimizers(uε,Aε), the second integral in (1.5) is negligible.
Then, whenε tends to 0,|u|2 ∼ aε(x) outside the vortices, and our main result will state that
hε = curlAε satisfies roughly the following equivalent of (1.3) in the case of pinning:

−div

(
1

aε
∇hε

)
+ hε = 2π

∑
i

diδpi .(1.6)

The existence of pinning will modify the locationspi of the vortices and the value ofHc1.
Sinceaε is a rapidly oscillating function describing impurities, the framework for passing to

the limit whenε is small is that of homogenization theory. When passing to the limit in (1.6), we
obtain a different limiting operator from (1.4), that is

−div(A0∇h∗)+ h∗ = µ∗,(1.7)

whereµ∗ is a positive measure which is supported in an inner domainωΛ and A0 is the
homogenized limit of the matrixAε = 1

aε
I in the sense ofH -convergence, see definition below.

DEFINITION 1. – We say that the family of2 × 2 matricesAε H -converges toA0 whenε
tends to0, if and only if, for anyf in H−1(Ω), the solutionvε in H 1

0 (Ω) of

−div(Aε∇vε)+ vε = f

satisfies

vε ⇀ v0 weakly inH 1
0 (Ω),

Aε∇vε ⇀A0∇v0 weakly in
(
L2(Ω)

)2
,

wherev0 is theH 1
0 (Ω) solution of

−div(A0∇v0)+ v0 = f.

We refer to the work of Murat and Tartar [23] for more details on the notion ofH -convergence;
one can also see [13,17]. In the following, we will always letAε = 1

aε
I . ThenA0 is also a

diagonal matrix. In the general case, the computation ofA0 is hard and not always known,
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see [17] for examples. But in some simple cases, this definition allows to computeA0. For
instance, ifaε(x)= a(x/ε), anda(x)= a1(x1)a2(x2) wherea1 anda2 are periodic, then

A0 = diag

(
1

a0
1

,
1

a0
2

)
, with a0

i = ai

(
1

aj

)
,

whereai denotes the mean ofai over a period (see [17]). Note that even though the sequenceaε
has no pointwise limit, the limiting problem andA0 are well defined.

An important property ofH -convergence (see [23]) is that if the sequenceaε is bounded from
below and above by positive constants independent ofε, then there exists a subsequenceAε′ and
a matrixA0 for whichAε′ H -converges toA0. For us, it will imply in the following that up to
the extraction of a subsequence, the familyAε H -converges to some limitA0, thus leading to
the limiting problem (1.7).

1.3. Main results

Let us now state our hypotheses and results. We assume thathex is a function ofε and that the
following limit exists and is finite:

Λ= lim
ε→0

| logε|
hex(ε)

.(1.8)

Moreover, we make the following hypotheses on the functionaε(x):
(H1) There exists a constantb0> 0 such thatb0 � aε(x)� 1.
(H2) There exist a constantC and a sequenceη(ε) (which may tend to 0 withε) such that

1/η(ε)� hex and|∇aε| � C
η(ε)

.
(H3) There exist a continuous functionb(x) and a nonnegative functionsβε(x) such that

aε(x)= b(x)+ βε(x) and for anyε > 0 and anyx ∈Ω , minB(x,δ(ε)) βε = 0, where

δ(ε)� 1

(log | logε|)1/2 .

(H4) The family of matricesAε H -converges toA0.
Note that, as we mentioned earlier, it follows from hypothesis (H1) and the compactness of

the set of matrices bounded from above and below that there exists a subsequence ofAε which
H -converges toA0 [23]. Our hypothesis (H4) is there to restrict to this subsequence for ease of
notation and to impose that the whole sequence converges. Moreover, (H2) means thataε can be
a constant independent ofε but can also oscillate very quickly withε (but not too quickly, i.e.
not quicker thanhex). Note that in the case whereaε does not depend onε, thenAε = A0 is
constant.

Let us emphasize that becauseβε � 0, b can be thought of as the lower envelope ofaε and
the local minima ofaε are the local minima ofb. Henceb will be related to the pinning sites of
vortices and the oscillations ofaε are those ofβε. Moreover, the hypotheses imply thatb� b0.

First, let us state the result concerning the limiting problem (1.7). We relateh∗ andµ∗ to the
minimum of a variational problem. LetM denote the space of Radon measures inΩ .

THEOREM 1. – Let us assume that(H1) to (H4) are satisfied. Let us define for anyΛ� 0,

E(f )= Λ

2

∫
Ω

b(x)
∣∣− div(A0∇f )+ f

∣∣+ 1

2

∫
Ω

∇f ·A0∇f + |f − 1|2,(1.9)
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over

V = {
f such thatf − 1 ∈H 1

0 (Ω), and − div(A0∇f )+ f ∈M
}
.

The minimizerh∗ ofE overV exists and is unique. It satisfies:

(P)



h∗ − 1∈H 1
0 (Ω),

µ∗ = −div(A0∇h∗)+ h∗ ∈M,

h∗ � 1− Λb

2
in Ω,

µ∗
(
h∗ −

(
1− Λb

2

))
= 0 in Ω.

Moreoverµ∗ � 0 andµ∗ ∈H−1(Ω).

Problem (P) is a free-boundary problem, called in the literature an “obstacle problem”
(see [18]). Another way of considering problem (P) is to define the subset ofΩ

ωΛ = {x ∈Ω, such thath∗ = 1−Λb/2}.(1.10)

Thenµ∗ = 0 in Ω \ ωΛ, andh∗ = 1 − Λb/2 in ωΛ, ∂ωΛ being called the “free-boundary”,
becauseωΛ is unknown and uniquely determined by the set of equations (P).

Note that ifA0 andb are smooth enough thenh∗ is C1,α (α < 1), µ∗ is in L∞, the free-
boundary∂ωΛ is regular for almost everyΛ (see [5]) and then we can write

µ∗ = 1− Λb

2
+ Λ

2
div(A0∇b) in ωΛ.

Once we have proved Theorem 1 concerning the limiting problem, we can get convergence for
any sequence of minimizers(uε,Aε) of the energyJε(uε,Aε) to E(h∗) in a sense similar to
Γ -convergence.

THEOREM 2. – Let us assume that(1.8) and (H1) to (H4) are satisfied. Let(uε,Aε) be a
family of minimizers ofJε, andhε = curlAε the associated magnetic field. Then, asε tends to0,

hε

hex
→ h∗ weakly inH 1(Ω),

whereh∗ is the minimizer ofE. Moreover,

lim
ε→0

Jε(uε,Aε)

h2
ex

=E(h∗)= Λ

2

∫
Ω

b|µ∗| + 1

2

∫
Ω

∇h∗ ·A0∇h∗ + |h∗ − 1|2,(1.11)

|∇hε|2
h2

exaε
→ ∇h∗ ·A0∇h∗ +Λbµ∗, in the sense of measures.(1.12)

One can easily notice that ifΛ = 0 (i.e. if hex � | logε|), the solution of (P) ish∗ = 1, and
E(h∗)= 0. In this case, Theorem 2 asserts that:

hε

hex
→ 1 strongly inH 1, and lim

ε→0

minJε
h2

ex
= 0.

The proof of Theorem 2 is the main part of the paper (see Section 1.6 for a sketch).
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1.4. The caseΛ > 0

Let us now present some stronger results in the case whereΛ is positive, i.e.hex is of the
order of| logε|. The first issue is to determine mathematically the location of vortices. From the
physics, we know that vortices are the zeroes ofuε with non-zero winding number. Instead of
defining vortices, we isolate them in disjoint vortex balls covering the set where|uε| is small.
The centers of these balls can be thought of as being the centers of the vortices. This method of
definition was first introduced by [3]. Here, we use the construction due to E. Sandier [25].

PROPOSITION 1.1. – Let us assume thatΛ> 0 and that(H1) to (H4) are satisfied, then there
existsε0 such that ifε < ε0 and (uε,Aε) is a minimizer ofJε , there exists a family of balls of
disjoint closures(depending onε) (Bi)i∈Iε = (B(pi , ri))i∈Iε satisfying:{

x ∈Ω, ∣∣√aε(x)− |uε(x)|
∣∣� 1

| logε|
}

⊂
⋃
i∈Iε

B(pi, ri ),(1.13)

∑
i∈Iε

ri � 1

e
√| logε| ,(1.14)

1

2

∫
Bi

|∇hε|2
|u|2 � πb(pi)|di || logε|(1− o(1)

)
,(1.15)

wherehε = curlAε, anddi = deg(uε/|uε|, ∂Bi) if Bi ⊂Ω , and0 otherwise.

This proposition will be proved at the beginning of Section 2. Here is the meaning of the
different inequalities: (1.13) locates the set where|uε| differs from aε, which is contained in
a union of disjoint balls; these balls represent the vortices or clusters of vortices. (1.14) gives
a control on the size of the balls and (1.15) gives a lower bound on the energy, which is the
contribution of vortices according to their degreedi and their locationpi , appearing through the
valueb(pi). As opposed to the case ofaε ≡ 1 (see [28]), the least energy is attained forpi at the
minimum ofb.

Using this proposition, Theorem 1 can be made more precise:

THEOREM 3. –Let us assume thatΛ > 0 and that(H1) to (H4) are satisfied. For any balls
B(pi, ri ) and integersdi which satisfy(1.13)–(1.15), then

lim
ε→0

2π

hex

∑
i∈Iε

diaε(pi) =
∫
Ω

b|µ∗|,(1.16)

2π

hex

∑
i∈Iε

diδpi −→
ε→0

µ∗,(1.17)

2π

hex

∑
i∈Iε

|di|δpi −→
ε→0

µ∗,(1.18)

in the sense of measures, where

µ∗ = −div(A0∇h∗)+ h∗.

1.5. Physical interpretations and consequences

Our results show thath∗hex is a good approximation ofhε and that, in the limitε → 0, the
vortices are scattered in an inner regionωΛ with densityµ∗, whereh∗ = 1 −Λb(x)/2. In the
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outer regionΩ \ ωΛ, there are no vortices andh∗ satisfies−div(A0∇h∗)+ h∗ = 0. Unlike the
caseaε ≡ 1, the vortex-density inωΛ is non-uniform in general. Moreover, asΛ decreases, the
vortex-region first appears at the minimum ofψ as defined by problem (1.19) below: as in [28],
we can derive a necessary and sufficient condition forωΛ to be nonempty.

PROPOSITION 1.2. – Letψ be the solution of{−div(A0∇ψ)+ψ = −1 in Ω ,
ψ = 0 on∂Ω ,

(1.19)

then

ωΛ �= ∅ ⇔ lim
ε→0

hex

| logε| � 1

2 max|ψ| .
If we defineHc1 as the field such that forhex �Hc1, the minimizer of the energy has no vortex

(i.e. |u| � b0/2) and forhex � Hc1, there exists a minimizer with vortices; then Proposition 1.2
gives a hint that

Hc1 � | logε|
2 max|ψ| .

Thus the presence of pinning modifies the values of the first critical field (see [29,26] for
the case without pinning). In fact, we could adjust the proof of [26] to obtain: there exists
kε = O(| log| logε||) such that forε small enough and

hex � | logε|
2 max|ψ| − kε

then any minimizer has no vortex.
Furthermore, the position of the minimum ofψ depends on the pinning potentialaε(x). AsΛ

further decreases, corresponding tohex increasing, the vortex-regionωΛ grows, until, forΛ= 0
(hex � | logε|), ωΛ =Ω . At this point there are so many vortices that the macroscopic density
of vortices and the induced magnetic field are no longer influenced byaε. In other words, the
strength of flux pinning is 0 forhex � | logε|.

In the case whereaε(x)= a(x) is independent ofε, a(x)= b(x) andA0 = a−1I . Hence the
limiting problem is a London equation with weight. We would like to point out that it is natural
to define a vortex velocity byv = 1

|u|2 ∇h (see [15]). In particular

v∗ = 1

a
∇h∗

can be defined as a limiting velocity (per unit ofhex). Note that inωΛ, sinceh∗ = 1− 1
2Λa, then

v∗ = −1
2Λ∇ loga. It implies that whena is constant,v∗ = 0 and there is no mean current in the

vortex region. But whena varies spatially, there is a nonzero limiting mean current and a nonzero
limiting velocity v∗. Hencev � hexv∗ that is 1

2 logκ∇ loga. This is the result of Chapman and
Richardson [11] in the case where the three-dimensional vortex line has no curvature. They
describe the phenomenon saying that the variation ina acts as a pinning potential.

WhenΛ= 0, the velocityv∗ is zero as well. DecreasingΛmeans increasing the field. So when
a varies spatially, there is a critical exterior magnetic field above which the pinning potential has
no role and the current is destroyed.

In the general case whereaε depends onε, it would be interesting to prove a convergence
of the mean vortex velocityvε = 1

|uε |2 ∇hε . Still, one can observe two different effects coming
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from the presence of pinning in the term|∇hε|2/aε and resulting in the energyE(h∗) in the
homogenization process:

– One effect is related to the concentration of energy in the vortices and the location of the
vortices. It appears through the term

Λ

2

∫
Ω

b|µ∗|

in the limiting energyE. This term is smaller ifµ∗ is non-zero at points whereb is minimal.
(1.16) implies that vortices go to points whereβε = 0. These points will be called pinning
sites in the following. Becauseδ(ε) tends to 0, the number of such points is big. The effect
on the position of vortices is to seeb and the minima ofb. Moreover, since (1.17) and (1.18)
have the same limit, it means that vortices tend to have positive degrees.
If b does not depend onx thenh∗ andµ∗ are constant inωΛ, and there is no change for the
location of vortices from the caseaε ≡ 1. On the other hand, ifb is non-uniform, then∇h∗
is non-constant inωΛ and there is a pinning current. If for example the domain is a disc and
the minima ofb, that is the impurities, are located at sites different from the center of the
disc, one expects that vortices, or the vortex-regionωΛ will be closer to the minima ofb,
but it seems difficult to give a rigorous proof of this qualitative fact.

– The other effect is due to the rapid oscillations ofaε with ε and comes from the energy
outside the vortices, converging to the homogenized term

1

2

∫
Ω

∇h∗ ·A0∇h∗ + |h∗ − 1|2

in E. It changes the equation for the magnetic fieldh from the usual London equation. If
βε �= 0, then the homogenization effect can be anisotropic. The sizeδ(ε) (which can be
related toη if βε is not identically 0) cannot be taken bigger than in (H3), otherwise each
pinning site would be too large and the vortices could push one another outside the pinning
site.

Let us also point out that we cannot allow stronger oscillations ofaε than in (H2), because the
second integral in (1.5) would become the dominant term. It would be interesting to investigate
what happens if (H2)–(H3) are relaxed.

1.6. Main steps of the proof

Let us now state the two steps of the proof of Theorem 2. It is obtained as in [28] by getting
first a lower bound on the energy, Proposition 1.3, proved in Section 2, and then an upper bound,
Proposition 1.4, proved in Section 3.

PROPOSITION 1.3. – Let us assume thatΛ > 0 and that (H1) to (H4) are satisfied. Let
(uε,Aε) be a minimizer ofJε . Then

lim inf
ε→0

1

h2
ex
Jε(uε,Aε)� Λ

2

∫
Ω

b|µ∗| + 1

2

∫
Ω

∇h∗ ·A0∇h∗ + |h∗ − 1|2,(1.20)

whereh∗ is the solution of(P ).
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PROPOSITION 1.4. – Let us assume thatΛ> 0 and that(H1) to (H4) are satisfied. Letµ be
a positive Radon measure, and let(uε,Aε) be a minimizer ofJε. Then

lim sup
ε→0

1

h2
ex
Jε(uε,Aε)�

Λ

2

∫
Ω

bdµ+ 1

2

∫
Ω

∇h ·A0∇h+ |h− 1|2,(1.21)

whereh is the solution of {−div(A0∇h)+ h= µ in Ω ,
h= 1 on∂Ω .

(1.22)

Section 2 is devoted to the proof of Proposition 1.3. Let(uε,Aε) be a sequence of minimizers
andhε = curlAε. The energyJε(uε,Aε) gives two contributions: inside the vortex balls and
outside. Thus, first we prove Proposition 1.1 where the vortex ballsBi with centerspi are
constructed and where the vortex energy is bounded from below. We define

µε = 2π

hex

∑
i∈Iε

diδpi .(1.23)

Then, Proposition 1.1 implies

1

h2
ex

∫
⋃
i∈I Bi

1

|u|2 |∇hε|2 � | logε|
hex

∫
Ω

b|µε|,(1.24)

which gives the lower bound inside the vortex balls. The next step is to pass to the limit in
the energy outside the vortex balls. Lettingh0 be the weakH 1 limit of hε/hex, we obtain the
following, which is similar to a standard result in homogenization theory

lim inf
ε→0

∫
Ω\∪iBi

|∇h|2
aεh2

ex
�
∫
Ω

∇h0 ·A0∇h0.(1.25)

This requires to introduce an auxiliary problem before applying the homogenization theory result
and it works because the vortex balls are small and thus can be taken out of the first integral.

Finally we derive from the Ginzburg–Landau equations the crucial fact thathε satisfies

1

hex

(
−div

(∇hε
aε

)
+ hε

)
= µε +ψε,(1.26)

whereψε tends to 0 andµε defined in (1.23) tends to someµ0, both convergences being strong
in W−1,r for r < 2. The notion ofH -convergence and a priori estimates allow us to pass to the
limit in (1.26) in order to get that the weakH 1 limit of hε/hex, that we callh0, solves

−div(A0∇h0)+ h0 = µ0.(1.27)

Combining the lower bounds of the energy inside and outside the vortex balls (1.24)–(1.25), we
find

lim inf
ε→0

1

h2
ex
Jε(uε,Aε)�E(h0)�E(h∗).
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The last inequality is true because (1.27) implies thath0 is in V .
Section 3 is devoted to the proof of Proposition 1.4. The proof holds for any positive Radon

measureµ. We apply it toµ∗ to get that:

lim sup
ε→0

1

h2
ex
Jε(uε,Aε)�E(h∗),

which will imply the desired results of convergence.
The upper bound of Proposition 1.4 is obtained by constructing test configurations as follows.

First, given a positive Radon measureµ, we construct approximate measuresµε which converge
weakly toµ:

µε = 1

hex

nε∑
i=1

µiε,

whereµiε is the line element on the circle∂B(piε, ε) normalized so thatµiε(∂B(p
i
ε, ε))= 2π . The

measureµε describes the vortices of our test-configuration. The difficulty is to choose the points
piε satisfying a number of properties. We tileΩ with squaresK of sizeδ(ε). In each square, there
is at least a pointpK whereβε = 0. We choosenK pointspiε regularly scattered aroundpK in
a ball of radius 1/hex. The numbernK is chosen depending onµ(K) so thatµε converge toµ.
Once the vortices are constructed, the rest follows easily: the magnetic fieldhε is defined to be
the solution of

1

hex

(
−div

(∇hε
aε

)
+ hε

)
= µε.(1.28)

Then, we are the able to construct a configuration(uε,Aε) such that curlAε = hε anduε has
vortices at the pointspiε . Moreover, we obtain

Jε(uε,Aε)≈ 1

2

∫
Ω

1

aε
|∇hε|2 + |hε − 1|2.

Finally we are able to show that

lim sup
ε→0

1

2h2
ex

∫
Ω

1

aε
|∇hε|2 + |hε − 1|2 � Λ

2

∫
Ω

b dµ+ 1

2

∫
Ω

∇h ·A0∇h+ |h− 1|2,

whereh solves−div(A0∇h)+ h= µ andh= 1 on∂Ω .

2. Lower bound

In the following, we will denote∇Au = ∇u− iAu. We will often drop the subscriptsε. We
consider(uε,Aε) a family of minimizers ofJε, thus a family of solutions of (G.L.). We can
state a few a priori bounds. Firstly, by the maximum principle,|uε| � maxaε � 1. Secondly, by
minimality, comparing with(aε,0), we get

Jε(uε,Aε)� Jε(aε,0).
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But, by hypothesis (H2) onaε,

Jε(aε,0)= 1

2

∫
Ω

|∇aε|2 + O
(
h2

ex

)
� C

η2 + O
(
h2

ex

)
�Ch2

ex.

Hence, we have the a-priori estimate

Jε(uε,Aε)� Ch2
ex.(2.1)

In addition, by applying a gauge-transformation to(uε,Aε), we can choose the Coulomb-gauge
divAε = 0 in Ω , with Aε.n= 0 on∂Ω . With this choice of gauge, we are easily lead (see [29,
26]) to the a priori bounds

‖Aε‖L∞(Ω) �Chex,(2.2)

‖∇uε‖L2(Ω) �Chex.(2.3)

We begin with the proof of Proposition 1.1.

2.1. Proof of Proposition 1.1

Step 1. Let (u,A) be an energy-minimizer. Denoting|u| by ρ, since
∫
Ω

|∇u|2 �
∫
Ω

|∇ρ|2, we
deduce from (2.1): ∫

Ω

|∇ρ|2 + 1

2ε2

(
ρ2 − aε

)2 �Ch2
ex.(2.4)

But, ∫
Ω

|∇ρ|2 =
∫
Ω

∣∣∇(
ρ − √

aε
)∣∣2 + ∣∣∇√

aε
∣∣2 − 2∇(

ρ − √
aε
) · ∇√

aε

�
∫
Ω

∣∣∇(
ρ − √

aε
)∣∣2 − 2

∣∣∇(
ρ − √

aε
)∣∣∣∣∇√

aε
∣∣.

Hence, in view of (2.4),∫
Ω

∣∣∇(
ρ − √

aε
)∣∣2 �Ch2

ex + ∥∥∇(
ρ − √

aε
)∥∥
L2

∥∥∇√
aε
∥∥
L2

�Ch2
ex + C

η(ε)

∥∥∇(
ρ − √

aε
)∥∥
L2,

and, since 1/η(ε)� hex,∫
Ω

∣∣∇(
ρ − √

aε
)∣∣2 � max

(
Ch2

ex,
C

η2

)
�Ch2

ex.

In view of (2.4), we thus have:

1

2

∫
Ω

∣∣∇(
ρ − √

aε
)∣∣2 + 1

2ε2

(
aε − ρ2)2 �Ch2

ex � C| logε|2.(2.5)
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Step 2. For anyt ∈ R, letΩt = {x ∈Ω/|ρ−√
aε|(x) > t} andγt = ∂Ωt . Applying the coarea

formula and arguing as in Lemma IV.2 of [27],

C| logε|2 �
∫
Ω

∣∣∇(
ρ − √

aε
)∣∣2 + 1

2ε2

(
aε − ρ2)2 � C

ε

∫
Ω

∣∣∇(
ρ − √

aε
)∣∣∣∣aε − ρ2

∣∣
� C

ε

+∞∫
0

r(γt )t dt .

Here, as in [27],r(γt ) is defined as the infimum over all finite coverings ofγt by ballsB1, . . . ,Bk
of the sumr1 + · · · + rk whereri is the radius ofBi . Combining the previous inequality with the
mean-value theorem, we find that there exists at ∈ [0, 1

| logε| ] such thatr(γt ) < Cε| logε|3.
Step 3. The next step is to construct the vortex-balls: starting from the chosenγt , covered

by ballsB1, . . . ,Bk (whose sum of the radii is controlled byCε| logε|3), we use the method
of growing and merging of balls used in [25,27]: one needs to grow these ballsBi , keeping
a suitable lower bound on the energy they contain, until the desired size is reached, with the
desired lower bound. When some balls happen to intersect during the growth process, they are
merged into a larger one. We refer the reader to [27], and here we only need to apply the result
of Proposition IV.1 of [27] toAε andv = u

|u| = eiϕ in Ω\Ωt , σ = e−√| logε|. We then obtain the
existence of ballsBi = B(pi, ri ) such that (1.13) and (1.14) hold, and

1

2

∫
Bi\Ωt

|∇ϕ −A|2 + 1

2

∫
Bi

|h− hex|2 � π |di|| logε|(1− o(1)
)
,(2.6)

with di = deg(u, ∂Bi) if Bi ⊂Ω , and 0 otherwise. But we also have, from the Ginzburg–Landau
equation−∇⊥h= ρ2(∇ϕ −A), and fromρ � 1,∫

Ω

|∇h|2 =
∫
Ω

ρ4|∇ϕ−A|2 �
∫
Ω

|∇Au|2 �Ch2
ex,

hence ∫
Bi

|h− hex|2 � Cri‖h− hex‖2
L4(Ω)

� Cri‖h− hex‖2
H1(Ω)

� Ch2
exe−√| logε| = o(1).

Thus, (2.6) becomes

1

2

∫
Bi\Ωt

|∇ϕ−A|2 � π |di || logε|(1− o(1)
)
.(2.7)

Now,

1

2

∫
Bi\Ωt

|∇Au|2 � 1

2

∫
Bi\Ωt

ρ2|∇ϕ−A|2

� 1

2

∫
Bi\Ωt

aε|∇ϕ−A|2 + 1

2

∫
Bi\Ωt

(
ρ2 − aε

)|∇ϕ −A|2
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� 1

2

(
min
Bi

aε

) ∫
Bi\Ωt

|∇ϕ −A|2 − C

| logε|
∫

Bi\Ωt

|∇ϕ −A|2,

where we have used (1.13). In view of (2.7),

1

2

∫
Bi\Ωt

|∇Au|2 � π
(
min
Bi

aε

)
|di || logε|(1− o(1)

)
.

So, using the hypotheses (H2) and (H3) onaε, we are led to the two following lower bounds

1

2

∫
Bi\Ωt

|∇Au|2 � πaε(pi)|di || logε|(1− o(1)
)
,(2.8)

1

2

∫
Bi\Ωt

|∇Au|2 � πb(pi)|di || logε|(1− o(1)
)
.(2.9)

This proves (1.15). ✷
2.2. Deriving the limiting equation

For any(pi, di) satisfying (1.13)–(1.15), we can define

µε = 2π

hex

∑
i∈Iε

diδpi ,(2.10)

a measure of vorticity per unit of applied field. We will see that it remains a bounded family of
measures.

LEMMA 2.1. –If Λ > 0, and(uε,Aε) is a family of minimizers ofJε with hε = curlAε, we
can extract a sequenceεn → 0 such that there existsh0 − 1 ∈H 1

0 (Ω), andµ0 ∈ M with

hεn

hex
− 1⇀h0 − 1 in H 1

0 (Ω),

µεn → µ0 in the sense of measures.

Proof. –As seen in the previous proof, since(uε,Aε) is a solution of the second Ginzburg–
Landau equation ∫

Ω

|∇hε|2 �
∫
Ω

|∇Aεuε|2 � Ch2
ex

and ∫
Ω

|hε − hex|2 � Ch2
ex.

Hence,hε/hex − 1 is bounded inH 1
0 (Ω), and we can find a sequenceεn → 0 such thathεn/hex

converges weakly inH 1
0 to someh0 − 1. On the other hand, from Proposition 1.1,

Chex
| logε|
Λ

� Jε(uε,Aε)�
∑
i∈Iε

π |di |b(pi)| logε|(1− o(1)
)

� b0

∑
i

π |di|| logε|(1− o(1)
)
,
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whereb0 is given by hypothesis (H1) onaε. Hence,

1

2

∫
Ω

|µεn| =
π
∑

i |di|
hex

� C,

thus(µεn) is a bounded sequence of measures, and extracting again if necessary, we can assume
thatµεn converges to someµ0 in the sense of measures.✷

PROPOSITION 2.1. –Letµ0 andh0 be the measures and fields defined in Lemma2.1. Then
there existsr0 < 2 such thatµ0 ∈W−1,r (Ω) ∀r ∈ (r0,2), andh0 is the unique solution inW1,r

of {−div(A0∇h0)+ h0 = µ0 in Ω ,
h0 = 1 on∂Ω .

(2.11)

The proof of this proposition requires the following lemma, a slight refinement of the result
stated in [26], Lemma II.3.

LEMMA 2.2. –Under the hypotheses of Lemma2.1, for anyq > 2,

1

hex
curl

(iuε,∇uε)
aε

−µε −→
ε→0

0 strongly in
(
W

1,q
0 (Ω)

)′
.

Proof. –DenoteΩ̃ =Ω\⋃i Bi . On Ω̃ , |uε| � b0 > 0 andvε = uε/|uε| is well-defined. Let

q > 2, andξ ∈W1,q
0 . We need to show that:∣∣∣∣∣ 1

hex

∫
Ω

ξcurl
(iuε,∇uε)

aε
− 2π

hex

∑
i

diξ(pi)

∣∣∣∣∣� o(1)‖ξ‖
W

1,q
0 (Ω)

.

Dropping again some of the subscripts, we have

1

hex

∫
Ω

ξcurl
(iu,∇u)
aε

= − 1

hex

∫
Ω

∇⊥ξ · (iu,∇u)
aε

.(2.12)

Then, the method consists in splitting this integral into the integral over the vortex-balls (which
is going to be negligible because the balls are small enough) and the integral overΩ̃ , the
complement of the balls.

Step 1. We prove that∣∣∣∣∣
∫

⋃
i Bi

1

hex
∇⊥ξ · (iu,∇u)

aε

∣∣∣∣∣ = o(1)‖∇ξ‖Lq(Ω).(2.13)

Indeed, sinceaε � b0> 0,∣∣∣∣∣
∫

⋃
i Bi

1

hex
∇⊥ξ · (iu,∇u)

aε

∣∣∣∣∣� 1

b0

‖∇u‖L2(Ω)

hex
‖∇ξ‖Lq

(
vol

(⋃
i

Bi

))1/p

,
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where 1/p+ 1/q = 1/2 and we have used Hölder’s inequality twice. Using (2.3),∣∣∣∣∣
∫

⋃
i Bi

1

hex
∇⊥ξ · (iu,∇u)

aε

∣∣∣∣∣� C

(∑
i

r2
i

)1/p

‖∇ξ‖Lq(Ω).

In addition,(
∑

i r
2
i )

1/p � (
∑

i ri)
2/p = o(1) since we know that

∑
i ri → 0. Therefore, (2.13) is

proved.
Step 2. We observe that

1

hex

∫
Ω̃

∇⊥ξ · (iu,∇u)
aε

= 1

hex

∫
Ω̃

|u|2
aε

(iv,∇v) · ∇⊥ξ

= 1

hex

∫
Ω̃

(iv,∇v) · ∇⊥ξ + 1

hex

∫
Ω̃

( |u|2
aε

− 1

)
(iv,∇v) · ∇⊥ξ.(2.14)

We claim that

1

hex

∣∣∣∣∣
∫
Ω̃

( |u|2
aε

− 1

)
(iv,∇v) · ∇⊥ξ

∣∣∣∣∣ � o(1)‖∇ξ‖Lq .(2.15)

Indeed,

1

hex

∣∣∣∣∣
∫
Ω̃

( |u|2
aε

− 1

)
(iv,∇v) · ∇⊥ξ

∣∣∣∣∣� 1

b0hex

∣∣∣∣∣
∫
Ω̃

(|u|2 − aε
)|∇v||∇ξ |∣∣∣∣∣

�C
‖∇v‖L2(Ω̃)

hex
‖∇ξ‖Lq(Ω)

∥∥|u|2 − aε
∥∥
Lp(Ω)

,

with 1/p+ 1/q = 1/2. From the a priori estimate (2.1),∫
Ω

(|u|2 − aε
)p � C

∫
Ω

(|u|2 − aε
)2 � Cε2h2

ex = o(1),

hence, using‖∇v‖L2(Ω̃) � C‖∇u‖L2(Ω) � Chex, we obtain (2.15). Combining (2.12)–(2.15),
we have

1

hex

∫
Ω

curl
(iu,∇u)
aε

ξ = 1

hex

∫
Ω̃

(iv,∇v) · ∇⊥ξ + o(1)‖ξ‖
W

1,q
0
.(2.16)

Step 3. We evaluate
∫
Ω̃
(iv,∇v) · ∇⊥ξ . Noticing that curl(iv,∇v)≡ 0 onΩ̃ , we have∫

Ω̃

(iv,∇v) · ∇⊥ξ =
∫
∂Ω̃

ξ

(
iv,

∂v

∂τ

)
=
∑
i

∫
∂Bi∩Ω

ξ

(
iv,

∂v

∂τ

)
.

There remains to prove that

∑
i

∫
∂Bi∩Ω

ξ

(
iv,

∂v

∂τ

)
= 2π

∑
i

diξ(ai)+ o(hex)‖ξ‖W1,q
0 (Ω)

.(2.17)
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Let f be aC1 function defined onR+ such that{
f (x)= x for x � b0/2,
f (x)= 1 for x � b0,
|f ′(x)| �C for anyx � 0.

(2.18)

We can define the complex-valued function:

w = f (|u|)v.(2.19)

It has a meaning everywhere by settingw = u where|u| � b0/2. Then, it is easy to check that

|∇w| � C|∇u| in Ω,(2.20)

and ∑
i

∫
∂Bi∩Ω

ξ

(
iv,

∂v

∂τ

)
=
∑
i

∫
∂Bi∩Ω

ξ

(
iw,

∂w

∂τ

)
.(2.21)

Using Stokes theorem, we have

(2.22)∣∣∣∣∣∑
i

∫
∂Bi

(
ξ − ξ(pi)

)(
iw,

∂w

∂τ

)∣∣∣∣∣ =
∣∣∣∣∣∑

i

∫
Bi

∇⊥ξ · (iw,∇w)+ (
ξ − ξ(pi)

)
curl(iw,∇w)

∣∣∣∣∣.
But, on the one hand,

1

hex

∣∣∣∣∣∑
i

∫
bi

∇⊥ξ · (iw,∇w)
∣∣∣∣∣ �C

‖∇w‖L2

hex
‖∇ξ‖Lq

(∑
i

vol (Bi)

)1/p

�C
‖∇u‖L2

hex
‖∇ξ‖Lq

(∑
i

r2
i

)1/p

� o(1)‖∇ξ‖Lq(2.23)

as in the proof of (2.13). On the other hand, using the fact that, sinceq > 2, W1,q
0 embeds in

C0,β for someβ < 1, and|curl(iw,∇w)| � C|∇w|2 � C|∇u|2, we have:∣∣∣∣∣∑
i

1

hex

∫
∂Bi

(
ξ − ξ(pi)

)
curl(iw,∇w)

∣∣∣∣∣� (
max
i
ri

)β‖ξ‖C0,β (Ω)

∑
i

∫
Ui

|∇u|2
hex

� e−β√| logε| ‖∇u‖2
L2(Ω)

hex
‖ξ‖

W
1,q
0

� hexe−β√| logε| ‖ξ‖
W

1,q
0

= o(1)‖ξ‖
W

1,q
0
,(2.24)

sincehex � C| logε|. As in [26], the proof remains valid even ifBi intersects∂Ω . Combin-
ing (2.23), (2.24), (2.21), and (2.22), (2.17) is proved. Consequently, in view of (2.16), we can
conclude that ∣∣∣∣∣ 1

hex

∫
Ω

ξcurl
(iu,∇u)
aε

− 2π

hex

∑
i

diξ(pi)

∣∣∣∣∣� o(1)‖ξ‖
W

1,q
0

:
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hence that 1
hex

curl (iu,∇u)
aε

−µε → 0 strongly in(W1,q
0 )′ as stated. ✷

Proof of Proposition 2.1. – For the sake of simplicity, we writeε instead ofεn.
Step 1. We prove thathε satisfies

1

hex

(
−div

(∇hε
aε

)
+ hε

)
= fε,(2.25)

with fε = µε + ψε , whereψε → 0 strongly in(W1,q
0 )′ for q > 2. Indeed, we start from the

second Ginzburg–Landau equation:

−∇⊥hε = (iuε,∇Aεuε),

divide it byaε and take the curl:

−div

(∇hε
aε

)
= curl

(
(iuε,∇uε)

aε
−Aε

|uε|2
aε

)
,

hence

−div

(∇hε
aε

)
+ hε = curl

(iuε,∇uε)
aε

+ curl

(
Aε

(
1− |uε|2

aε

))
.(2.26)

Now consider a test-functionξ ∈W1,q
0 (Ω), q > 2,∣∣∣∣ ∫

Ω

ξcurl

(
Aε

(
1− |u|2

aε

))∣∣∣∣∣=
∣∣∣∣∣
∫
Ω

∇⊥ξ ·Aε
(

1− |u|2
aε

)∣∣∣∣∣
�C‖Aε‖L∞(Ω)‖∇ξ‖L2(Ω)

∥∥aε − |u|2∥∥
L2(Ω)

.

The a-priori bound (2.2),‖Aε‖L∞(Ω) � O(hex) and the energy bound,‖aε − |u|2‖L2 � Cεhex,

yield ∣∣∣∣∣
∫
Ω

ξcurl

(
Aε

(
1− |u|2

aε

))∣∣∣∣∣� o(1)‖∇ξ‖L2.

Consequently, curl(Aε(1− |u|2
aε
))→ 0 strongly in(W1,q

0 )′ for q > 2. Combining this with (2.26)
and Lemma 2.2, we get the desired result.

Step 2. We prove thatfε converges toµ0, the weak limit ofµε , in W−1,r (Ω) for anyr < 2.
Indeed, from the upper bound on the energy, we know that1

aεhex
∇hε is bounded inL2(Ω),

hence, in view of (2.25),fε is bounded inH−1, hence inW−1,p for p < 2. But, on the other
hand,fε = µε +ψε, withψε bounded inW−1,p for p < 2, henceµε remains bounded inW−1,p

for p < 2. Furthermore,µε is also bounded in the sense of measures, therefore we can apply
a theorem of Murat (see [22] and the annex of the paper by Brezis who gives a simpler proof)
which asserts that such aµε , bounded in the sense of measures and inW−1,p for p < 2, is
necessarily compact inW−1,r for r < p. Since this is also the case forψε , which converges to
zero, this implies thatfε is compact inW−1,r for r < 2. In addition, its limit in the sense of
distributions isµ0, hence it must converge toµ0 in W−1,r .

Step 3. We wish to pass to the limit in (2.25), but it is not possible directly because the
H -convergence requires a right-hand side inH−1. So we are going to pass to the limit in the
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duality sense for a fixed right-hand side. Letg ∈ W−1,q for q > 2. Using the hypothesis (H1)
on aε, (which implies in particular the uniform ellipticity of1

aε
I), we can apply a theorem of

Meyers [21]: there exists aq0> 2, such that ifg is inW−1,q with 2< q � q0, then equation−div

(∇vε
aε

)
+ vε = g in Ω ,

vε = 0 on∂Ω ,
(2.27)

has a unique solutionvε in W1,q
0 . Thus, we have

W
1,q′
0

〈
hε

hex
− 1, g

〉
W−1,q

=
W−1,q′ 〈fε − 1, vε〉W1,q

0
,(2.28)

where 1/q ′ + 1/q = 1, and we want to pass to the limit.
More precisely, Meyers’ theorem yields that the operatorRε which mapsg to vε , is a bounded

linear operator fromW−1,q to W1,q
0 (for 2< q � q0), hence up to extraction of a subsequence,

vε has a weak limitv0 in W1,q
0 . We assumed in hypothesis (H4) that1

aε
I H -converges toA0.

By the definition ofH -convergence (see [23]), and sinceW1,q
0 ⊂H 1

0 , this implies thatv0 is the
solution of: {−div(A0∇v0)+ v0 = g in Ω ,

v0 = 0 on∂Ω .
(2.29)

Since this possible weak limitv0 is unique, the whole sequencevε converges tov0 weakly in
W

1,q
0 . In addition,fε converges strongly toµ0 in W−1,q ′

, thus we have

W−1,q′ 〈fε − 1, vε〉W1,q
0

→ 〈µ0 − 1, v0〉.

On the other hand,hε
hex

− 1 converges weakly toh0 − 1 inH 1
0 . Thus,

W
1,q′
0

〈
hε

hex
− 1, g

〉
W−1,q

→ 〈h0 − 1, g〉.

Therefore, we can pass to the limit in (2.28), and we are led to

W
1,q′
0

〈h0 − 1, g〉W−1,q =
W−1,q′ 〈µ0 − 1, v0〉W1,q

0
.(2.30)

Meyers’ aforementioned theorem, also yields that forq ′
0 � q ′ < 2, (2.11) has a unique solution

in W1,q ′
. Since (2.30) holds for anyg in W−1,q , it implies thath0 is this solution. ✷

2.3. Deriving a lower bound outside the vortex balls

Next, we would like to deduce from (2.11) a lower bound like

lim inf
ε→0

∫
Ω\∪iBi

|∇h|2
aεh2

ex
�
∫
Ω

∇h0 ·A0∇h0.
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But this is impossible to derive straightforwardly because the domain of integration in the left-
hand side integral is notΩ . To remedy this, we replacehε by an auxiliary fieldhε , a sort of
truncated ofhε in the balls. This is a trick that was already used in [27] Proposition IV.1, Step 1.

LEMMA 2.3. –There existshε such thathε − 1 ∈H 1
0 (Ω) and

(1) hε
hex

− 1⇀h0 − 1 in H 1
0 (Ω),

(2) ∫
Ω\⋃i Bi

|∇h|2
aε

+
∫
Ω

|hε − hex|2 �
∫
Ω

|∇hε|2
aε

+ |hε − hex|2 − o(1),

(3)

lim inf
ε→0

∫
Ω

|∇hε|2
aε

�
∫
Ω

∇h0 ·A0∇h0.

Proof. –We considerAε a solution of the following minimization problem:

min
A∈H1(Ω,R2),divA=0

∫
Ω\⋃i Bi

aε|∇ϕ−A|2 +
∫
Ω

|curlA− hex|2,(2.31)

where∇ϕ denotes the gradient of the phase ofuε which is well-defined inΩ\⋃i Bi . If we write
hε = curlAε, and we test (2.31) withhε, we have

(2.32)∫
Ω\⋃i Bi

aε|∇ϕ −Aε|2 +
∫
Ω

|hε − hex|2 �
∫

Ω\⋃i Bi

aε|∇ϕ −Aε|2 +
∫
Ω

|hε − hex|2 � Ch2
ex.

In addition,hε andAε satisfy the following equations:−∇⊥hε = aε(∇ϕ −Aε) in Ω\⋃i Bi ,
hε = cst = ci onBi,∀i,
hε = hex on∂Ω .

(2.33)

Thus, it satisfies

−div

( ∇hε
aεhex

)
+ hε

hex
= νε,(2.34)

whereνε is the measure defined by:

∀ξ ∈W1,q
0 (Ω), (q > 2),

∫
Ω

νεξ =
∑
i

1

hex

∫
∂Bi

ξ
∂ϕ

∂τ
+
∑
i

1

hex

∫
Bi

ciξ.(2.35)

On the other hand, using Cauchy–Schwartz inequality,∣∣∣∣∣ 1

hex

∑
i

∫
Bi

ciξ

∣∣∣∣∣ =
∣∣∣∣∣ 1

hex

∫
⋃
i Bi

hεξ

∣∣∣∣∣ � ‖ξ‖L∞
∥∥∥∥ hεhex

∥∥∥∥
L2

(∑
i

ri

)1/2

.
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In view of (2.32),‖ hε
hex

‖L2 is bounded, and(
∑

i ri )
1/2 �

∑
i ri → 0 from Proposition 1.1. Hence,∣∣∣∣∣ 1

hex

∑
i

∫
Bi

ciξ

∣∣∣∣∣ = o(1)‖ξ‖L∞ .

On the other hand, the same proof as for Lemma 2.2 shows that∣∣∣∣∣∑
i

1

hex

∫
∂Bi

∂ϕ

∂τ
ξ −

∫
Ω

ξ dµε

∣∣∣∣∣= o(1)‖ξ‖
W

1,q
0
.

Hence, in view of (2.35),νε − µε converges strongly to 0 in(W1,q
0 )′. The same argument as in

Proposition 2.1 allows to conclude from (2.34) that

hε

hex
− 1⇀h0 − 1 inH 1

0 (Ω),

using the uniqueness of the solution of (2.11).
Using (2.32) and (2.33), we get∫

Ω

|∇hε|2
aε

+ |hε − hex|2 =
∫

Ω\⋃i Bi

aε|∇ϕ −Aε|2 +
∫
Ω

|hε − hex|2

�
∫

Ω\⋃i Bi

aε|∇ϕ −Aε|2 +
∫
Ω

|hε − hex|2.

As in the proof of Proposition 1.1, we have∫
Ω\⋃i Bi

aε|∇ϕ−Aε|2 �
∫

Ω\⋃i Bi

|∇hε|2
aε

+ o(1).

Thus, assertion (2) is proved. In addition,hε/hex − 1 is bounded inH 1
0 (Ω) and the convergence

to h0 − 1 is weak inH 1
0 . There remains to prove the third assertion. But it is a classical result

in homogenization theory (see [17]) that, sincehε/hex − 1⇀ h0 − 1 in H 1
0 (Ω) and 1

aε
I H -

converges toA0,

lim inf
ε→0

∫
Ω

1

aε

∣∣∣∣∇(
hε

hex

)∣∣∣∣2 �
∫
Ω

∇h0 ·A0∇h0.

This completes the proof of the lemma.✷
We recall that we definedE in (1.9).

LEMMA 2.4. –With the same notations,

lim inf
ε→0

Jε(uε,Aε)

h2
ex

� Λ

2

∫
Ω

b|µ0| + 1

2

∫
Ω

∇h0 ·A0∇h0 + |h0 − 1|2 = E(h0).
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Proof. –The energy can easily be bounded from below as follows, splitting between the
contribution inside the vortex-balls and the contribution outside:

Jε(uε,Aε)�
1

2

∫
Ω

|∇Au|2 + |h− hex|2

� 1

2

∫
⋃
i∈I Bi

|∇Au|2 + 1

2

∫
Ω\∪iBi

ρ2|∇ϕ−A|2 + 1

2

∫
Ω

|h− hex|2.

As previously, since for the energy-minimizers−∇⊥h = (iu,∇Au), and|ρ2 − aε| � C/| logε|
in Ω\⋃i Bi , we have

∫
Ω\⋃i Bi

ρ2|∇ϕ−A|2 =
∫

Ω\⋃i Bi

|∇h|2
aε

(
1− o(1)

)
.

Therefore, in view of Proposition 1.1,

Jε(uε,Aε)� π
∑
i

|di |b(pi)| logε|(1− o(1)
)+

∫
Ω\∪iBi

|∇h|2
aε

(
1− o(1)

)+
∫
Ω

|h− hex|2,

and with assertion (2) of Lemma 2.3,

Jε(uε,Aε)

h2
ex

� 1

2

| logε|
hex

∫
Ω

b|µε| + 1

h2
ex

∫
Ω

|∇hε|2
aε

+
∫
Ω

∣∣∣∣ hεhex
− 1

∣∣∣∣2 − o(1).

We thus obtain, using assertion (3) of Lemma 2.3 that:

lim inf
Jε(uε,Aε)

h2
ex

� lim inf
1

2

(
| logε|
hex

∫
Ω

b|µε|
)

+
∫
Ω

∇h0 ·A0∇h0 + |h0 − 1|2.(2.36)

Similarly, using (2.8), we obtain

lim inf
Jε(uε,Aε)

h2
ex

� lim inf
1

2

(
| logε|
hex

∫
Ω

aε|µε|
)

+
∫
Ω

∇h0 ·A0∇h0 + |h0 − 1|2.(2.37)

Then, using the weak convergence ofµε to µ0 in M, and the weak lower semi-continuity of
µ �→ ∫

Ω b|µ|, we conclude from (2.36) that

lim inf
Jε(uε,Aε)

h2
ex

� Λ

2

∫
Ω

b|µ0| +
∫
Ω

∇h0 ·A0∇h0 + |h0 − 1|2 =E(h0). ✷

The final convergence result will then follow from the combination of this result with the upper
bound of Section 3, leading to the fact that necessarilyh0 has to beh∗, the minimizer ofE, and
µ0 = µ∗.
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3. Upper bound

In this section we prove Proposition 1.4. First we remark that ifh is the solution of
−div(A∇h)+ h= µ with boundary value 1, then

h(x)− 1 =
∫
G(x,y)d(µ− 1)(y),

whereG(·, y) is the solution of−div(A∇h)+ h= δy vanishing on∂Ω andµ− 1 denotes the
difference between the measureµ and the Lebesgue measure inΩ . From this it follows easily
that ∫

Ω

∇h ·A∇h+ |h− 1|2 =
∫ ∫

G(x,y)d(µ− 1)(x) d(µ− 1)(y).(3.1)

This last expression will be the one we use.
To prove Proposition 1.4 we will then need some properties of the Green functionsGε,

G0 associated to the operators−div(Aε∇u) + u and −div(A0∇u) + u respectively. These
properties will be proved at the end of this section.

LEMMA 3.1. –Letaε = b+ βε be a sequence of functions satisfying(H1) to (H4), andA0 be
the homogenized limit of the matricesAε = aε

−1I asε goes to zero. For anyy ∈Ω , letGε(., y)

(resp.G0(·, y)) be the solution of−div(Aε∇Gε)+Gε = δy (resp.−div(A0∇G0)+G0 = δy )
that vanishes on∂Ω .

The following properties hold:
(1) Gε(x, y),G0(x, y) are positive functions, and symmetric inx andy.
(2) � denoting the diagonal inR2, there existsC > 0 such thatGε(x, y), G0(x, y) are

bounded by

C
(∣∣ log|x − y|∣∣+ 1

)
for all x, y ∈Ω ×Ω \�.

(3) For any compactK ⊂Ω , there existsC > 0 such that for anyx, y ∈Ω

Gε(x, y)+ aε(x)

2π
log|x − y| � C

η(ε)
,

whereη(ε) is defined in(H3).
(4) Gε converges toG0 locally uniformly inΩ ×Ω \�.

PROPOSITION 3.1. –Assume thatΛ > 0 and that (H1) to (H4) are satisfied. Letµ be a
positive Radon measure with support inΩ and (piε)1�i�nε be families of points inΩ such
that∀i �= j ∣∣piε − pjε

∣∣> 4ε, d
(
piε, ∂Ω

)
> α0 > 0,(3.3)

whereα0 is independent ofε,

2π

hex

nε∑
i=1

δpiε
−→µ, in the sense of measures,(3.4)
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and

lim
ε→0

( ∑
i �=j

|piε−pjε |<α

| log|piε − p
j
ε ||

h2
ex

)
−→
α→0

0.(3.5)

Then there exist configurations(vε,Bε)ε>0 such that

lim sup
ε→0

Jε(vε,Bε)

h2
ex

� Λ

2
lim sup
ε→0

2π
∑nε

i=1 aε(p
i
ε)

hex
+ 1

2

∫ ∫
G0 d(µ− 1)d(µ− 1),(3.6)

whereG0 is defined in Lemma3.1.

This proposition states that under reasonable hypotheses on pointspiε, one can construct a
good test configuration with prescribed vortices atpiε . Moreover, (3.4) implies thatnε/hex is
bounded. The following proposition asserts that the construction of pointspiε is possible.

PROPOSITION 3.2. –Assume thatΛ > 0 and that (H1) to (H4) are satisfied. Then given
any positive Radon measureµ of the formσ(x) dx whereσ is a positive continuous function
compactly supported inΩ , there exist families of points(piε)1�i�nε satisfying(3.3), (3.4), (3.5)
and such that

lim sup
ε→0

2π
∑nε

i=1 aε(p
i
ε)

hex
�
∫
Ω

b(x)dµ(x).(3.7)

The proof of Proposition 1.4 follows easily from these two propositions. First, taking any
positive Radon measureµ supported inΩ , we may approach it in the weak-* topology by
measuresµn = σn(x)dx whereσn ∈ Cc(Ω) is a positive function such thatlim I (µn) � I (µ).
This is done using a mollifier and convolution. Applying Propositions 3.1 and 3.2, we may
construct test-configurations(vnε ,B

n
ε )ε>0 such that

lim sup
ε→0

Jε(v
n
ε ,B

n
ε )

h2
ex

� Λ

2

∫
b(x)dµn(x)+ 1

2

∫ ∫
G0 d(µn − 1)d(µn − 1).

Therefore the same inequality is satisfied if we replace(vnε ,B
n
ε ) by the minimizing configuration

(uε,Aε). This proves that for eachn,

lim sup
ε→0

Jε(uε,Aε)

h2
ex

� I (µn),

and then,

lim sup
ε→0

Jε(uε,Aε)

h2
ex

� Λ

2

∫
Ω

bdµ+ 1

2

∫ ∫
G0(x, y)d(µ− 1)(x)d(µ− 1)(y).(3.8)

Using (3.1) we get the conclusion of Proposition 1.4.
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3.1. Proof of Proposition 3.1

The method for constructing a test configuration(vε,Bε) with prescribed vortices(piε)1�i�nε
follows closely that of [28]. First we definehε to be the solution of:{−div(Aε∇hε)+ hε =∑nε

i=1µ
i
ε in Ω ,

hε = hex on∂Ω ,
(3.9)

whereµiε is the line element on the circle∂B(piε, ε) normalized so thatµiε(∂B(p
i
ε, ε))= 2π .

Then we letBε be any vector field such that curlBε = hε . Finally, we definevε = ρε eiϕε as
follows: first we let

ρε(x)=


0 if

∣∣x − pεi

∣∣� ε for somei,
√
aε(x)

|x − pεi | − ε

ε
if ε < |x − aεi |< 2ε for somei,√

aε(x) otherwise,

(3.10)

and for anyx ∈Ωε =Ω \⋃i B(p
ε
i , ε),

ϕε(x)=
∮

(x0,x)

(
Bε −Aε∇⊥hε

)
.τ dF,(3.11)

wherex0 is a base point inΩε, (x0, x) is any curve joiningx0 to x in Ωε andτ is the tangent
vector to the curve. From (3.9), we see that this definition ofϕε(x) does not depend modulo
2π on the particular curve(x0, x) chosen. The fact thatϕε is not defined on

⋃
i B(p

ε
i , ε) is not

important sinceρε is zero there. Thus,ϕε satisfies

−Aε∇⊥hε = ∇ϕε −Bε in Ωε.(3.12)

Having definedvε = ρε eiϕε , we estimateJε(vε,Bε). Recall that

Jε(vε,Bε)= 1

2

∫
Ω

|∇ρε|2 + ρε
2|∇ϕε −Bε|2 + |hε − hex|2 + 1

2ε2

(
aε − ϕε

2)2
.(3.13)

Using the fact that|∇aε| � hex (hypothesis (H2)) and that the number of pointspiε is less than
Chex – which follows from (3.4) – it is not difficult to check that

1

2

∫
Ω

|∇ρε|2 + 1

2ε2

(
aε − ρε

2)2 � h2
ex.(3.14)

Also, from (3.10), (3.12),

ρε
2|∇ϕε −Bε|2 � aε|∇ϕε −Bε|2 = ∇hε ·Aε∇hε

in Ωε. Therefore, replacing in (3.13) and in view of (3.14)

lim sup
ε→0

Jε(vε,Bε)

h2
ex

� lim sup
ε→0

1

2h2
ex

∫
Ω

∇hε ·Aε∇hε + |hε − hex|2.(3.15)
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Becausehε is the solution of (3.9), we may rewrite the right-hand side of this inequality as

lim sup
ε→0

1

2

∫ ∫
Gε(x, y)d(µε − 1)(x)d(µε − 1)(y),

where

µε = 1

hex

nε∑
i=1

µiε,(3.16)

andµiε is defined in (3.9). It follows from (3.4), (3.9) and (3.16) thatµε →µ asε→ 0. Thus, to
finish the proof of the proposition, it remains to show that:

lim sup
ε→0

1

2

∫ ∫
Gε d(µε − 1)d(µε − 1)

� Λ

2
lim sup
ε→0

2π
∑nε

i=1 aε(p
i
ε)

hex
+ 1

2

∫ ∫
G0 d(µ− 1)d(µ− 1).(3.17)

Proof of (3.17). – Letα > 0 and let�α = {(x, y) | |x − y|< α}. Recall thatµε → µ. Hence,
it follows that (µε − 1)⊗ (µε − 1)→ (µ− 1)⊗ (µ− 1) asε → 0. But from Lemma 2.1,Gε

tends toG0 uniformly inΩ ×Ω \�α , therefore

lim
ε→0

1

2

∫ ∫
Ω×Ω\�α

Gε d(µε − 1)d(µε − 1)= 1

2

∫ ∫
Ω×Ω\�α

G0 d(µ− 1)d(µ− 1).(3.18)

Now we treat the integral on�α . More precisely we prove that

lim sup
ε→0

∫ ∫
�α

Gε d(µε − 1)d(µε − 1)� Λ

2
lim sup
ε→0

2π
∑nε

i=1 aε(p
i
ε)

hex
+ oα(1),(3.19)

where limα→0 oα(1)= 0. Adding (3.18), (3.19) and lettingα → 0 yields (3.17). We are left with
proving (3.19). First we use the bound|Gε(x, y)|<C| log|x − y|| from which one easily gets∫ ∫

�α

Gε d(µε − 1)d(µε − 1)�
∫ ∫
�α

Gε dµε dµε +Cα2| logα|.

Therefore (3.19) will follow if we prove

lim sup
ε→0

∫ ∫
�α

Gε dµε dµε � Λ

2
lim sup
ε→0

2π
∑nε

i=1 aε(p
i
ε)

hex
+ oα(1).(3.20)

To prove this, we come back to the definition ofµε. From this definition, we have

∫ ∫
�α

Gε dµε dµε � 1

h2
ex

( ∑
1�i �=j�nε
|piε−pjε |<2α

∫ ∫
Gε dµiε dµjε +

nε∑
i=1

∫ ∫
Gε dµiε dµiε

)
.(3.21)
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Let us first estimate the first sum on the right-hand side. Ifx ∈ Suppµiε = ∂B(piε, ε), y ∈
Suppµjε and i �= j , since |piε − p

j
ε | > 4ε, then |x − y| > 1

2|piε − p
j
ε |. Using the bound

|Gε(x, y)|<C| log|x− y|| together with the fact that|piε −p
j
ε |< 2α andα is small enough, we

get ∫ ∫
Gε dµiε dµjε < C

∣∣ log
∣∣piε − pjε

∣∣∣∣.
Then, by hypothesis (3.5),

lim sup
ε→0

1

h2
ex

∑
1�i �=j�nε
|piε−pjε |<2α

∫ ∫
Gε dµiε dµjε � oα(1).(3.22)

As for the second sum in the right-hand side of (3.21), we use property (3) in Lemma 3.1 to get
that for any 1� i � nε , and anyx, y ∈ Suppµiε,

Gε(x,y)+ aε(x)

2π
log|x − y|< C

η(ε)
� | logε|.(3.23)

But x ∈ Suppµiε is equivalent to|x − piε| = ε. Then property (H2) ofaε implies thataε(x) ≈
aε(p

i
ε) asε→ 0. Replacing in (3.23) and integrating with respect toµiε ⊗µiε yields∫ ∫

Gε dµiε dµiε � 2πaε
(
piε
)| logε|(1+ oε(1)

)
and then, summing over 1� i � nε and dividing byhex,

lim sup
ε→0

1

h2
ex

nε∑
i=1

∫ ∫
Gε dµiε dµiε � Λ

2
lim sup
ε→0

2π
∑nε

i=1 aε(p
i
ε)

hex
.(3.24)

Here we have used the fact that| logε| ∼ Λhex. Thus (3.20) is proved and the proposition
follows. ✷
3.2. Proof of Proposition 3.2

Letµ= σ(x)dx,C = ‖u‖∞ andα0 = dist(suppµ,∂Ω). Also, let

Ω̃ = {
x ∈Ω | d(x, ∂Ω)> α0/2

}
.(3.25)

Recall that from hypothesis (H3) onaε there exists a positive functionδ(ε) such that

δ(ε)� 1

(log | logε|)1/2 , and for anyx ∈Ω, min
B(x,δ(ε))

βε = 0.(3.26)

For anyε > 0, we tileR2 with open squares of sidelength 2δ(ε) and letK(ε) be the family of
those squares that are entirely insidẽΩ . We denote bycK the center of a squareK. Sinceµ is
absolutely continuous with respect to the Lebesgue measure, we haveµ(K)� Cδ2.
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Now the family of points(piε)1�i�nε is defined as follows: for anyK ∈ K(ε), we let

n(K,ε)=
[
hex(ε)µ(K)

2π

]
,(3.27)

where[x] is the biggest integer no greater thanx. Using (3.26) there is a pointpK ∈ B(cK, δ)
such thatβε(pK)= 0 (pK is a pinning site). We now pickn(K,ε) points evenly scattered in the
ball B(pK,1/hex), and we callP(K, ε) their union. By evenly scattered we mean that for any
p,q ∈P(K, ε),

|p− q| � C

hex
√
n(K,ε)

.(3.28)

We let

nε =
∑

K∈K(ε)
n(K, ε), and P(ε)=

⋃
K∈K(ε)

P(K, ε)= (
piε
)
1�i�nε(3.29)

be our family of points. We now check that this family satisfies (3.3), (3.4), (3.5) and (3.7).
(3.3) is clear from (3.28) ifpiε,p

j
ε belong to the same pinning site. It is even more true if

piε,p
j
ε do not belong to the same site since in this case their mutual distance is at least 2δ(ε)� ε.

Moreover from (3.25) we haved(piε, ∂Ω) > α0/2.
For (3.4), let

µε = 2π

hex

nε∑
i=1

δpiε
(3.30)

andf be a continuous function inΩ . We letγε = supK∈K(ε) supx,y∈K |f (x)−f (y)|. Then since
the size of the squares inK(ε) tends to zero withε, so doesγε. LetKε be the union of the squares
in K(ε), then forε small enough suppµ⊂Kε and∣∣∣∣ ∫ f dµ−

∫
f dµε

∣∣∣∣� ‖f ‖∞
∑

K∈K(ε)

∣∣µ(K)−µε(K)
∣∣+ γε(µε +µ)(Kε).

It is clear that the second term on the right-hand side goes to zero withε. For the first term we
note that from (3.27), (3.30), we have|µ(K)− µε(K)| � 2π/hex while the number of squares
in K(ε) is of the order of 1/δ2. From (3.26) it then follows that

∑
K∈K(ε) |µ(K)−µε(K)| tends

to zero withε. We thus have limε→0
∫
f dµε = ∫

f dµ and (3.4) follows.
We easily deduce (3.7) from (3.4). Indeed from (H2) and the fact that each point is at a distance

at most 1/hex from a pinning site, we get thataε(p) ≈ b(p) asε → 0, uniformly inp ∈ P(ε).
Moreover, sincenε/hex is bounded,

lim
ε→0

2π
∑nε

i=1aε(p
i
ε)

hex
= lim
ε→0

2π
∑nε

i=1 b(p
i
ε)

hex
=
∫
b(x)dµ(x),

by the convergence ofµε toµ.
It remains to prove (3.5). We split the sum in (3.5) as follows: letI(ε) be the set of pairs of

indices(i, j) such that 1� i �= j � nε andpiε,p
j
ε belong to the same square of the subdivision
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K(ε). LetJ (ε) be pairs(i, j) such thatpiε,p
j
ε belong to different squares. Then∑

i �=j
|piε−pjε |<α

∣∣ log
∣∣piε − pjε

∣∣∣∣= ∑
(i,j)∈I(ε)
|piε−pjε |<α

∣∣ log
∣∣piε − pjε

∣∣∣∣+ ∑
(i,j)∈J (ε)
|piε−pjε |<α

∣∣ log
∣∣piε − pjε

∣∣∣∣.(3.31)

The first sum in (3.31) is estimated as follows. For everyK ∈K(ε),µ(K)< Cδ2 thus the number
of points ofP(ε) in K is less thanCδ2hex. The number of squares being of the order ofδ−2, the
cardinal ofI(ε) is less thanCδ2h2

ex. Using (3.26), (3.27) and (3.28), we find∑
(i,j)∈I(ε)
|piε−pjε |<α

∣∣ log
∣∣piε − pjε

∣∣∣∣ �Ch2
exδ

2 log | logε| � h2
ex.(3.32)

To treat the second sum in (3.31), we note that ifK andK ′ are distinct squares inK(ε) and
p ∈K, q ∈K ′ then

∀x ∈K, ∀y ∈K ′, |x − y| � 4|p− q|.
Thus we may write, using the fact thatµ(K) < Cδ2:

∑
i �=j

piε∈K,pjε∈K ′

∣∣ log
∣∣piε − pjε

∣∣∣∣� Ch2
ex

∫ ∫
K×K ′

(∣∣ log|x − y|∣∣+ 1
)
dx dy.

Summing over pairs of squaresK,K ′ ∈ K(ε) such thatK ×K ′ intersects{(x, y) | |x − y|< α}
we get forε small enough

∑
(i,j)∈J (ε)
|piε−pjε |<α

∣∣ log
∣∣piε − pjε

∣∣∣∣� Ch2
ex

∫ ∫
|x−y|<2α

(∣∣ log|x − y|∣∣+ 1
)
dx dy.(3.33)

Summing (3.32), (3.33), dividing byh2
ex and lettingε and thenα tend to zero yields (3.5).

Proposition 3.2 is proved.✷
3.3. Proof of Lemma 3.1

The fact thatGε andG0 are positive is a simple consequence of the maximum principle, that
they are symmetric is standard and follows from Green’s identity.

The inequality

Gε(x, y),G0(x, y) <−C log|x − y| +C

is a well known property of Green functions for elliptic operators in divergence form, a proof can
be found in [32].

To prove property (3), we let:

vε(x, y)=Gε(x, y)+ aε(y)

2π
log|x − y|
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andLε be the operatoru �→ −div(Aε∇u)+ u. Then lettingfε = Lεvε(·, y), we have

fε(x, y)= −aε(y)

2π
∇ 1

aε(x)
· ∇x log|x − y| − aε(y)

2π
log|x − y|.(3.34)

Thus for any 1� q < 2, there is aC independent ofy andε, such that‖fε(·, y)‖Lq � C/η(ε).
On the other hand,vε(·, y) is bounded inW1,q (Ω) independently ofε andy (see [32]).

Now, Theorem 2 of [21] implies that there existp > 2 andp′ < 2 such that ifu satisfies
Lεu= f , then for any compactK ⊂Ω ,

‖∇u‖Lp(K) �C(K)
(‖∇u‖

Lp
′
(Ω)

+ ‖f ‖W−1,p (Ω)

)
.

We may chooseq < 2 such thatW−1,p ⊂ Lq andp′ < q . Thus, we find thatvε(·, y) is bounded
in W1,p(K) byC/η(ε). Sincep > 2, this yields the uniform bound∀x ∈K,∀y ∈Ω ,

|vε(x, y)| � C(K)

η(ε)
,

i.e. property (3).
To prove property (4), we note that for anyα > 0,LεGε(·, y)= 0 inΩ \B(y,α)whileGε(·, y)

is bounded inW1,q(Ω) independently ofε andy (see [32]). Using the aforementioned result
of [21], we find thatGε(·, y) is bounded inW1,p

loc (Ω \B(y,α)), for somep > 2, independently
of y andε, thusGε converges locally uniformly inΩ ×Ω \�, where� is the diagonal. The
limit is necessarilyG0, sinceG0(·, y) satisfiesL0G0(·, y)= −divA0∇xG0 +G0 = δy andLε
H -converges toL0. Lemma 2.1 is proved. ✷

4. Convergence results

We can then proceed as in the rest of Section III in [28].

PROPOSITION 4.3. –The minimum ofE is uniquely achieved byh∗ ∈ C1,γ (Ω) (∀γ < 1)
satisfying: 

h∗ � 1− Λb

2
in Ω ,

h∗ = 1 on∂Ω ,
µ∗ := −div(A0∇h∗)+ h∗ � 0,(
h∗ −

(
1− Λb

2

))
µ∗ = 0.

(4.1)

As in [28], we divide the proof of this proposition into several lemmas.

LEMMA 4.1. –Letµ+∗ andµ−∗ be the positive and negative parts of the measureµ∗. Then

h∗ = 1− Λb

2
µ+∗ a.e.,

h∗ = 1+ Λb

2
µ−∗ a.e.,

1− Λb

2
� h∗ � 1+ Λb

2
.
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Proof. –As in [28], the minimum ofE is achieved by someh∗, by lower semi-continuity.
Performing variations(1+ tf )µ∗ wheref ∈ C0(Ω), and looking at the first order int → 0, we
find similarly as in [28] that

Λb

2
|µ∗| + (h∗ − 1)µ∗ = 0.

Hence,

h∗ = 1− Λb

2
µ+∗ a.e.,

h∗ = 1+ Λb

2
µ−∗ a.e.

As in [28], considering variationsµ∗ + ν, whereν ∈ M ∩ H−1 and ν andµ∗ are mutually
singular, we are led to 1− Λb

2 � h∗ � 1+ Λb
2 . ✷

LEMMA 4.2. –µ∗ is a positive measure.

Proof. – ∫
Ω

µ∗(h∗ − 1)+ =
∫
Ω

µ+∗ (h∗ − 1)+ −
∫
Ω

µ−∗ (h∗ − 1)+.

Since(h∗ − 1)+ = 0 µ+∗ -a.e., we have∫
Ω

µ∗(h∗ − 1)+ = −
∫
Ω

µ−∗ (h∗ − 1)+

=
∫
Ω

(−div(A0∇h∗)+ h∗
)
(h∗ − 1)+

=
∫

h∗>1

∇h∗ · (A0∇h∗)+ h∗(h∗ − 1)� 0,

becauseA0 is a symmetric positive matrix (this follows from the compactness of the set of
matrices bounded from above and below). We deduce that∫

Ω

µ−∗ (h∗ − 1)+ = 0,

but sinceh∗ − 1 =Λb/2,µ−∗ a.e., we have∫
Ω

Λb

2
µ−∗ = 0,

henceµ−∗ = 0, andµ∗ � 0. ✷
Thus,h∗ satisfies all the properties listed in (4.1).
We can now complete the convergence results. From the upper bound of Proposition 1.4 and

Lemma 2.4, we deduce that for our family of minimizers(uε,Aε),

min
V
E =E(h∗)� lim inf

ε→0

Jε(uε,Aε)

h2
ex

�E(h0)�E(h∗).
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h∗ being the unique minimizer ofE, we conclude thath0 = h∗ and thusµ0 = µ∗. We also obtain

lim
ε→0

Jε(uε,Aε)

h2
ex

=E(h∗).(4.2)

Since the possible limits are unique, the whole familyhε/hex converges toh∗, and the same
for µε.

In view of (2.37), we have

lim inf
ε→0

J (uε,Aε)

h2
ex

� lim inf
ε→0

1

2

(
| logε|
hex

∫
Ω

aε|µε|
)

+ 1

2

∫
Ω

∇h∗ ·A0∇h∗ + |h∗ − 1|2

� Λ

2

∫
Ω

b|µ∗| + 1

2

∫
Ω

∇h∗ ·A0∇h∗ + |h∗ − 1|2,

while

lim sup
ε→0

J (uε,Aε)

h2
ex

� Λ

2

∫
Ω

b|µ∗| + 1

2

∫
Ω

∇h∗ ·A0∇h∗ + |h∗ − 1|2.

Thus, we deduce that

lim
ε→0

∫
Ω

aε|µε| =
∫
Ω

bµ∗.

On the other hand,

lim inf
ε→0

∫
Ω

aε|µε| � lim inf
ε→0

∫
Ω

b|µε| �
∫
Ω

b|µ∗|,

hence
∫
Ω b|µε| → ∫

Ω bµ∗, while
∫
Ω bµε → ∫

Ω bµ∗. We conclude that
∫
Ω b(|µε| − µε) → 0

and thus|µε| andµε have the same limiting measureµ∗. This proves (1.16), (1.17), and (1.18).
Following [28], Section IV, we can also prove easily the following:

PROPOSITION 4.2. –If Λ = 0, thenh∗ = 1 and hε
hex

− 1 → 0 strongly inH 1
0 (Ω). If Λ > 0,

then hε
hex

− 1⇀h∗ − 1 in H 1
0 (Ω), the convergence is not strong and

|∇hε|2
h2

exaε
→ ∇h∗ ·A0∇h∗ +Λbµ∗ in M.

Proof. –First, it is easy to get, as seen in Lemma 2.4 for example, that∫
Ω

|∇Aεuε|2 �
∫
Ω

|∇hε|2
aε

(
1− o(1)

)
,

thus, we have

lim inf
ε→0

J (uε,Aε)

h2
ex

� lim inf
ε→0

1

h2
ex

(
1

2

∫
Ω

|∇hε|2
aε

+ |hε − hex|2
)

(4.3)

� Λ

2

∫
Ω

bµ∗ + 1

2

∫
Ω

∇h∗ ·A0∇h∗ + |h∗ − 1|2.(4.4)
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The caseΛ = 0 follows easily from the upper bound minJε(uε,Aε) � o(h2
ex) of Section 2

combined with (4.4).
The convergence ofhε/hex to h∗ is weak inH 1, in general, thus strong inL2(Ω), and

lim
ε→0

∫
Ω

∣∣∣∣ hεhex
− 1

∣∣∣∣2 =
∫
Ω

|h∗ − 1|2.

Combining this to the convergence result (4.2), we have

lim
ε→0

1

2

∫
Ω

|∇hε|2
h2

exaε
= Λ

2

∫
Ω

bµ∗ + 1

2

∫
Ω

∇h∗ ·A0∇h∗.(4.5)

Then, we argue as in [28], Proposition IV.1. Roughly speaking, one considers any open set
U ⊂Ω , and gets a lower bound

lim inf
ε→0

∫
U

|∇hε|2
h2

exaε
= lim inf

ε→0

∫
U∩(∪iBi )

|∇hε|2
h2

exaε
+

∫
U\∪iBi

|∇hε|2
h2

exaε

�Λ

∫
U

b|µε| +
∫
U

∇h∗ ·A0∇h∗ �Λ

∫
U

bµ∗ +
∫
U

∇h∗ ·A0∇h∗.

Since this is true for anyU ⊂Ω , comparing this to (4.4) and (4.5), we obtain as in [28],

|∇hε|2
h2

exaε
→ ∇h∗ ·A0∇h∗ +Λbµ∗ in M. ✷

This completes the proof of Theorems 1, 2 and 3.
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