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Abstract 

Road measured data become useful information only if treated in order to match each section with statistically meaningful 
values. The problem can be led back to the detection of those change-points that divide measures in homogenous segments 
along the series of measured data. In this paper a methodology to detect a change point is proposed, searching those points 
that minimize the sum of the squared errors respect to the series of data. The MINSSE (MINimization Sum of Squared Error) 
has been, therefore, compared with the AASHTO Cumulative Difference Approach and a bayesian approach for the 
retrospective detection of change-points. 
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1. Introduction 

In road pavement survey and evaluation, measures of skid resistance, unevenness and capacity bearing can be 
considered as random variables whose dispersion is to be attributed both to random errors of measurement and 
small heterogeneities of the surface. For this reason, it is appropriate to analyze data from surveys in order to 
identify homogeneous sections, for which it makes sense to define a mean value of the measure that also present 
significant differences compared to the averages of the sections before and after. The definition of homogeneous 
sections cannot be neglected, since only starting from this segmentation it is possible to use such information to 
determine the appropriate maintenance interventions [1,2,3]. Figure 1 shows, by way of example, as from a set of 
data (A) in function of the way these are aggregated (B or C) different evaluations about the need for maintenance 
interventions may be obtained. If you proceed with a single section analysis (solution B) you have to make the 
treatment even in the initial stretch where the pavement conditions do not need any intervention. This information 
is, however, highlighted by aggregating the data into two sections of analysis (solution C). 
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Skid Resistance Measurements

 

Fig. 1. Implications of sectioning [3] 

Only since the early 80s approaches for the survey data treatment were defined based on rigorous statistical 
assumptions, implemented using simple mathematical models [4] or through more advanced logic [5,6]. Until 
then, the segmentation was performed according to the judgment of engineers by the way of simple rules of 
partition (fixed length of the segment) or with more articulate approaches but related to local pavement 
management systems and not always statistically reliable. 

In modern literature on homogeneous segmentation [7,8,9], the most important systematic approaches are 
based on the "change-point" research. A change-point is a point which divides a set of observations, x1, x2, ..., xn, 
into two groups, each of which can be described by a different statistical model. This difference can be associated 
with the change of a parameter, such as the average value, in a model otherwise unchanged. Before to discuss the 
proposed method to define homogeneous sections, it is useful to introduce other methods usually applied which 
will be used also as comparative results. 

2. Method of Cumulative Differences 

Cumulative Difference Approach (CDA) [4] can be illustrated by figure 2 using the initial assumptions of a 
continuous and constant response value (ri) with three intervals along a project length Ls (Figure 2.a). The 
cumulative area Ax in a generic point x is simply the integral of the series along the distance:  
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Taking, instead, into consideration the average value of the measured characteristics:  
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the cumulative area media could be computed as: 
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In Figure 2.b the dashed line represents the cumulative area caused by the overall average project response.  
The cumulative difference variable Zx is simply the difference in cumulative area values (Zx =  Ax - x) along 

the portion of measurement at a given x. Figure 2.c, plotting Zx against distance x, allows to detect the position of 
the change-point (unit boundary) where the slope of Zx function changes algebraic signs.  

 

 

Fig 2. Cumulative Difference Approach [4]  

The numerical approach proposed by AASHTO can be applied also in series of discontinuous measurements 
and never constant, which are actually the series of measurements of pavement characteristics, readily adapted to 
a computerized implementation. However, if the measurement series are not rather smooth with distinct changes 
in level, it was observed [10] that the method is highly sensitive to what exact part of the series is used for the 
analysis, for which even small changes of the points of beginning and end of the stretch in analysis determine 
changes in the definition of the homogeneous sections. To solve this problem and to introduce other needs in the 
maintenance process not considered in the classical CDA method, in the present work, the CDA was modified by 
adapting the methodology to an iterative process as reported in the flow chart of figure 3. 

The new procedure introduces the concepts of minimum length Lmin of a segment and of minimum difference 
between the mean values of adjacent segments min, which represent two constraints necessary to make the 
segmentation produced by the CDA an effective support tool for the definition of homogeneous sections 
compatible with the maintenance interventions. While decreasing length, in fact, segmentation is better suited to 
the series of measures in the analysis but can reach values have little significance for the subsequent application 
of the maintenance. The minimum length of segments, generally, is set between 100 m and 300 m, based on 
considerations that take into account the costs of road agencies and users and the technical limitations imposed by 
the implementation of maintenance interventions. The definition of the minimum difference between the mean 
values of adjacent segments have to be referred to changes in the parameter under study which may affect the 
selection of the various maintenance operations. The procedure also provides for a statistical data check, through 
the application of the test t-student, so as to verify that differences in mean values of adjacent segments are 
statistically significant. 
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Fig. 3. Flow diagram for an application of the CDA  
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3. Bayesian method 

With the bayesian approach [10], the measured parameter xt is considered a random variable. In a formulation 
of the problem based on the retrospective research of a change-point, while x1, ..., xn are assumed to be 
independent random variables distributed according to the following function: 

n,1,...,rtpert
r,1,...,tpert

x
t2

t1
t

        (4) 

where: 
xt: measured value; 

(t): value assumed by the random variable  in the measurement point t; 
t: measurement error in t (independent term); 

 r: position of the change-point. 

If p( ) is the prior distribution of the unknown quantities , p (x| ) is the posterior distribution once x is 
observed and it can be obtained according to the following relationship, where f (x| ) is the likelihood function: 

p (x| )  f (x )  p ( )          (5) 

The bayesian analysis of a change-point problem is based on the idea to compare the marginal posterior 
distribution p(x|Mr) of different data sets j with that obtained in the event of absence of change-point p(x|M0), in 
order to verify the one which best represents the real data.  

The problem formulation is simplest to describe [11], when a sequence of random variables, x1, x2, ..., xn, is 
partitioned by a change-point r (1  r <n) into two subsequences x1, ..., xr and xr +1, ..., xn, so that these 
subsequences are exchangeable, but the combined series is not. Denoting the model placing a change-point at r 
by Mr, one obtains the marginal posterior density of the observations, as: 
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where: 
p1(x| ): posterior distribution with respect to the observed data in the first series xi (i = 1, ... r); 
p2(x| ): posterior distribution with respect to the observed data in the second series xi (i = r +1, ... n); 
p( 1, 2|Mr): prior distribution for the model with change-point. 

Denoting the model without change-point (r = n) as M0, the marginal posterior distribution of the observations is: 
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where: 
p1(x| ): posterior distribution with respect to the set of all observed data xi (i = 1, ... n); 
p( 1,|M0): prior distribution for the model without change-point. 

A comparison of these two models, with and without change point, may be based on the value assumed by the 
Bayes factor Br0, referring to a judgment scale (Table 1): 
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Table 1. Guidelines for interpreting Bayes factors [9] 

Br0 Evidence for Mr

<1 negative (data supports M0)
1-3 not worth more than a bare mention
3-10 substantial

10-30 strong
30-99 very strong
>99 decisive  

 
The model that includes a change-point r (Mr) and that one without change-point (M0) are computed  using an 

inference procedure, whose detailed discussion is beyond the scope of this presentation [9], based on the 
following statistical estimation for the measured values: 

Mr    
1.n1,...,rtperxx

r,2,...,tperxx

t1t22t

t1t11t        (9) 

or 
M0    ,1n2,...,t,xx t1t11t        (10) 

where ,  and t are parameters characterizing the adopted measurement system (Figure 4). 
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Fig. 4. Identification of a change-point using Bayesian analysis 

The approach is analogous in the case of multiple change-points, so that, depending on the values of the 
Bayesian factors, the points where there is a greater probability of change of the measurements are determined. 
Although the procedure present a strong methodological approach, the complexity of the method makes it 
difficult to check Lmin and min. 

4. MINimization Sum of Squared Error (MINSSE) method 

The aim of the minimum sum of squared errors method [12] is the research of those change-points that 
minimize the sum of squared errors defining homogeneous sections within parameters Lmin and min. The series 
of n measurements may contain k (k<n) change-points r1, r2, ..., rk. Considering all possible positions of k change-
points the following set is obtained: 

 nr...rr0:r,...,r,r k21k21k
       (11) 

 

 Each element of the set determines a partition of the n measures into k +1 segments: 
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1r11 x,...,xS , 
21 r1r2 x,...,xS , …,

n1r1k x,...,xS
k

      (12) 

with a mean value  
1Sx ,

2Sx ,…, 1kSx . The sum of squared error of this partition is given by the following: 
21k

j Si
Sik

j

j
xxSSE           (13) 

The method identifies, among all the segmentations obtained for k = 1, ... p-1, the one that minimizes SSEk; 
where p represents the maximum number of homogeneous sections in the segment of length L: 

minL
Lintp            (14) 

Change points research is based on a continuous overlapping of the segments as represented in figure 5. 
Once change points minimizing the SSE are identified, contiguous sections whose averages do not meet test t-

student and adjacent segments with the difference of average values less than min (Figure 6) are aggregated. 
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Fig. 5. Combination of segmentations in a stretch 4Lmin, n = 40 

As the method is strongly conditioned by the definition of the minimum difference between the mean values 
of adjacent segments, a procedure to support the engineer judgment in the choice of min, for each type of 
measured values has been implemented. Specifically, the ratio among the different values of SSEi obtained with 
the variation of  and the SSE* obtained with the all set of data (one segment) permits to check the incidence of 
the choice of min in the segmentation process. In the example of figure 7, referring to Rut Depth, can be 
observed that only for values of  higher  than 1.5 mm the ratio SSEi/SSE* increase in a significant way. 
Therefore, in the example a choice of about min =1.5 could be a good compromise between accuracy and 
precision in the segmentation results. 

 
Fig. 7. Variation of the ratio SSEi / SSE * depending on . 
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Fig. 6. Flowchart of MINSSE 
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5. Application

Methodologies above presented have been applied for the data analysis of a 20 km survey carried out on the 
highway SS417 in Italy. During the survey skid resistance (SCRIM), unevenness and rutting  (ARAN ) with a 
sampling interval of 10 m were measured. A comparison of different segmentations referred to data processing of 
skid resistance and rutting for only few kilometres of survey are reported in figure 8 and figure 9 respectively. 
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Fig. 8. Definition of homogeneous sections for the skid resistance data 
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Fig. 9. Definition of homogeneous sections for the rutting data 
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The methods were applied as above described, by setting a minimum segmentation length of 100 meters and 
the following significant changes : 
• CAT [%]  5 
• Ruth [mm]  1 
• IRI [mm/ m]  0.5 
 

CAT from Km 0+000 to Km 10+020   CAT from Km 31+000 to Km 41+020 
6 CDA MINSSE BAYES METH 4 CDA MINSSE BAYES METH 

CDA 19 14 8 CDA 10 9 4 
MINSSE - 22 10 MINSSE - 13 5 

BAYES METH - - 15 BAYES METH - - 7 
    
    
IRI from Km 0+000 to Km 10+020 IRI from Km 31+000 to Km 41+020 

6 CDA MINSSE BAYES METH 3 CDA MINSSE BAYES METH 
CDA 28 19 7 CDA 23 15 3 

MINSSE - 40 8 MINSSE - 34 4 
BAYES METH - - 9 BAYES METH - - 4 

    
    
Rut from Km 0+000 to Km 10+020 Rut from Km 31+000 to Km 41+020 

5 CDA MINSSE BAYES METH 7 CDA MINSSE BAYES METH 
CDA 33 28 5 CDA 17 10 10 

MINSSE - 44 10 MINSSE - 32 13 
BAYES METH - - 14 BAYES METH - - 23  

Fig. 10. Comparison of the number of change-points for each methodology 

Then, the three different methods above illustrated were compared quantitatively, as shown in figure 10: in 
each table the number of change-points returned by each methodology (cells along the diagonal), the number of 
change-points selected by all the three methods (cell in the upper left), the number of change-points selected by 
only two methods (other cells) are reported. The three methods provide similar results in the treatment of series 
which have less variations in the measured data (Figure 8), while significantly differ with series having a wider 
variation from the average value (Figure 9). Basing on the experimental results, the bayesian methodology 
returns a more macroscopic segmentation and the result is largely independent from the series of measures under 
study. The CDA returns a segmentation that in some places is unrepresentative of the detected data although 
characterized by a great number of change-point. The MINSSE returns a segmentation which follows in a 
microscopic way the series of data, so that it is more highly sensitive to the type of series. Many of the change-
points found by the bayesian approach are almost always returned by this method, too. 

6. Conclusions 

The problem of searching in the series of measured data those change-points able to divide a long stretch of 
road into sections that can be considered homogeneous with respect to relevant aspects was analyzed by 
comparing three different methods based on different criteria of data processing. 

In the bayesian method uncertainties about the existence and location of a possible change-point are reported 
in terms of probability, so that the analysis requires an accurate parameters definition for the identification of a 
change-point. The complexity of the method and the definition of the probability functions stiffen the application. 
However, the method is characterized by a rigorous statistical basis, which makes it an excellent method to check 
the reliability of the other methodologies.  

From this point of view it was observed that the segmentation performed by the CDA fails to identify some 
significant variations, departing from the results provided by the bayesian approach. 
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With the new proposed method (MINSSE) the segmentation is often referred to the minimum length of the 
section, postponing further aggregation in function of the maintenance treatments. Moreover, the segmentation 
returns the majority of the change-points identified by the Bayesian method. From this point of view the 
MINSSE is extremely valuable as permits a good interpretation of the survey data and it is well suited to the 
maintenance programming requirements by the way of managing both the min and Lmin . 
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